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Abstract 
As the richness and diversity of information available to us in our everyday lives 

has expanded, so the need to manage this information grows. The lack of effective 

information management tools has given rise to what is colloquially known as the 

information overload problem. Intelligent agent technologies have been explored to 

develop personalised tools for autonomous information retrieval (IR) . However, these 

so-called adaptive information agents are still primitive in terms of their learning au- 

tonomy,  inference power, and explanatory capabilities. For instance, users often need 

to provide large amounts of direct relevance feedback to train the agents before these 

agents can acquire the users’ specific information requirements. Existing information 

agents are also weak in dealing with the serendipity issue in IR because they cannot 

infer document relevance with respect to the possibly related IR contexts. 

This thesis exploits the theories and technologies from the fields of Informa- 

tion Retrieval (IR) , Symbolic Artificial Intelligence and Intelligent Agents for the 

development of the next generation of adaptive information agents to alleviate the 

problem of information overload. In particular, the fundamental issues such as rep- 

resentation, learning, and classjfication (e.g., classifying documents as relevant or 

not) pertaining to these agents are examined. The design of the adaptive informa- 

tion agent model stems from a basic intuition in IR. By way of illustration, given 

the retrieval context involving a science student, and a query “Java”, what infor- 

mation items should an intelligent information agent recommend to its user? The 
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agent should recommend documents about “Computer Programming” if it believes 

that its user is a computer science student and every computer science student needs 

to learn programming. However, if the agent later discovers that its user is study- 

ing “volcanology”, and the agent also believes that volcanists are interested in the 

volcanos in Java, the agent may recommend documents about “Merapi” (a volcano 

in Java with a recent eruption in 1994). This scenario illustrates that a retrieval 

context is not only about a set of terms and their frequencies but also the relation- 

ships among terms (e.g., java science     computer, computer         programming, 

java science volcanology merapi, etc.) In addition, retrieval contexts rep- 

resented in information agents should be revised in accordance with the changing 

information requirements of the users. Therefore, to enhance the adaptive and proac- 

tive IR behaviour of information agents, an expressive representation language is 

needed to represent complex retrieval contexts and an effective learning mechanism is 

required to revise the agents’ beliefs about the changing retrieval contexts. Moreover, 

a sound reasoning mechanism is essential for information agents to infer document 

relevance with respect to some retrieval contexts to enhance their proactiveness and 

learning autonomy. 

The theory of belief revision advocated by Alchourrón, Gärdenfors, and Makin- 

son (AGM) provides a rigorous formal foundation to model evolving retrieval contexts 

in terms of changing epistemic states in adaptive information agents. The expressive 

power of the AGM framework allows sufficient details of retrieval contexts to be cap- 
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tured. Moreover, the AGM framework enforces the principles of minimal and con- 

sistent belief changes. These principles coincide with the requirements of modelling 

changing information retrieval contexts. The AGM belief revision logic has a close 

connection with the Logical Uncertainty Principle which describes the fundamental 

approach for logic-based IR models. Accordingly, the AGM belief functions are ap- 

plied to develop the learning components of adaptive information agents. Expectation 

inference which is characterised by axioms leading to conservatively monotonic IR be- 

haviour plays a significant role in developing the agents’ classification components. 

Because of the direct connection between the AGM belief functions and the expecta- 

t ion inference relations, seamless integration of the information agents’ learning and 

classification components is made possible. Essentially, the learning functions and 

the classification functions of adaptive information agents are conceptualised by 

and q d respectively. This conceptualisation can be interpreted as: (1) learning is 

the process of revising the representation K of a retrieval context with respect to a 

user’s relevance feedback q which can be seen as a refined query; (2) classification is 

the process of determining the degree of relevance of a document d with respect to 

the refined query q given the agent’s expectation (i.e., beliefs) K about the retrieval 

context. 

At the computational level, how to  induce epistemic entrenchment which de- 

fines the AGM belief functions, and how to  implement the AGM belief functions by 

means of an effective and efficient computational algorithm are among the core re- 
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search issues addressed. Automated methods of discovering context sensitive term 

associations such as (computer programming) and preclusion relations such as 

(volcanology programming) are explored. In addition, an effective classification 

method which is underpinned by expectation inference is developed for adaptive in- 

formation agents. Last but not least, quantitative evaluations, which are based on 

well-known IR bench-marking processes, are applied to examine the performance of 

the prototype agent system. The performance of the belief revision based informa- 

tion agent system is compared with that of a vector space based agent system and 

other adaptive information filtering systems participated in TREC-7. As a whole, 

encouraging results are obtained from our initial experiments. 
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Chapter 1
Introdution
1.1 An OverviewWe are living in the so-alled \information age". Enterprises need information toidentify whom they should do business with and when the orresponding businesstransations should be proessed. On the other hand, individuals need information fortheir daily ativities suh as omparison shopping, �nanial management, eduation,and entertainment. Whether the agents are organisations or individuals, they need toseek and make use of information to survive in modern soiety. The term \informa-tion seeking" refers to the proesses by whih information seekers retrieve informationobjets from some information soures. Information objets an be of any kind suhas video lips, audio �les, traditional douments, eletroni mail, HTML soures, et.The researh work reported in this thesis is about the development of intelligent infor-1



2 CHAPTER 1. INTRODUCTIONmation agents whih autonomously proess large streams of unstrutured informationobjets on behalf of their users. We fous on information objets represented in textformat or those onverted to text format. Theories and tehniques from the �elds of in-telligent agents [JSW98, WJ95℄, information retrieval (IR) [Rij86, Rij89, BH94, Lal98℄,and symboli arti�ial intelligene (AI) [GM88, GM94℄ are explored for the develop-ment of intelligent information agents.In general, information seeking proesses involve the following elements: infor-mation seekers and their information needs, information objets, and a mathingfuntion whih maps spei� information needs to relevant information objets. Fig-ure 1.1 provides an overview of the information seeking proess. In partiular, theharateristis of information seekers (e.g., bakground, tasks on hand, et.) and theirspei� information needs indue the retrieval ontexts in whih the relevane of infor-mation objets is evaluated. In automated IR systems, the mathing funtion an beexpressed quantitatively [SM83℄ or qualitatively [Hun95, BSW00℄. Nevertheless, themathing mehanisms in IR systems an only ompare the representations of retrievalontexts (e.g., users' information needs) with the representations of information ob-jets. As these representations are only inomplete desriptions of the underlyingentities, the mathing proesses in IR systems involve high unertainties (i.e., thepartiality problem) [Rij86, Lal98℄. In other words, there isn't a sharp boundary dis-tinguishing relevant objets from non-relevant objets with respet to a retrieval on-text. The mathing proess in IR is also alled lassi�ation (e.g., lassifying objets



1.1. AN OVERVIEW 3as relevant or non-relevant) in the disipline of mahine learning [BP98, Coh95, ZH00℄.

Figure 1.1: The Information Seeking ProessIn this thesis, IR systems refer to any omputer-based systems whih automatethe information seeking proess. The representations of a users' spei� informationneeds are often alled \queries" by the IR researh ommunity [SM83℄. On the otherhand, the representations of information objets are alled \doument haraterisa-tions". If there is a lose math between a query and a doument haraterisation, anIR system will infer that there may be a semanti orrespondene between the under-lying information need and the doument. Douments refer to text-based informationobjets in this thesis. So, a Web page is alled a doument beause it ontains textorresponding to the HTML soure. The most important funtion of an IR systemis to estimate the degree of math between queries and douments (stritly speaking,doument haraterisations) with respet to spei� retrieval situations (e.g., users'bakground, long-term IR goals, tasks on hand, et.) [NBL95℄. The degree of math



4 CHAPTER 1. INTRODUCTIONbetween a doument and a spei� information need an be approximated by a dis-tane metri. This requires transforming both douments and information needs toa ommon information spae before applying a metri to quantify their distane. Aninformation spae in whih both information needs and douments are expressed interms of their semantis would be perfet. The orresponding distane metri ouldthen exatly indiate their semanti orrespondene. However, transforming infor-mation objets to a semanti information spae requires extensive semanti analysiswhih is omputationally expensive or even intratable [CBS90℄.Another extreme is to hoose a purely syntati information spae to representboth information needs and douments. This approah has been adopted by manyexisting IR models [SM83℄. Nevertheless, there are problems with this approah.For instane, given a query term \Java", an IR system should retrieve any dou-ments with indexing terms \Java" beause there is a syntati math between thesetwo terms. However, if the information seeker just happens to be a tourist who islooking for resorts on the \Java" island, the douments about \Java programming"that may be returned by the IR system are totally irrelevant. The supposition thatinformation is intersubjetive [Dre81℄ an be applied to explain the above problem.The term \Java" probably arries some ommon (objetive) information suh as anisland or a programming language. However, the intersubjetive nature of informa-tion auses the mis-math in the information seeking proess beause the informationseeker pereives that \Java" is about an island in Indonesia, whereas a human in-



1.1. AN OVERVIEW 5dexer may think that the term \Java" should be used to index doument about aprogramming language. With the assumption that information is intersubjetive, thedesign of the mathing funtions for IR should take into aount the basi synta-tial aspet (ommon meaning) of information as well as some onsiderations of thesubjetive interpretations of information seekers. To this end, ontextual informationshould be used to re�ne a possibly ambiguous query term. The notion of ontext hasbeen exploited in a variety of researh disiplines whih try to takle the IR prob-lems [DWR97, EM01, Hun95, LG98, Law00, NBL95℄. Although there is no onsensusabout what onstitutes a ontext, it is ommonly believed that ontextual informationan be used to improve the e�etiveness of IR [DWR97, Hun95, Law00, NBL95℄.The proposed approah of developing the mathing funtions for IR lies in themiddle of the two extremes of purely syntati mathing or purely semanti mathing.An expressive language is used to apture users' spei� information needs as well asthe ontextual information so that the intersubjetive nature of information is takeninto aount by the IR model. From a pragmati point of view, the work reportedin this thesis exploits both the qualitative and the quantitative approahes for thedevelopment of adaptive information agent system, whih is one kind of IR system.The expressive power of the AGM belief revision logi [AGM85℄ allows suÆient detailsof queries and query ontexts to be aptured. The learning and the lassi�ation (i.e.,mathing) funtions in adaptive information agents are underpinned by the AGMbelief funtions and the orresponding expetation inferene relations (jKv) [GM94℄.



6 CHAPTER 1. INTRODUCTIONExpetation inferene is a kind of nonmonotoni inferene and its properties will bedisussed in Chapter 3. Let q represent a user's query; d denotes the representationof a doument; K represents a retrieval ontext; the learning and the lassi�ationfuntions in adaptive information agents an be oneptualised by:1. Learning: Belief revision operations � applied to K with respet to q (i.e., K�q );2. Classi�ation: Expetation inferene relations suh as q jKv d.An information agent's learning proess an be interpreted in the way that the re-trieval ontextK (i.e., an agent's knowledge base) is revised based on a user's relevanefeedbak q [SB90℄. In the adaptive information agent model, the relevane feedbakinformation q is onsidered as a re�ned query. Stritly speaking, a user's relevanefeedbak is used to generate the re�ned query q by minimally transforming the exist-ing retrieval ontext aptured in K using the AGM belief funtions. Therefore, thelearning proesses of adaptive information agents are akin to the widely studied pro-esses of query re�nement based on relevane feedbak information [BSA94, SB90℄.The lassi�ation funtions of adaptive information agents are underpinned by expe-tation inferene relations. Coneptually, a doument haraterisation d is evaluatedwith respet to the re�ned query q given an agent's expetation K about a retrievalsituation as bakground information. The seamless integration of the learning andthe lassi�ation funtions in adaptive information agents an be realised via the well-known onnetion between belief revision and expetation inferene [GM94, MG91℄:



1.1. AN OVERVIEW 7
If d 2 K�q , then q jKv dThe interpretation of the above logial onnetion in IR is that the re�ned queryq nonmonotonially entails the doument haraterisation d given the set K of bak-ground information if d is in the agent's knowledge base after revising K with respetto the query q. Sine an adaptive information agent manages a set of queries andthe query ontext pertaining to a user, the fous is not on evaluating d with respetto an individual q but the set of queries ontaining in the agent's knowledge baseK. At the oneptual level, K jKv d an also be taken as the foundation of theagents' lassi�ation funtions. In logi-based IR researh, the usual formulation ofthe mathing funtion is d jv q, where d is the logial representation of an informationobjet, q is a user query, and jv is a kind of inferene relation [Rij86, CC92℄. How-ever, for knowledge-based or agent-based systems, it is a ommon approah to store auser's requirements in a knowledge base, and then apply formal reasoning to dedueif there are objets satisfying the user's partiular requirements. For instane, whenagent-based planning and sheduling is onduted, a user's requirements (also alledonstraints) are stored in a knowledge base K. Then, a partiular plan or sheduled is evaluated with respet to the set of requirements stored in K [Kra97℄. Thisknowledge-based view for general problem solving is adopted in the proposed adap-tive information agent model. Aordingly, the mathing funtion is haraterised byq jKv d based on an agent's expetation K about the partiular retrieval situation.



8 CHAPTER 1. INTRODUCTIONIn general, information seeking an be divided into two broad ategories, namelybrowsing and searhing [CHSS98, MSG97℄. Sometimes an information seeker maynot have a lear and spei� searh goal. They traverse the information soures suhas the World Wide Web (Web) with the hope that interesting information objetswill eventually appear. Suh a proess is referred to as browsing. The distinguishingfeature of browsing is that the users' interests are assumed to be broader than thosein information searhing. For example, an information seeker trying to loate \themost touhing stories around the world" is more likely to ondut browsing ratherthan searhing. In other situations, an information seeker may have a more spei�information need, for example, searhing for information about \Mobile Agents".Information seeking of this kind is alled searhing [MSG97℄. Information searhingan be further divided into information retrieval (IR) and information �ltering (IF).Information retrieval and information �ltering are \two sides of the same oin" [BC92℄.However, IR often refers to the situation that an information seeker takes an ative roleto speify their ad ho queries, whereas IF is onerned with the removal of irrelevantinformation from a large inoming stream of dynamially generated information basedon the user's long term and reurring retrieval goals stored in a persistent storagealled user pro�le. This thesis fouses on information �ltering where informationagents take a proative role of seleting relevant information objets for their usersbased on the users' long term information needs. Figure 1.2 depits the adaptiveinformation �ltering proess. The distint features of an adaptive IF system are thedeployment of a user pro�le to maintain a set of reurring information requirements



1.2. PROBLEM STATEMENT 9(i.e., queries) and the appliation of users' relevane feedbak to ontinuously revisethe ontent of the user pro�le.

Figure 1.2: The Adaptive Information Filtering Proess
1.2 Problem StatementDistributed omputer-based information systems suh as the Internet have undergoneexponential growth in reent years. This phenomenon has led to the growing avail-ability of large, dynami, heterogeneous, and distributed soures of information likethe World Wide Web (Web). Information of this kind is normally unstrutured whenompared with the strutured information stored in traditional database systems. Asmore information beomes available, it beomes inreasingly more diÆult to �ndrelevant information from these ever-faster growing dynami soures. Many infor-mation seekers may experiene that information seeking on the Internet resembles



10 CHAPTER 1. INTRODUCTION\searhing a needle in a haystak". This is the so-alled problem of information over-load [Mae94, TKS00℄. Aordingly, there is a growing demand for the developmentof personalised and autonomous IR systems whih an selet relevant informationobjets on behalf of their users.Existing general purpose searh engines and browsers provide the basi assistaneto information seekers for loating information objets. However, �nding relevantinformation even for a narrow query (i.e., searhing) in a spei� domain has beomemore and more diÆult with the growth of the Web. It is not unommon for aninformation seeker to obtain thousands of hits whih math their query while most ofthese hits are atually irrelevant with respet to their interests. The user then needsto traverse the list of retrieved douments in order to �nd the relevant ones. However,most users only have the patiene to examine one result sreen [BH98℄. Therefore,relevant information may not be disovered via searh engine IR. This diÆulty isunderstood as the low preision problem. Preision is de�ned as the ratio of retrievedrelevant doument to retrieved douments [SM83℄. There are many reasons for thislow preision problem. Firstly, user queries are often short and not spei� enough.In fat, a study onduted by Infoseek has showed that the average Internet queryonsists of only 2.2 terms [Kir98℄. A more reent survey performed based on the AltaVista's log �les also on�rms that the average number of terms in a query for the AltaVista searh engine is only 2.35 [Cor00℄. Furthermore, natural language ambiguityoften results in users desribing onepts in their queries in a quite di�erent manner



1.2. PROBLEM STATEMENT 11than the authors desribe the same onepts in the published information objetssuh as Web douments. With referene to the general information seeking proessdepited in Figure 1.1, the problem an be understood in the way that informationseekers have diÆulties in translating their impliit information needs (e.g., the loudin the diagram) into preise queries given an arti�ial query language. Even if they anpartially express their needs by some query terms, these terms do not orrespond tothe indexing terms (i.e., doument representations) used to haraterise the requiredinformation objets beause of the intersubjetive nature of information. In otherwords, a query and its assoiated ontext is often not lear to an IR system.For information �ltering appliations, the reurring information needs of a userare often stored in a persistent storage, also alled user pro�le. However, as a user'sinformation needs will hange over time, the ontent of the user pro�le must be revisedpromptly and aurately to apture the user's latest interests; otherwise the �lteringe�etiveness of the IR system will drop. Unfortunately, most of the existing searhtools suh as Internet searh engines or meta searh engines do not support thesefuntions. In summary, the general problem area examined by this thesis is:
\The development of an automated, personalised, and adaptive informa-tion management tool for the dissemination of relevant information fromlarge, dynami and unstrutured information soures to information seek-ers."



12 CHAPTER 1. INTRODUCTIONThe spei� problems takled by this thesis are:� The Representation Problem: Capturing users' impliit and reurring informa-tion needs in terms of the orresponding queries and retrieval situations;� The Learning Problem: Developing e�etive means for ontinuous re�nementof the representations of retrieval ontexts;� The Classi�ation Problem: Developing e�etive and eÆient means of esti-mating the semanti orrespondene between retrieval ontexts and informationobjets.
1.3 The Requirements of E�etive IR SystemsTo takle the information overload problem, e�etive IR systems should be:� Autonomous: With the exponential growth of information enoded in ele-troni form, information seekers are faed with the problem of information over-load. It is extremely diÆult, if not totally impossible, for an information seekerto san through all the available information items manually. Therefore, IR sys-tems should be able to autonomously selet relevant information for their userswith a minimum amount of human intervention.� Proative: IR systems should not only work in a passive mode by takingusers' instrutions and responding aordingly, but also behave proatively in



1.3. THE REQUIREMENTS OF EFFECTIVE IR SYSTEMS 13the sense that they an retrieve relevant information without requiring the usersto provide the low level instrutions regarding what items should be retrieved.This kind of proative behaviour an be ahieved if IR systems an reasonabout the informational goals of their users given the appropriate ontextualinformation.� Adaptive: As a user's information needs will hange over time, an IR systemshould be responsive to these hanging needs and adapt its information retrievalbehaviour aordingly. This requirement involves learning users' hanging in-formation needs promptly and aurately, and making use of the most urrentrepresentation of a user's interests to determine relevant information objets.� Explanatory: Beause of the intersubjetive nature of information, IR systemsshould be able to explain their deisions about doument seletion so that anydi�erene in terms of the pereived doument relevane between a system andits user an be reoniled. By explaining its deisions, an IR system an helpits users understand their impliit information needs better and hene the usersan develop more aurate queries at a later stage.� Salable: Beause of the explosive growth of the amount of information avail-able on omputer-based networks, IR systems should be able to sale up (interms of speed and apaity) to proess large and dynami streams of informa-tion in a timely fashion.



14 CHAPTER 1. INTRODUCTIONIn addition, an e�etive IR system should optimise both preision and reallwhile retrieving information objets.
1.4 General Approahes for Adaptive IR SystemsThe problem of developing e�etive and eÆient IR systems has been examined byvarious researh ommunities in omputer siene. This setion provides an overviewof the work onduted in various disipline areas suh as intelligent agents, logi-basedIR, and a speialised topi in logi-based IR - Belief Revision.
1.4.1 Intelligent Agent TehnologiesIntelligent agents are a new paradigm for developing software appliations. Currently,agent tehnologies are the fous of intense interest in many sub-�elds of omputersiene and arti�ial intelligene. Intelligent Software Agents are being used in aninreasingly wide variety of appliations suh as email �ltering, Web page retrieval,omparison shopping, omputer games, industrial proess ontrol, air traÆ ontrol,et. An intelligent agent is a omputer system situated in some environments, whihis apable of autonomous ation in these environments in order to meet its designobjetives [JSW98, WJ95℄. The onept of autonomy simply means that the agentsystem should be able to at with minimal human intervention, and should have on-trol over its own ations and internal state. In addition, intelligent agents should be



1.4. GENERAL APPROACHES FOR ADAPTIVE IR SYSTEMS 15responsive in the sense that they an pereive their environment (e.g., a produtionline, a user, a olletion of agents, the Web, et.) and respond in a timely fashion tohanges that our in the environment. Intelligent agents are also proative. Theyshould not simply at in response to their environment, but also demonstrate oppor-tunisti, goal-direted behaviour. In other words, intelligent agents take the initiativeto perform tasks to ful�l their design objetives where appropriate. They an interatwith other arti�ial agents and humans in order to solve their problems and helpothers omplete their tasks.One important ontributing fator to the problem of information overload isthat an information seeker is required to onstantly diret the information seekingproess. To alleviate this problem, intelligent information agents an searh for rele-vant information on behalf of their users (e.g., agents ating autonomously to searhthe Web). The idea is so ompelling that many researh projets are direted toahieve this goal. Jasper is a distributed system of intelligent agents whih performinformation retrieval tasks over the Internet and the Web on behalf of a ommunityof users [DWR97℄. Jasper an summarise and extrat keywords from the Web pagesand an share information among users with similar interests automatially. A Jasperagent holds a pro�le of a user's interests and onduts autonomous information seek-ing based on suh a pro�le. Moreover, by observing a user's interative behaviour, theagent an learn more about the user's interests over time. SAIRE is another multi-agent information retrieval system operating in the spae siene domain [OKW+97℄.



16 CHAPTER 1. INTRODUCTIONIt is divided to three layers. The top level ontains interfae agents responsible foraepting input from the users. The middle layer ats as a o-ordinator with the in-formation retrieval engines working at the bottom level. Based on previous work fromthe User Modelling researh ommunity, the SAIRE agent system an assign its usersto di�erent stereotypial user groups. A user's initial information needs are inferredbased on the orresponding stereotypial group and a user pro�le is then speialisedbased on the user's ontinuous interation with the system.
1.4.2 Logi-based IRThe entral issue in IR is to develop a mathing funtion to determine if a doumentis relevant with respet to a user's information needs. For logi-based IR models, adoument and a user's need are represented by the logial formulae d and q respe-tively. The mathing funtion is underpinned by logial dedution of the form d jv q,where jv is a non-lassial inferene relation. As both d and q are only partial repre-sentations of a doument and a user's need, it is often the ase that d annot entailq based on the rigid lassial derivability relation. The logial unertainty priniple,whih is a generalisation of the Ramsey test for IR, states that [Rij86℄:\Given any two sentenes x and y, a measure of the unertainty of x! yrelative to a given data set is determined by the minimal extent to whihwe have to add information to the data set, to establish the truth ofx! y."



1.4. GENERAL APPROACHES FOR ADAPTIVE IR SYSTEMS 17where x and y are often viewed as the logial representation of a doument and aquery respetively. Sine Van Rijsbergen advoated the logial unertainty prini-ple for IR, many logi-based IR models have been proposed. Although these logi-based IR models employed di�erent formalisms suh as default logi [Hun95, Hun97℄,onditional logi [NBL95℄, logial imaging [CvR95, Cre98℄, situation theory [LR92℄,nonmonotoni inferene [AG96℄, terminologial logi [MSST93℄, modal logi [Nie89℄,preferential logi [BL98℄, et., they all examined the idea of minimally revising the re-trieval situation so as to evaluate the degree of math between d and q. The adaptiveinformation agent system disussed in this thesis is built on top of a belief revisionbased IR model whih adheres to the above priniple. Through the lose onnetionbetween the AGM belief revision and the Ramsey test [G�ar88℄, the proposed logi-al information agent model an be seen as a diret implementation of the logialunertainty priniple.Reent investigations into logi-based IR have attempted to formalize the notionof \aboutness" (i.e., information mathing) by axiomatising its properties in termsof a neutral, theoretial framework [BH94, HW98, BSW00℄. The motivation for thishas been to study the aboutness relation from a theoretial stane in order to betterunderstand what properties of this relation promote e�etive retrieval (as well aswhih properties do not). The neutral, underlying framework is important as it allowsaboutness to be studied independent of the idiosynrasies of a given informationretrieval model. There is as yet no onsensus regarding the property of aboutness



18 CHAPTER 1. INTRODUCTIONexept that it should be logi-based. The onept of aboutness in IR has been appliedto examine some postulates of the AGM belief revision paradigm at the oneptuallevel to see if the belief revision framework is appliable in the ontext of IR.In statistial analysis, the relationships among key phrases are established byfrequeny ratios, whereas in semanti analysis, the relationships are established bymeaning. It is believed that semanti information is ritial in mathing a user'sneeds to information objets [Hun97℄. For automating the use of semanti infor-mation, it is neessary to speify when a partiular speialisation, generalisation, orsynonym relationship should be used. Aordingly, an expressive formal framework isrequired to apture and reason about the semanti information. Hunter proposed touse nonmonotoni logis, partiularly default logi, to proess semanti informationabout terms, and hene to identify the semanti relationships between queries anddouments [Hun95℄. The notion of term positioning is proposed to ondut queryre-formulation. Given a query q, it is possible to strengthen (q� ` q and q 6` q�),weaken (q� 6` q and q ` q�), or substitute (q� 6` q and q 6` q�) q by the re�ned queryq� to improve the e�etiveness of information retrieval. In partiular, default logiprovides the mahinery to ondut term positioning. In default logi, a default theoryT = (W;D), whih onsists of a set of lassial axioms W and a �nite set of defaultrules D, is used to derive a new set of information alled an extension E. This kindof reasoning an be haraterised by a nonmonotoni onsequene relation jv. A sen-tene  2 E is defeasible sine the proess of default reasoning is based on inomplete



1.4. GENERAL APPROACHES FOR ADAPTIVE IR SYSTEMS 19(e.g., W ) and unertain information (e.g., D). A default rule Æ 2 D has the followingform: �:� , where � is alled the prerequisite, � the justi�ation, and  the onsequentof Æ. The semantis of a default rule Æ is that: If � is known, and if � is onsistentwith all the urrent knowledge E, then onlude . The urrent knowledge E (i.e.,an extension) is obtained from the fats W and the onsequents of some defaults thathave been applied previously. Formally, a default Æ is appliable to a dedutivelylosed set of formulae E i� � 2 E and :� 62 E.When applying default logi to term positioning, the default rule set D onsistsof default rules apturing the semanti relationships suh as synonym, speialisation,generalisation, and polysemy among terms. The lassial theoryW is used to desribethe original query. Then, the notion of an extension E is used to desribe the re�nedquery. For example, given a default rule:oil ^ ooking : :petroleum:petroleumand a query olive ^ oil ^ ooking, the original query an be re�ned to exlude anyinformation objets about petroleum. In other words, the new query q� = olive ^oil ^ ooking ^ :petroleum is positioned. Given a learer retrieval ontext, it isantiipated that the preision and reall of the subsequent retrieval an be improved.It was proposed that the default rules between terms ould be manually eliited fromdomain experts by asking them to illustrate the synonym, polysemy, generalisation,and speialisation relationships [Hun95, Hun97℄.



20 CHAPTER 1. INTRODUCTIONIt has been proposed that IR proesses should be underpinned by nonmono-toni reasoning [AG96, BL98, BH96℄. Based on users' relevane feedbak on in-formation objets, preferential and rational orderings an be generated. Thereby,well-behaved nonmonotoni inferene relations (e.g. preferential inferene or rationalinferene) [Geo96℄ an be used to dedue the relevane of information objets withrespet to a user's information needs. Essentially, given a set of relevant doumentsD+ and a set of non-relevant douments D� judged by a user, the rational orderingbetween two terms t1 and t2 is de�ned by: t1 �+ t2 i� jD+t1j � jD+t2j; t1 �� t2 i�jD�t2j � jD�t1j. In other words, a term t2 is with a higher rank than another term t1with respet to �+ if the number of relevant douments ontaining t2 is more thanthe number of douments ontaining t1. In addition, t2 is with a higher rank thant1 with respet to �� if the number of non-relevant douments ontaining t2 is lessthan the number of douments ontaining t1. Then the preferential ordering (�) ofthese terms is: t1 � t2 i� t1 �+ t2 and t1 �� t2. It is argued that the preferentialordering � will be hanged with respet to the user's relevane feedbak on D+ andD�. Therefore, the set of onlusions regarding doument relevane grows nonmono-tonially. However, the details of how to apply the proposed non-monotoni inferenerelations to information mathing was not reported in their paper [AG96℄.Huibers and van Linder [HvL96℄ attempted to formalise intelligent informationretrieval agents based on modal logi. Modal operators were introdued to addressthe essential onepts suh as aboutness, non-aboutness, and information prelusion



1.4. GENERAL APPROACHES FOR ADAPTIVE IR SYSTEMS 21in IR [BH94℄. For example, one kind of retriever agents is de�ned based on the notionof aboutness d j=a q (i.e., a doument d to be about a query q). Stritly speaking,d j=a q i� the agent knows that the query q is satis�ed in at least one doumentmodel d. In addition, it is believed that suh a satis�ability relation is non-lassial.Moreover, the retriever agent onsiders a doument d to be non-about q, denotedd 6j=a q, i� it knows that d implies the negation of q. This is a step forward towardsimproving the expressive power and explanatory ability of information agents sinethe agents' behaviour an be justi�ed based on formal reasoning.Logial imaging has been applied to develop IR models [CvR95, Cre98℄. Thegoal is to evaluate the probability of the onditional d ! q based on the kinematisof probability distributions over terms. In onditional logi, a ounterfatual suh asx! y an be evaluated by �rst imaging x on the losest world wx (i.e., the x-world)that satis�es x and then examining if y is satis�ed in wx or not [Sta81℄. If y is satis�edin wx, the ounterfatual is true; otherwise it is false. The lose world is determinedby an aessibility relation A � W � W , where W is the set of possible worldsbased on the possible world semantis [Kri71℄. When the probability Pr(d ! q)of a onditional d ! q is evaluated, the formula d will be imaged on the losestworld(s) t, where t is a term (keyword) representing a world in the logial imagingIR model. Then, the formula q is evaluated in these losest world(s). To apture theunertainty of an IR proess, the worlds are haraterised by a probability distribution.That is, a doument d is satis�ed in a world t with a prior probability. These prior



22 CHAPTER 1. INTRODUCTIONprobabilities are indued based on the Inverse Doument Frequenies (IDF) of termsin a olletion. The IR logial imaging paradigm onsists of several methods to dealwith the kinematis of probabilities assoiated with the worlds. Indeed, the transfer ofprobabilities among worlds rather than the inferene relations examined in onditionallogi is the key element of the imaging IR model. For instane, imaging on thed-world(s) is taken as transferring the priori probabilities from the non d-world(s)to the losest d-world(s) aording to a distane measure derived from the mutualinformation MI between pairs of terms.In the simplest form suh as standard imaging, the probability assoiated witha non d-world is simply transferred to the losest d-world. Then, for eah term ap-pearing in a query, the posterior probability (with probability transferred from a nond term) of the term is summed to derive the Retrieval Status Value (RSV) of thedoument with regards to the query q. So, for standard imaging, the RSV is derivedby: Pr(d! q) =Pt Pr(t)� �(td; q), where �(td; q) = 1 if a query term appears in ad world (i.e., d and q have overlapping terms); otherwise �(td; q) = 0 is obtained. Theprobability distribution Pr(t) represents the posterior probability assigned to eahterm (world) t. In general imaging, standard imaging is generalised in the sense thatthere ould be more than one losest world where d is true. From the point of view ofthe kinematis of probability distributions, an opinionated probability distribution isde�ned for eah term so that a set of probabilities an be transferred from some non d-term(s) to a d-term. In proportional imaging, the perentage of probability transferred



1.4. GENERAL APPROACHES FOR ADAPTIVE IR SYSTEMS 23from eah non d-term to a d-term an be de�ned separately via another opinionatedprobability distribution. Implementations of standard imaging and general imagingwere onduted using C programming and probabilisti datalog respetively. Rigor-ous evaluation based on the TREC-4 routing task was attempted [CRSR95℄. TheTREC-based evaluation approah applied to the belief revision based informationagent system reported in this thesis is to a large extent motivated by the evaluationmethod adopted for the logial imaging IR model. However, the main di�erene be-tween the logial imaging IR model and the belief revision IR model is that termweights representing a user's preferenes are indued with respet to epistemi en-trenhment whih satis�es possibilisti rather than probabilisti axioms [DP91℄ in thebelief revision based IR model. Above all, the entrenhment degrees of terms are de-rived aording to a user's preferenes over the underlying terms, and the kinematisof the entrenhment degrees are also driven by the hanges of a user's preferenes. Inthis sense, the assumption of the proposed IR model is quite di�erent from the as-sumption of the system pereived relevane adopted in the logial imaging IR model.It has been pointed out that evaluating logi-based IR models is a great hallengeby itself [CRSR95℄. One of the main ontributions of our researh work is to developan operational logi-based information agent system and apply rigorous IR benh-marking proesses to evaluate both the e�etiveness and eÆieny of the implementedsystem.



24 CHAPTER 1. INTRODUCTION1.4.3 Belief RevisionThe notion of beliefs has been used to represent users' information needs. In addition,belief funtions have been applied to re�ne the representation (i.e., beliefs) of a user'sinformation needs. The earliest and the most ambitious attempt of applying the be-lief revision formalism to IR was to use the notions of beliefs, desires, and intentionsto haraterise an information seeker's (e.g., a librarian) high level IR goals and toemploy the belief revision framework to simulate the hanges of mental states in aninformation seeker's memory [LRJ94℄. Beause of the hanges of mental states ofan information seeker, the orresponding IR system must revise its beliefs about theinformation seeker's interests in order to maintain aurate retrieval. A Natural Lan-guage Proessing (NLP) tehnique was used to indue the system's beliefs about aninformation seeker's information needs based on the ontinuous interations betweenthe information seeker and the IR system. As the information retrieval proess an beseen as omprising many low level sub-tasks, the orresponding IR system is designedas a multi-agent system with eah autonomous agent performing a partiular IR sub-task. Aordingly, the belief revision proess is not only applied to a single agent, butto a set of agents with inter-related interests and beliefs. The multi-agent belief revi-sion model developed by Galliers [Gal92℄ was adopted to implement this funtion. Infat, suh a multi-agent belief revision model is built based on the Assumption-basedTruth Maintenane System (ATMS) omputational apparatus [dK86℄.The AGM belief revision framework was examined to develop a query reformu-



1.4. GENERAL APPROACHES FOR ADAPTIVE IR SYSTEMS 25lation logi in IR [AB99℄. The orrespondene between query re�nement in IR andtheory hange in belief revision was analysed from a theoretial point of view. It isbelieved that query expansion and query re�nement an be explained in terms of therevision of a user's beliefs in query terms [AB99℄. For instane, if a user's originalquery is represented by a belief set K, and a new query term � is used to replaeterm � (i.e. query revision), the resulting query will be de�ned by: (K�� )��. It wasassumed that query terms were represented as formulae in a hosen logi language.For query ontration (i.e. removing ertain terms to broaden the searh sope), theoperation an be expressed by: K+� , where the query K is expanded by the originallyrejeted terms �. However, there may be diÆulty in applying the belief revisionparadigm to formalise the query reformulation logi. For instane, the interpretationof negation is di�erent in these two settings. Given an information prelusion relationsuh as dog?flying, dog and flying are onsidered inonsistent in most IR ontexts.However, in general dog and :dog are onsidered inonsistent, but dog and flyingare onsidered onsistent in the AGM logi.Dalal's belief revision operator [Dal88℄ was examined for doument ranking inIR [LB99℄. Essentially the onstrut of a total pre-ordering on interpretations, whihis used to de�ne belief revision operators for knowledge base hanges, is applied tomodel a user's preferenes over information objets. Dalal's revision makes use ofthe ardinality of the symmetri di�erene between two interpretations I and J as ameasure of the distane dist(I; J) between them. For example, the semanti distane



26 CHAPTER 1. INTRODUCTIONbetween the set of models of  (i.e., M( )) and I is de�ned as: dist(M( ); I) =MinJ2M( ) dist(J; I). Thereby, a faithful assignment of a total pre-order � is de�ned:I � J i� dist(M( ); I) � dist(M( ); J). In IR, if a user's information needs N anda doument D are represented as formulae q and d respetively, the similarity betweenN andD an be approximated by the symmetri distane of the orresponding models.For example, for eah m 2 M(d), dist(M(q); m) = MinJ2M(q) dist(J;m) is omputed.An average measure an then be applied to ompute the symmetri distane betweenM(q) and M(d): Sim(D;N) = Pm2M(d) dist(M(q);m)jM(d)j .
1.5 Justi�ations of the Proposed ApproahJusti�ation of the proposed adaptive information agent model is provided with ref-erene to the requirements of e�etive IR systems disussed in Setion 1.3. Intelligentagents [WD00℄ provide the tehnologial foundation to develop the next generationof information management tools. The idea of autonomous and self-motivated agentsare appealing when it is applied to information retrieval in general and information�ltering in partiular. With the sheer volume of information available via omputer-based networks suh as the Internet, it is impossible for information seekers to traversethe huge information spae by themselves given the limited time. For IF appliationswhere information seekers are dealing with reurring IR tasks, the savings generatedby employing autonomous and personalised information agents are even bigger. Moreimportantly, intelligent information agents are able to infer users' information goals



1.5. JUSTIFICATIONS OF THE PROPOSED APPROACH 27and proatively take ations to ful�l these goals with minimal diret instrutions fromtheir users [ACL+00, BPR+99, YKL00, O'L97, TNMH97℄. Sine information agentsare responsive, they an ontinuously observe their users' on-line retrieval ativities.Based on this information, information agents an learn users' hanging informationneeds by revising the representations of the users' interests stored in the agents' persis-tent memories. Therefore, mathing between users' interests and information objetsbeomes adaptive.The expressive power of logi is believed to be able to model most of the fun-damental aspets in information retrieval [CC92, LB98, Rij86, Seb98℄. To empowerintelligent information agents with the abilities to apture users' queries and the orre-sponding query ontexts, an expressive representation language should be used. Withsuh an expressive representation language, it is possible to generate appropriate ex-planations about an information agent's retrieval deisions. However, it is understoodthat lassial logi is too rigid to deal with inomplete and unertain information in IRproesses [Lal98, Rij86℄. Therefore, nonmonotoni logis have been explored to modelthe mathing funtion of IR [AG96, Cre98, Hun95, Hun97, LB99℄. One distint hara-teristi of nonmonotoni logis is that the onlusions derived from the nonmonotonireasoning proesses are defeasible. This assumption is based on the observation thatthe information stored in an agent's knowledge base may be inomplete. Observingthat the assumption of nonmonotoni reasoning losely resembles the harateristisof IR proesses where the representation of a user's information needs is inomplete,



28 CHAPTER 1. INTRODUCTIONand so the onlusion about the relevane of douments is in general defeasible. Whenmore information about the user's interests is obtained at a later stage, the lassi�a-tion deision made by an agent at an earlier stage may turn out to be false. This givesrise to the requirement of ontinuously learning an information seeker's informationneeds. Learning and lassi�ation are orthogonal. However, these two funtions arelosely related and a�et one another. It is not surprising to �nd that a formal log-ial framework is available to model this reality. The AGM belief revision logi hasbeen proposed to formalise the hanges of an agent's beliefs [AGM85℄, and it has alsobeen proved that the basi information (e.g., epistemi entrenhment) that hara-terises the belief funtions also indues the orresponding nonmonotoni onsequenerelations [MG91, GM94℄. From a pragmati point of view, by revising new informa-tion about a user's interests into an agent's persistent memory, it may lead to a newonlusion about doument relevane drawn by the agent. This new onlusion mayontradit the agent's previous onlusions about doument relevane. Therefore,the AGM belief funtions and the orresponding expetation inferene relations areapplied to develop the learning and the lassi�ation (i.e., mathing) mehanisms ofadaptive information agents. The idea of applying belief revision and nonmonotonireasoning to pratial appliations has been explored [BGMS98℄. The work reportedin this thesis produes a onrete example of applying these losely related formalframeworks to real-life appliations.Logan reported that the multi-agent belief revision approah for modelling high



1.5. JUSTIFICATIONS OF THE PROPOSED APPROACH 29level IR goals posed a serious omputational problem [LRJ94℄. Even the e�etivenessof suh a multi-agent IR system required further evaluation. The proposed belief revi-sion framework for modelling adaptive information agents is quite di�erent from Lo-gan's approah [LRJ94℄. Firstly, only propositional horn lauses are used to representretrieval ontexts. The omputationally expensive model operators suh as beliefs,desires, and intentions are not used. Seondly, belief revision and the orrespondingexpetation inferene are applied to the belief set of a single agent whih deals witha spei� information topi. This approah substantially improves the omputationaleÆieny over a multi-agent belief revision model. At the omputational level, theAGM belief revision logi is implemented using the anytime transmutation algorithmwhih is shown to be omputationally tratable [Wil97℄. The AGM belief revisionframework has been used for requirement analysis in software software engineeringappliations [Wil96a℄. In addition, the AGM framework has been applied to modelhanges to onsumer preferenes with implementation based on relational databasetehnologies [Wil96a℄.Losada [LB99℄ applied another preferene relation used for de�ning belief revisionoperators to develop a mathing funtion whih deals with partiality in IR. However,it is extremely ostly to ompute the symmetri di�erene between sets of models evenwith a moderate number of atoms. Whether suh an approah an be implemented inpratie is questionable. This is the reason why a formula-based rather than a model-based approah is preferred for the implementation of the AGM belief funtions and



30 CHAPTER 1. INTRODUCTIONthe expetation inferene relations [GM94℄. The proposed learning and lassi�ationmodels for adaptive information agents are based on the formula-based approahsine it is more omputationally friendly. Therefore, there is a better hane for theproposed adaptive information agent model to satisfy the salability requirement ofintelligent IR systems.
1.6 Contributions of the ThesisThe work presented in this thesis applies theories and tehniques from the �elds of IR,and theoretial and applied AI to develop the next generation of information manage-ment tools to alleviate the information overload problem. The spei� ontributionsmade by this thesis are as follows:1. The design and development of a novel adaptive information agent model. Thisinludes:� Developing a formal framework to properly apture retrieval ontexts;� Formalising the agents' learning funtions by means of the AGM beliefrevision operators;� Formalising the agents' lassi�ation funtions based on the expetationinferene relations;� Seamless integration of the learning and the lassi�ation mehanisms;



1.6. CONTRIBUTIONS OF THE THESIS 31� Enhaning information agents' learning autonomy by means of nonmono-toni reasoning;� Improving the explanatory power of information agents based on enrihedrepresentations of retrieval ontexts and nonmonotoni reasoning;� Exploring e�etive IR in terms of balaned preision and reall in adaptiveinformation agents;2. Developing a new logial model for adaptive IR based on the AGM belief revisionframework;3. Developing a novel IR model whih ombines the strength of both quantitativeand qualitative approahes;4. Developing an eÆient and e�etive transmutation algorithm to implement theAGM belief funtions;5. Developing ontext sensitive text mining methods to extrat ontextual infor-mation for adaptive IR;6. Applying IR benh-marking proesses to validate the proposed logi-based IRmodels and to ompare the performane of the logi-based IR model with otherquantitative IR models;7. The formal onnetion between belief revision and nonmonotoni inferene hasbeen proposed a deade ago. Our work represents the �rst suessful appliationof suh a onnetion to large real-world appliations;



32 CHAPTER 1. INTRODUCTION8. The AGM belief revision framework has been studied in a purely theoretialontext for more than a deade. A major ontribution of this thesis is to performa large sale empirial evaluation of the AGM framework in the ontext ofadaptive information retrieval.
1.7 Researh MethodologyTo takle the researh problems raised in Setion 1.2, the System Development Re-searh Methodology [NCP91℄ is adopted as the framework to guide the entire researhproess. The iterative researh proess is depited in Figure 1.3. The ConeptualFramework stage involves our extensive study of the hosen domain and the develop-ment of new theories and tehniques to takle the researh hallenges. For instane,how to represent retrieval ontextual in information agents and how to empower adap-tive information agents with learning and lassi�ation apabilities will be addressedat this stage.At the System Arhiteture stage, an overall system arhiteture is developedto ensure that theories and models established at the Coneptual Framework stagean be implemented and subsequently tested. With referene to our researh, thegeneral arhiteture of the adaptive information agent system will be developed. Theinterfaes to other external systems (e.g., Internet searh engines) will also be identi-�ed. Based on the overall system arhiteture, the System Analysis and Design stage



1.7. RESEARCH METHODOLOGY 33

Figure 1.3: The System Development Researh Methodology
involves a detailed spei�ation of \what" the prototype system's funtionalities willbe and \how" these funtionalities an be implemented on spei� hardware/softwareplatforms. Corresponding to the arhitet's model of a building, a prototype softwaresystem will be developed aording to the spei�ation produed at the design stageto demonstrate the feasibility and e�etiveness of the proposed theories and models.At the prototype building stage, the neessary programming and testing work will beonduted based on the hosen development tools.Above all, the resulting physial prototype system provides the basis to testand evaluate the proposed oneptual framework at the Observe and Evaluate stage.For example, with referene to the �ltering funtion of the prototype system, a largeolletion of douments with prede�ned relevane judgement an be fed to the in-formation agent to evaluate its e�etiveness. The annual Text Retrieval Conferene



34 CHAPTER 1. INTRODUCTION(TREC) has developed a �ltering trak with prede�ned douments and relevanejudgement to evaluate the e�etiveness of IR and IF systems [Hul98℄. Therefore, thebenh-marking proedure developed by the TREC forum beomes an integral part ofthe evaluation proedure for our information agent model. Another text olletionssuh as the Reuters-21578 olletion will also be used to evaluate the prototype agentsystem to improve the external validity of the researh work. Results from the eval-uation stage may lead to the re�nement of the original theoretial framework or theformulation of new researh questions for further researh.
1.8 Outline of the ThesisThe rest of this thesis is organised as follows. The following hapter is a ritial re-view of existing adaptive information agent systems. It identi�es the main paradigmsof adaptive information agents and pinpoints the weaknesses of existing informationagents. Chapter 3 gives the formal de�nitions of the AGM belief revision logi, anddisusses the rationale of applying the AGM belief revision framework to IR in gen-eral and adaptive information agents in partiular. Chapter 4 illustrates the proposedadaptive information agent model and its implementation with referene to the fun-damental issues suh as knowledge representation, learning, and lassi�ation. It de-sribes the omputational details (e.g., indution of epistemi entrenhment orderings,the transmutation algorithm that implements the AGM belief revision funtions, thelassi�ation model, et.) required to implement the belief-based information agent



1.8. OUTLINE OF THE THESIS 35system. A thorough desription of the experiments performed for the prototype adap-tive information agent system and a detailed analysis of the initial experimental re-sults are presented in Chapter 5. Chapter 6 ontains the onluding remarks andsome diretions for future researh work.



Chapter 2
A Review of Adaptive InformationAgents
The materials presented in this hapter are largely based on those published in [Lau02b℄.Contemporary models of adaptive information agents are developed with a view toalleviating the information overload problem [ACL+00, BP99, YKL00, MB00℄. Somerepresentative adaptive information agents are studied with referene to the variousparadigms whih underpin the development of these agents. Table 2.1 depits a rosssetion of agent systems and their paradigms. Suh a lassi�ation ould be ontro-versial. However, it serves the purpose of establishing a starting point for furtherinvestigation into the respetive agents and the assoiated paradigms. The origins ofthese agent systems are highlighted, followed by their general funtionalities suh ason-line browsing, �ltering, or diret Web traversal. Some adaptive information agents36



37are hybrid systems whih employ tehniques from several paradigms. These agentsare listed under the paradigm whih best desribes the dominating tehniques. Al-though various paradigms of adaptive information agents have been explored, there isno general onsensus of whih paradigm or synergy of paradigms is the most e�etiveone. The main issues related to the development of adaptive information agents areexamined. These issues inlude feature extration (i.e., how to represent doumentsand users' interests), feature seletion (i.e., the methods of removing noisy and irrel-evant features), lassi�ation tehniques, and learning and adaptation mehanisms.Eah adaptive information agent paradigm addresses these issues in a di�erent way,and leads to various IR behaviour. Although the experimental results of some sur-veyed agent systems are available, it is not pratial to diretly ompare their perfor-mane (e.g., lassi�ation auray) sine the experimental settings vary. Therefore, aqualitative analysis of the agents' performane is onduted. For example, the agents'learning autonomy (i.e., the extent of human intervention involved in an agent's learn-ing and adaptation proess), mode of learning (e.g., inremental versus bath modelearning), explanatory power (i.e., an agent's ability to justify its deisions), explo-ration apability (i.e., an agent's ability to explore novel information topis), and theirapabilities of proessing impliit feedbak are examined to infer the advantages anddisadvantages of these agent paradigms. This is not an exhaustive listing of adaptiveinformation agent systems. The agent systems are surveyed based on the availability



38 CHAPTER 2. A REVIEW OF ADAPTIVE INFORMATION AGENTSof their tehnial details (e.g., journal publiations) or their origins (e.g., developedby well-known researh groups in information agents).
Agent Origin Browsing Filtering Web AgentTraversal ParadigmWebWather Carnegie Mellon Yes No Yes VetorUniversity SpaeLetizia MIT Yes No Yes VetorSpaeLIRA Standford No Yes Yes VetorUniversity SpaeFab Standford No Yes Yes VetorUniversity SpaeSyskill & Webert U. California No Yes No NaiveIrvine BayesianNews Dude U. California No Yes No NaiveIrvine BayesianINFOrmer U. College No Yes No AssoiativeCork NetworkAmalthaea MIT No Yes No EvolutionaryGIRAF Granada No Yes No FuzzyUniversity SetsInfoSpiders U. California No No Yes ConnetionistSan DiegoColombo U. Catania & No Yes Yes SymboliU. TorinoSIGMA U. Carleton & No Yes No ComputationalNRC EonomyRingo MIT No Yes No CollaborativeTable 2.1: A Summary of Adaptive Information Agents



2.1. THE VECTOR SPACE PARADIGM 392.1 The Vetor Spae ParadigmThe vetor spae paradigm refers to the information agents whih make use of vetorsof term frequenies to represent douments and user's interests (i.e., part of a retrievalontext). The agents' learning and lassi�ation funtions are implemented based onthe algebrai operations on the vetors. The behaviour of most of the agents in thisategory an be understood with referene to the vetor spae model [SM83℄ andits variants. WebWather [AFJM95, JFM97℄ is an intelligent browsing agent whihreommends hyperlinks to a user while the user is browsing the Web. When an agentis initialized, the user is asked to speify their information interests (i.e., a query q)via a set of keywords. Feature extration is onduted by extrating words from aquery or doument and omputing the root forms of the words based on a stemmingalgorithm [Por80℄. Stritly speaking, keywords atually refer to stemmed keywords. Aquery vetor �!q is used to hold the weights of the keywords appearing in a query. TheTerm Frequeny Inverse Doument Frequeny (TFIDF) method is used to omputethe weight wq(k) of a keyword k from a query q [Sal91℄:
wq(k) =  � + �� rf (k)maxk02q rf (k0)!� log2 NNk (2.1)Based on empirial studies, the weight fator � is set to 0:5 to optimize retrievalperformane [Sal91℄. The normalized term frequeny (TF) is expressed as the fration:TF = rf (k)maxk02q rf (k0) , where rf (k) is the raw term frequeny of a keyword k. The raw



40 CHAPTER 2. A REVIEW OF ADAPTIVE INFORMATION AGENTSterm frequeny is de�ned as the number of times a keyword k appears in the queryq. Inverse doument frequeny (IDF) is expressed as the fration: log2 NNk , where Nis the total number of douments of a olletion and Nk is the number of doumentswhih ontain the keyword k in the same olletion. For information retrieval on theInternet, N is often approximated by the number of loally ahed douments in anagent system. A hyperlink or a Web page is also represented by a vetor of TFIDFweights. Similarly, the weight wd(k) of a keyword k in a hyperlink or doument dan also be omputed aording to Eq.(2.1). The disriminatory power of a keywordk in a doument d is proportional to its ourrene frequeny in d and is inverselyproportional to its ourrene frequeny in the entire doument olletion [SM83℄. Theset of keywords with their TFIDF weights greater than a system threshold is seletedto represent the orresponding hyperlink or Web doument. In fat, this is a widelyused feature seletion method in information agents [Bal97, BS95, KF95, MM98℄.Given a user's information interests, a Web doument, and a set of hyperlinksof the Web doument, the objetive of WebWather is to learn a target funtion:LinkV alue : page� interest� link ! [0; 1℄. The agent reommends a hyperlink withthe highest LinkValue to the user. Two slightly di�erent learning and lassi�ationmodels were used in WebWather. The �rst one is alled ANNOTATE whih preditsthe relevane of a hyperlink based on its similarity with the user's information needs.The annotation of a hyperlink onsists of its textual desription and the queries ofsome users who followed that hyperlink before. All the keywords with the TFIDF



2.1. THE VECTOR SPACE PARADIGM 41weights greater than a pre-de�ned threshold are seleted to represent the hyperlink.Basially, a hyperlink vetor is reated for eah hyperlink of the urrent Web page.To predit if a user should hoose a partiular link, the osine angle (i.e., the osinesimilarity measure [SM83℄) between the query vetor and the hyperlink vetor of theurrent page is omputed:
sim(�!q ;�!d ) = Pni=1wq(ki)� wd(ki)pPni=1(wq(ki))2 �pPni=1(wd(ki))2 (2.2)where �!q and �!d are the query vetor and the hyperlink vetor representing a queryq and a hyperlink d respetively. The term wq(ki) represents the weight of the ithkeyword ki in the query vetor �!q , and the term wd(ki) represents the weight of theith keyword ki in the hyperlink vetor �!d . It is assumed that there are n elementsin eah vetor. The value of n is an input to a feature seletion proess (e.g., thetop n terms with the highest TFIDF weights). The hyperlink with the highest osinesimilarity sore sim(�!q ;�!d ) is reommended to the user. In fat, the ANNOTATEmethod integrates ontent-based �ltering and ollaborative �ltering [Oar97℄ into asingle framework. The ANNOTATE method an be viewed in the following way: Ifthere is a orrelation between the information needs of previous users, represented bythe hyperlink vetor �!d , and that of a urrent user, represented by the query vetor �!q ,the hyperlink explored by the previous visitors is reommended to the urrent user.This is also a ontent-based method sine the ontent of a hyperlink represented byits textual desription is ompared with the ontent of a user's query.



42 CHAPTER 2. A REVIEW OF ADAPTIVE INFORMATION AGENTSAnother lassi�ation method alled (RL) is used in WebWather. With the RLmethod, the agent tries to �nd the most rewarding path, whih omprises a sequeneof hyperlinks and Web pages that these hyperlinks point to starting from the urrentpage. A reward is measured in terms of the sum of the osine similarity sore betweena user's query vetor and a doument (or hyperlink) vetor. For instane, if theWebWather agent wants to reommend a browsing path to its user, it evaluates thetotal reward for eah path originating from the urrent Web page. The evaluationenompasses a pre-de�ned distane measured from the urrent page. The path withthe biggest reward indiates the losest math between a user's interests and theontent of a partiular segment of the Web measured in terms of osine similarity.WebWather also supports other funtionalities suh as searhing the Web using avariant of the Lyos searh engine, and monitoring the hanges of some Web pagesspei�ed by the users. However, as the agent is not endowed with a persistent memory(i.e., a user pro�le) to apture a user's information needs, personalized browsing isnot supported aross di�erent sessions.Evaluation of WebWather was based on the 5; 822 browsing sessions targeting atthe site of the omputer siene department at CMU logged between August 1995 andMarh 1996. Some of these sessions, whih onsist of users' interests and their traversalpaths, were used to develop the training and the test data to evaluate the lassi�ationperformane of WebWather. It was found that the RL method was slightly betterthan the ANNOTATE method. However, the best lassi�ation auray was obtained



2.1. THE VECTOR SPACE PARADIGM 43by ombining these two methods using logisti regression. In addition, to omparethe performane between the ANNOTATE method and some human experts, eightsubjets onversant with the CMU Web site were asked to reommend the hyperlinksbased on the pre-de�ned users' interests. The result showed that the lassi�ationauray of the ANNOTATE method (42:9%) was omparable with that ahieved byhuman experts (47:5%).Letizia [Lie95℄ is another Web browsing agent with funtionality similar to thatof WebWather. It reommends promising hyperlinks while a user is browsing theWeb. However, Letizia does not require a user to expliitly speify their interests(i.e., queries) at the beginning of a session; instead, it uses a set of pre-de�ned rulesto infer a user's interests. A query vetor is then used to represent these interests. Forinstane, if the user reates a bookmark or saves a Web doument, Letizia will inferthat they are interested in that partiular doument. When Letizia enounters newhyperlinks, it will evaluate the annotations assoiated with the hyperlinks and the Webdouments pointed to by these hyperlinks. If there is a suÆiently lose math betweena query vetor and a doument vetor representing both the hyperlink and the Webdoument, the hyperlink will be reommended. Letizia di�ers from WebWather inthat only Boolean features representing presene or absene of keywords in doumentsor queries are used. Moreover, the mathing funtion between any two feature vetorsis implemented as the dot produt of the orresponding vetors. In other words, ifthere are a large number of overlapping keywords between a user's query vetor and



44 CHAPTER 2. A REVIEW OF ADAPTIVE INFORMATION AGENTSa doument vetor, the orresponding hyperlink is likely to be reommended. Similarto WebWather, Letizia is not endowed with a persistent memory to apture a user'sreurring information needs. Therefore, the agent needs to learn from srath if theuser returns to the system the seond time.LIRA [BS95℄ and Fab [Bal97℄ are two adaptive information agent systems whihemploy the vetor spae model [SM83℄ for doument representation and mathing.In terms of the system arhiteture, these agents have persistent memories (i.e., userpro�les) to apture eah individual's information needs. Training these agents to learnand adapt to the users' hanging information needs ompletely relies on the users'diret relevane feedbak [SB90℄. Unfortunately, this is a rather intrusive approah.Therefore, the agents' learning autonomy is relatively low. One a set of doumentsis judged by the user, a variant of the Rohio relevane feedbak based learningmethod [Ro71℄ is used to revise the query vetor. In partiular, this variant onsiderspositive examples only. The advantage of Fab over LIRA is that it employs both theontent-based and the ollaborative �ltering strategies. An agent �rst learns a userpro�le for a partiular topi. It is possible to share this pro�le with other users who areinterested in the same topi. Apart from diretly traversing the Web with a best-�rstsearh strategy, Fab is also equipped with interfaes to existing Internet searh enginessuh as Alta Vista and Exite for information retrieval. As user pro�les are used toapture users' long-term interests, personalized information delivery is supported byboth LIRA and Fab.



2.2. THE NAIVE BAYESIAN PARADIGM 452.2 The Naive Bayesian ParadigmSyskill & Webert [PB97, PMB96℄ is an information agent designed to help users �lterinteresting Web pages of a partiular topi. Essentially, eah agent maintains a userpro�le orresponding to the user's topial information needs. A user is served bya set of Syskill & Webert agents with eah one managing a partiular topi. TheSyskill & Webert agent develops queries based on the information stored in a userpro�le and then submits these queries to Internet searh engines suh as LYCOS.It ranks the relevane of the returned Web douments with respet to the user'stopial information needs. Feature extration is onduted by haraterizing eahWeb doument by a Boolean feature vetor. This approah is similar to that employedin Letizia. A feature value orresponds to the presene or absene of a partiularkeyword in a Web doument. The proposed feature seletion method is based onthe expeted information gain, whih piks features (i.e., keywords) with the bestlassi�ation power from a set of training examples. A training example is a Webdoument together with a user's relevane judgement. The information ontent orEntropy I(D) of a set of training examples D is derived from:
I(D) = �X2C Pr()� log2 Pr() (2.3)where C = frelevant; non-relevantg is the set of lasses. Pr() represents the esti-mated probability that an arbitrary doument d is with a lass label  based on the



46 CHAPTER 2. A REVIEW OF ADAPTIVE INFORMATION AGENTSobservations from the training set D. Expeted information gain is a method used inthe ID3 algorithm to generate minimal deision trees [Qui86℄. In the ontext of featureseletion for IR, expeted information gain E(k;D) an be seen as a measure of theredution of the unertainty involved in lassifying an arbitrary objet d 2 D to lass 2 C based on the presene or absene of a keyword k 2 d. Expeted informationgain is de�ned by:
E(k;D) = I(D)� [Pr(k)� I(Dk) + Pr(:k)� I(D:k)℄ (2.4)where Pr(k) is the estimated probability that a keyword k appears in a doumentd, and Pr(:k) is the estimated probability that an arbitrary doument d does notontain the keyword k. The term I(Dk) represents the information ontent of theset Dk of douments. Eah doument d 2 Dk ontains the keyword k. The termI(D:k) is the information ontent of the set D:k of douments with eah d 2 D:k notontaining k.The predition model of Syskill & Webert is based on the naive Bayesian lassi-�er. The advantage of this paradigm is its omputational eÆieny when omparedwith that of other more sophistiated paradigms. The objetive is to predit if a Webdoument d is relevant given the fat that ertain keywords are present in the dou-ment: Pr(relevantjk1^k2^ : : :^kn). In general, the onditional probability estimatesthe hane that a doument d is of lass  2 frelevant; non-relevantg given the fatthat the set of features (k1^k2^: : :^kn) is found in d. If the features are independent,



2.2. THE NAIVE BAYESIAN PARADIGM 47the posterior onditional probability Pr(jk1 ^ k2 ^ : : : ^ kn) is proportional to thefollowing probability funtion [DH73℄:
Pr(relevant) nYj=1 Pr(kjjrelevant) (2.5)where Pr(kjjrelevant) is the onditional probability that a doument d with a lasslabel relevant ontains the keyword kj; this prior onditional probability an be esti-mated from D. In fat, Eq.(2.5) does not ompute a onditional probability beausethe denominator Pr(k1 ^ k2 ^ : : : ^ kn) is not inluded. However, as the objetive isto ompare Pr(relevantjk1 ^ k2 ^ : : : ^ kn) with Pr(non-relevantjk1 ^ k2 ^ : : : ^ kn),using the numerators alone yields the same result as that of omparing the trueonditional probabilities. The possible eÆieny gain is important for real-time ap-pliations. The posterior probability Pr(jk1 ^ k2 ^ : : :^ kn) is approximated for eahlass  2 frelevant; non-relevantg. Then a doument d is assigned to the lass  withthe highest onditional probability.To evaluate the performane of the agent, four human experts were asked to judgeWeb douments over nine topis. The largest topi ontained 154 Web doumentswith users' judgement and the smallest topi ontained 26 douments with users'judgement. For eah topi, the set of douments was divided into a training set anda test set. After training the agent with examples from the training set, the agentpredited the relevane of unseen douments from the test set. The lassi�ationauray of the naive Bayesian lassi�er was ompared with other tehniques suh



48 CHAPTER 2. A REVIEW OF ADAPTIVE INFORMATION AGENTSas the nearest neighbour algorithm, PEBLS, deision tree, the Rohio method, andneural networks. The results showed that the naive Bayesian lassi�er outperformedsome of the more sophistiated models aross all nine topis. The best lassi�ationauray ahieved in one of the nine topis was 81:5%. Attempts were made toemploy semanti relationships among keywords to improve the agent's lassi�ationperformane. The general lexial knowledge base WordNet [MRF+90℄ was used toremove irrelevant features from the training examples. The result on�rmed that usingthe lexial knowledge ould improve lassi�ation performane. Suh an improvementis more obvious if only a small training set is available. Moreover, it was found thatemploying domain knowledge (e.g., lexial knowledge) and e�etive feature seletionmethods produed more signi�ant performane improvement than that ahieved byusing an e�etive lassi�ation algorithm alone.News Dude [BP99℄ is an adaptive news �ltering agent on the Web. It employs amulti-strategy mahine learning approah to �lter Internet news. The agent's lassi�-ation model is divided into a short-term model and a long-term model. The purposeof the short-term model is to lassify inoming news stories into one of the reentlyretrieved news threads. The vetor spae model [SM83℄ is used for news representa-tion and mathing in the short-term model. On the other hand, the long-term modelis used to represent a user's general preferenes and to predit news whih ould notbe lassi�ed by the short-term model. The long-term model is developed based onthe naive Bayesian lassi�er. As a result, a news story may have two representations.



2.2. THE NAIVE BAYESIAN PARADIGM 49Firstly, it is represented by a TFIDF vetor, and is ompared with other TFIDFvetors whih represent those reently seen stories using the osine similarity mea-sure. If there is a suÆiently lose math, the inoming story will be lassi�ed to theorresponding news thread. On the other hand, if all the similarity sores are belowthe minimum threshold, the naive Bayesian lassi�er will be ativated. Under suha irumstane, the inoming story is represented by a Boolean feature vetor. Theonditional probability Pr(jk1^k2 ^ : : :^kn) is omputed to determine the ategory(i.e., lass)  = f1; 2; : : : ; ng representing one of the user's preferenes. Apart fromusing a multi-strategy lassi�ation approah, the agent is able to explain and justifyits deisions based on three pre-de�ned explanation templates. This is a distint ad-vantage of News Dude when ompared with other adaptive information agents. Theevaluation of News Dude is similar to that of Syskill & Webert. Ten users were askedto train the system over a period of four to eight days. About 3; 000 labelled newsstories were obtained during this period. These stories were divided into a trainingset and a test set to evaluate the performane of News Dude in terms of lassi�ationauray and the F1 measure omprising both the preision and the reall elements.It was on�rmed that the multi-strategy lassi�ation model outperformed eah indi-vidual lassi�ation method. With their partiular experimental setting, the averagelassi�ation auray of 72:5% and an average F1 measure of 60:1% were ahieved.



50 CHAPTER 2. A REVIEW OF ADAPTIVE INFORMATION AGENTS2.3 The Evolutionary Paradigm
Amalthaea [MM98℄ is a multi-agent eosystem for information disovery, �lter-ing, and monitoring on the Web. The agent gradually learns and adapts to a user'shanging information needs based on the users' relevane feedbak [SB90℄ and theagent's evolutionary mehanism. The evolution proess is based on the priniple of\natural seletion". For instane, only the e�etive agents an survive and produeo�spring in the system. Those agents whih annot produe relevant information tothe users will be eliminated gradually. In Amalthaea, there is a lear distintion be-tween the disovery agents whih interat with external information soures suh asInternet searh engines, and the �ltering agents whih selet and present the relevantdouments to the users. Eah user is in fat served by a group of disovery agents anda group of �ltering agents respetively. The urrent implementation as published is aentralized server-based system [MM98℄. Web douments are represented by keywordvetors with TFIDF weights. In other words, the proedure of feature extration andseletion is similar to that employed in WebWather [AFJM95, JFM97℄. To estimatethe inverse doument frequeny (IDF) fator, the set of loally ahed douments isused to approximate the entire Web doument olletion. The weight of a keywordis adjusted based on whether it omes from the partiular setions (e.g., header) ofan HTML doument. It is believed that keywords from the header setion are betterindiators about the ontent of the Web doument, and so should be assigned higherweights. Web douments extrated from a user's bookmark �le are used to represent



2.3. THE EVOLUTIONARY PARADIGM 51the user's initial information needs. The user's information needs are represented bya TFIDF vetor.In Amalthaea, a �ltering agent onsists of two omponents, namely the genotypeand the phenotype. Genotype is the element whih will be modi�ed by the evolutionarymehanism. Its main omponent is a TFIDF vetor whih represents one of the user'sinformation needs. The phenotype of a �ltering agent ontains the non-evolvableelements suh as the agent's �tness, date of reation, type of agent (e.g., user reatedor system generated), and exeutable odes. It should be noted that the meanings ofthe terms \Genotype" and \Phenotype" as adopted in Amalthaea are quite di�erentfrom that normally being referred to in evolutionary omputing. At the time ofinitialization, the set of TFIDF vetors representing a user's initial information needsis lustered into di�erent topis. Within eah luster, a �ltering agent is randomlyassigned a TFIDF vetor. Agent evolution is then performed on a luster by lusterbasis. If a �ltering agent of a partiular luster presents a Web doument to theuser, a reward or penalty will be given dependent on whether the doument is judgedrelevant or not by the user. The amount of the reward +Æ or the penalty �Æ isproportional to the agent's on�dene (d) in its reommendation for a doument d.The Æ value is used to update the �ltering agent's �tness f :
fi = fi�1 + Æi�1 � osti�1 (2.6)where fi is the �ltering agent's �tness pertaining to the ith generation, and osti�1



52 CHAPTER 2. A REVIEW OF ADAPTIVE INFORMATION AGENTSis its living ost during the (i � 1) period. It is assumed that eah agent has to payfor its survival in eah evolution yle. So, if a �ltering agent does not reommendany doument, it will die eventually. Eah �ltering agent employs the osine simi-larity measure [SM83℄ sim(�!q ;�!d ) to estimate the orrespondene between the user'sinformation needs (i.e., a query q) and the ontent of an inoming doument d. Theon�dene level of a reommendation is derived from:
(d) = sim(�!q ;�!d )� f (2.7)where (d) is the agent's on�dene level of reommending the doument d, and f isthe agent's urrent �tness. If the �ltering agent reommends a Web doument witha high on�dene and the user's feedbak is positive, it will reeive a high reward Æ.On the other hand, if (d) is high and the relevane feedbak is negative, a large �Æwill be generated. Consequently, �ltering agents whih onsistently present relevantdouments to the user will aumulate high �tness. Only a variable number of highly�t agents are hosen for reprodution in eah evolution yle. The number of agentsallowed to go into the reprodution proess is linearly related to the number of un�tagents to be eliminated from the system. The reprodution proess involves threepossible operations:1. Cloning: reating multiple opies of the same agent in the new generation.2. Two point rossover: randomly seleting two points from eah keyword vetor



2.3. THE EVOLUTIONARY PARADIGM 53and exhanges all �elds within the hosen boundaries of the parents' vetors togenerate two new keyword vetors.3. Mutation: reating a randomly modi�ed individual; the new mutated keywordsare randomly seleted from an agent belonging to another luster or from adoument reently judged as relevant by the user; the existing pairs of keywordsand weights are randomly seleted and replaed by the new pairs of keywordsand weights.There are two levels of agent evolution. Firstly, eah individual's evolution isontrolled by its �tness level. Seondly, the rate of evolution of the whole populationis determined by the overall �tness measured by the average �tness of the entirepopulation. In a partiular evolution yle, if the average doument rating from theuser is low, the number of agents going into the reprodution proess will inrease. Inother words, the rate of adaptation is inreased so that the agents an onverge to theuser's information needs quiker. The struture of a disovery agent is similar to thatof a �ltering agent. A disovery agent's genotype ontains a searh engine's URL,parameters for query onstrution, minimum hits, and maximum hits. If a disoveryagent retrieves a doument from a searh engine, and this doument is subsequentlyjudged relevant by the user, a reward +Æ is reeived from the �ltering agent whihreommends this doument to the user. The same evolution proess applies to thedisovery agents. Those disovery agents whih often retrieve relevant douments fromthe searh engines are reprodued. Therefore, only the useful information soures with



54 CHAPTER 2. A REVIEW OF ADAPTIVE INFORMATION AGENTSrespet to the user's spei� information needs are explored. Coordination among the�ltering agents and the disovery agents is based on a shared bu�er. The �lteringagents plae their requests (i.e., queries) in the bu�er (i.e., a queue). A disoveryagent selets a request to ful�l based on its work history with a partiular �lteringagent. If a �ltering agent's queries often lead to an inrease of the disovery agent's�tness, the �ltering agent's query has a better hane to be served by the disoveryagent.Several experiments were onduted to evaluate the performane of Amalthaea.Some user pro�les omprising rated douments were manually onstruted. The do-uments were plaed under di�erent diretories of a loal mahine to resemble thedi�erent searh engines. At the beginning of an experiment, a set of users' informa-tion needs was randomly assigned to the �ltering agents. A onstant hanging rate of5% was applied to eah pro�le. The result showed that Amalthaea ould onverge tothe virtual users' information needs. However, on average it took around 200 agentevolution yles to reah suh an equilibrium beause the agents were initially assignedrandom interests. Other experiments were developed to test if the system ould adaptto abrupt hanges or evolve based on less amount of diret relevane feedbak. In bothases, Amalthaea ould pik up a user's information needs after dozens of evolutionyles. Finally, seven users were organized to test the e�etiveness and the usability ofthe system. During the testing period, the system's reommendations and the users'feedbak were logged. In general, the users gave more positive feedbak rather than



2.4. THE COMPUTATIONAL ECONOMY PARADIGM 55negative feedbak to the system. The mean absolute error of 22% was reorded underthis partiular experimental setting. Aording to their usability study, the majorityof users felt that the agents ould reommend relevant information. However, a mixedfeeling about the adaptation apabilities of the agents was obtained.
2.4 The Computational Eonomy ParadigmSIGMA [FK96, KF95, KF98℄ is a multi-agent system for �ltering Usenet news onthe Internet. The design objetive of SIGMA is to integrate reinforement learn-ing, relevane feedbak, and market equilibrium into a framework of omputationaleonomy whih allows the agents to learn and adapt to both hanges in the informa-tion soures and the hanges in users' information needs. The problem of alloatinglimited resoures among ompeting agents has been extensively studied in the �eldof eonomis. The metaphors of markets and priing have been used to reah anequilibrium (i.e., optimal solutions) of resoure distribution among the produers andthe onsumers. In the ontext of SIGMA, the resoures are douments (e.g., newsartiles), and the onsumers are the pro�le seletor (PS) agents representing users'queries; the produers are the pro�le generator (PG) agents and the pro�le extrator(PE) agents. The PG agents purhase douments from the PE agents and then sellthese douments to the PS agents. Doument representation (i.e., feature extra-tion and seletion) is onduted by the PE agents, and this is done based on thetraditional IR tehniques [SM83℄. Eah PE agent is responsible for haraterizing



56 CHAPTER 2. A REVIEW OF ADAPTIVE INFORMATION AGENTSdouments from a partiular news group.Both the PS agents and the PG agents are endowed with user pro�les whihapture the users' queries. In addition, eah PS agent keeps a history of doumentspurhased and the orresponding rewards reeived from its user. There are two levelsof learning in SIGMA. At the loal level, the pro�les of the PS agents and the PGagents are updated based on the users' relevane feedbak. In partiular, the pro�le(i.e., a keyword vetor with TFIDF weights) of a PG agent is revised by a variant ofthe Rohio learning method [Ro71℄:
�!Q t+1 = 8>><>>: �!Q t + ��!d if d relevant�!Q t � �!d if d non-relevant (2.8)

where �!Q t is the TFIDF vetor representing a user's query at time t, and � and are the learning fators for the relevant and the non-relevant douments respetively.They are set to 0:9 and 0:1 in the TREC-7 experiments [KF98℄. The term �!d is aTFIDF vetor representing a doument d judged by the user. Global learning of theentire system is based on the priing mehanism. The main priing mehanism isimplemented through the PG agents. Eah PG agent sets a standard prie for all thedouments that it sells at time t+ 1 based on the following funtion:
priet+1 = F(et; bt) (2.9)



2.4. THE COMPUTATIONAL ECONOMY PARADIGM 57et is the average preision of the PG agent's output up to time t, and bt is the ratioof the number of times the PG agent has been seleted in a bid over the total numberof bids quoted up to time t. Unfortunately, the details of the funtion F were notpublished [KF95℄. However, the basi idea is that the PG agents purhase doumentsfrom the PE agents with a ost . This ost ould be �xed or oating (e.g. the ostan vary dependent on the information ontent or popularity of a news group). APG agent's pro�t equals Pni=1 priei � i, where i represents eah doument boughtand sold by the PG agent. If a PG agent ontinuously sells interesting douments tothe PS agents and the users eventually provide positive feedbak to these douments,the PG agent's preision inreases. Aordingly, the PG agent an raise the priesof its items at a later stage. Assuming that the PS agents have suÆient budget topurhase items from this PG agent beause it tends to produe interesting items, theumulated pro�t of the PG agent inreases.On the other hand, if the PG agent does not purhase the right items from the PEagents, a loss is inurred beause the PG agent has to pay for the ost of purhasingeah item no matter if there is any PS agent to buy the item or not. Those PG agentswhih annot produe relevant douments will eventually go bankrupt, and vanish inthe market. Consequently, the SIGMA system an gradually onverge to the users'information needs. Basially, the lassi�ation funtion of SIGMA is implementedbased on the osine similarity measure [SM83℄. For instane, the PG agents purhasedouments from the PE agents based on the osine similarities between its pro�le



58 CHAPTER 2. A REVIEW OF ADAPTIVE INFORMATION AGENTSvetor and the doument vetors supplied by the PE agents. To support exploratorylearning, a probability value p is de�ned to ontrol the PG agents to purhase dou-ments with high osine similarity sores from the PE agents, and another probabilityvalue 1� p to allow the PG agents to purhase douments with low similarity sores.These douments represent the novel topis whih were not expliitly requested bythe users before. Moreover, eah PS to PG market is formed based on the osinesimilarity between the pro�le vetors of the respetive agents. Evaluation of SIGMAwas performed based on the adaptive information �ltering task of the seventh annualTREC onferene [KF98℄. Unfortunately, the performane of SIGMA, in terms ofthe preision oriented F1 measure, is below the average as ahieved by the majoritypartiipants in the TREC-7 adaptive �ltering task. However, SIGMA is among thevery few agent systems with a large sale and rigorous evaluation.
2.5 The Fuzzy Set Paradigm

GIRAF [MBVL99℄ is a fuzzy information �ltering agent on the Internet. Itutilizes fuzzy sets and geneti algorithms for lassi�ation and learning. Doumentrepresentation, whih omprises feature extration and seletion, is based on the tra-ditional IR tehniques [SM83℄. For example, term frequeny (TF) is used as a measureto selet signi�ant keywords from a doument. At system initialization time, a user�rst hooses some relevant douments. The Parser module of the system extrats the



2.5. THE FUZZY SET PARADIGM 59average term frequeny tf (k) of eah keyword k from the set of relevant douments.The set of douments judged by a user is stored in the form of doument vetors in aloal database. This database is ontinuously updated based on the user's relevanefeedbak [SB90℄. A user's information needs are eventually represented by a popu-lation of hromosomes. Eah hromosome omprises a set of genes, and eah geneharaterizes a fuzzy information requirement in terms of a keyword k and its averagefrequeny  derived from the set of douments judged by the user. Basially, thereare four types of genes. Eah type of gene is haraterized by a fuzzy membershipfuntion �. Gene type g1 represents an information item that the user requires (i.e.,positive keyword); gene type g2 represents an information item that should not be ina relevant doument (i.e., negative keyword); g3 is similar to g1 but with a di�erentmembership distribution:
�1(x) = min(x; )max(x; ) �2(x) = 8>><>>: �x x < 0 x �  �3(x) = 8>><>>: x x < 1 x � where x is the term frequeny of a keyword k in a doument d. For example, themembership value �3(x) of a term k is 1 (i.e., a very positive keyword) if its termfrequeny in a doument d is greater than or equal to the average frequeny  thatharaterises a user's positive interest in the term k. Gene type g4 takes into aountthe fat that a token's signi�ane varies dependent on its loation in a doument (e.g.,the �rst 10% of text, the last 10% of text, and the 80% of text in the middle). Themembership value �4(x) is de�ned as the weighted OR-aggregation of the membership



60 CHAPTER 2. A REVIEW OF ADAPTIVE INFORMATION AGENTSvalues �1(x) of a keyword k whih appears in various setions of a doument. Thisfuzzy geneti approah di�ers from the other geneti approahes in that the samekeyword k may be applied to more than one gene type in the same hromosome or indi�erent hromosomes beause the onept of positive/negative keyword is fuzzy.Mathing inoming douments with respet to a user's information needs is on-duted by omputing the population sore Sim(d) of the urrent generation:
Cl(d) = 1jGj � Xi2T;j2G;k2d�ji (tf (k)) (2.10)

Sim(d) = Pl2F Cl(d)jF j (2.11)where Cl(d) is the hromosome sore of a doument d omputed with respet to thehromosome l. Eah keyword k 2 d is mathed with the keyword of eah gene fromthe set of genes G in the hromosome l. If a math is found, the term frequenytf(k) of the keyword k is used to ompute the fuzzy membership value �ji (tf (k)) withrespet to the orresponding onepts (e.g., positive keyword or negative keyword).The set T de�nes the allowable types of genes in the system. The set F ontains thehromosomes with high �tness of a partiular generation. A parameter �, whih isde�ned in terms of a perentage of the urrent population, ontrols the ardinalityof F . So, the population sore Sim(d) of a doument d is de�ned as the arithmetimean of the hromosome sores Cl(d) derived from the best �t hromosomes l 2 F .



2.5. THE FUZZY SET PARADIGM 61The ability of a hromosome in lassifying douments is alled a payo� (pay) inGIRAF. In eah evolution yle, the urrent �tness fi of a hromosome of a generationi is omputed by adding the payo� to its previous �tness fi�1, and subtrating theost of living inurred during that period: fi = fi�1+pay� ost. The ost of living isa onstant applying to the whole population so that those poor performers are gradu-ally eliminated. Three methods are proposed to ompute the payo� of a hromosome.The basi method is to ompute the di�erene between the hromosome sore of adoument d and the user's relevane feedbak for d: pay1 = 1� jCl(d)�U(d)j, whereU(d) is the user's rating on d. To assign extra redits to high payo� values, anothermethod is used: pay2 = 1� [Cl(d)� U(d)℄2. The last method is a weighted ombina-tion of pay1 and pay2: payi3 = (payi2)�� [(Sim(d)i�1�U(d)i)2℄�, where payi3 and payi2are the payo�s with respet to the urrent evolution yle i; the di�erene betweenthe population sore Sim(d)i�1 obtained from the (i � 1) evolution yle and theuser's rating U(d)i obtained from the urrent evolution yle i represents the lassi�-ation power of the hromosome at the (i� 1)'th generation. The ontrol parameters� 2 [0; 1℄; � 2 [0; 1℄ speify the signi�ane of respetive elements in omputing the�nal payo�. One the �tness of eah hromosome is determined, the standard ge-neti operators suh as rossover and mutation are applied to the individuals with�tness greater than a threshold so that both the exploitation and the explorationlearning [Bal98℄ an take plae. GIRAF di�ers from Amalthaea in that the size ofits population is maintained onstant. Whenever a new hromosome is born, anotherhromosome with the lowest �tness will be purged from the urrent population.



62 CHAPTER 2. A REVIEW OF ADAPTIVE INFORMATION AGENTSThe agent was evaluated based on a virtual user pro�le. There were 13 test setswith eah one ontaining �ve douments. The purpose was to examine the agent'sapability of adapting to the hanges, both smooth and abrupt, of the virtual pro-�le. In partiular, the orrespondene between a set of system parameters and theagent's lassi�ation auray and rate of adaptation was studied. It was found thatinreasing the ourrene of gene types 3 and 4, lowering the rossover probability,and using the payo� funtion pay1 improve lassi�ation auray. On the other hand,inreasing the ourrene of gene type 1, raising the mutation probability, and usingthe payo� funtion pay3 improve the agent's learning and adaptation ability.
2.6 The Connetionist ParadigmInfoSpiders [MB00℄ and EVA [YKL00℄ are adaptive information agents endowed withneural networks and geneti algorithms for intelligent information retrieval. The dis-ussion in this setion fouses on InfoSpiders. The InfoSpiders agents diretly traversethe Web to ollet relevant information on behalf of their users. The design philos-ophy of InfoSpiders is that information agents an make use of the link topologyon the Web to predit the (loal) optimal traversal paths so that as many relevantWeb pages are visited as possible. This assumption an be expressed as follows:Pr[rel(d2)jrel(d1)^link(d1; d2)℄ > Pr[rel(d2)℄, where Pr[rel(d2)jrel(d1)^link(d1; d2)℄is the probability that a Web doument d2 is relevant given that the agent is urrentlyvisiting a relevant doument d1 and there is a hyperlink from d1 to d2; Pr[rel(d2)℄ rep-



2.6. THE CONNECTIONIST PARADIGM 63resents the probability that an arbitrary doument d2 visited by the agent is relevant.It is believed that the probability of retrieving a relevant doument by following thehyperlinks from relevant douments is higher than that of performing a random walkover the Web. In InfoSpiders, Web douments are represented by keyword vetors.There are both loal and global representations of a user's information needs. Whenthe system is initialized, a user is asked to speify a set of signi�ant keywords toharaterize their information needs. Moreover, the user an also submit a bookmark�le to the system. Based on the traditional IR tehniques [SM83℄, a set of keywordsare extrated to represent the user's initial interests. These keywords are weighted inthe interval [0; 1℄, and stored in the entralized keyword table of the system (i.e., theglobal representation). Eah InfoSpiders agent an then aess this table to determinea user's most urrent information needs.In addition, eah agent's genotype ontains a Boolean feature vetor �!q , a neuralweight vetor, and a ontrol parameter �. The parameter � spei�es the signi�aneof using the link topology to predit traversal paths. The Boolean feature vetor isa loal representation of the user's information needs. When an agent is initialized,keywords from the user's initial query are assigned to the agent. Furthermore, theagent is sent to one of the bookmarked pages as the starting point for Web traversal.The non-evolving omponent of the agent ontains the on�guration of a feed-forwardneural network and other parameters whih ontrol the agent's evolution (e.g., energylevel, mutation rate). In the simplest form, the feed-forward neural network is a



64 CHAPTER 2. A REVIEW OF ADAPTIVE INFORMATION AGENTSsingle layer network (i.e., a pereptron). Basially, prediting whih hyperlink tofollow is based on the agent's neural network. A hyperlink is represented by a featurevetor. Eah feature value is the distane between the hyperlink and a surroundingkeyword. In partiular, the agent omputes the distane values for eah keywordde�ned in its genotype. The assumption is that a hyperlink is often surrounded bysome words (i.e., annotations) whih desribe the nature of the doument pointed toby the hyperlink. Based on the distane funtion dist(k; l), the agent an estimatehow losely a hyperlink l orresponds to its loal representation of the user's interestsstored in the query vetor �!q . For eah keyword k in the agent's query vetor �!q , aninput value inkl for the orresponding input unit of the neural network is omputed:
inkl = Xi:dist(ki;l)�� 1dist(ki; l) (2.12)where ki is the ith ourrene of k surrounding the hyperlink l in the urrent Webdoument d, and dist(ki; l) is a simple ount of the intervening links from l up to amaximum window size of �� links away. Eah inkl is then fed to the orrespondinginput unit of the neural network. The initial output of the jth unit is omputedaording to the integrator:

oj = tanh bj +Xk2q wjk � inkl! (2.13)where bj is the jth unit's bias term; wjk and inkl are the jth unit's inoming weight



2.6. THE CONNECTIONIST PARADIGM 65and input respetively for eah k 2 q. Basially, the funtion of the integrator is toompute the weighted sum of the set of inputs inkl. The �nal output of a unit isthe ativation value �j derived aording to a logisti funtion fj. This proess isrepeated for eah hyperlink l ontained in a doument d. Finally, the retrieval agentemploys a stohasti seletor to selet a link with the GIBBS probability distribution:
Pr(l) = e��lPl02d e��l0 (2.14)where �l is the neural network's ativation value for a link l, and l0 2 d representsone of the links in the urrent doument. �l0 is the ativation value of a link l0 in theurrent doument d. If the user provides relevane feedbak �(d) 2 [�1;+1℄ for thedoument d pointed to by l, the feedbak value an be used to update the agent'senergy (i.e., �tness). The user's relevane feedbak will also be used to update theentralized keyword table. For example, new keywords are added or the weights ofexisting keywords are updated. It is laimed that an InfoSpiders agent an performloal learning without the user's diret relevane feedbak. Based on the keywordtable, the relevane of a new doument d pointed to by the hosen link l an beestimated by: �(d) = tanh �Pk2d tf(k)� w(k)�, where tf(k) is the term frequeny(TF) of a keyword k in the doument d normalized by doument size; w(k) 2 [0; 1℄ isthe weight of the keyword k reorded in the system's keyword table. If k is not foundfrom the keyword table, its weight is zero. To prevent an agent from travelling thesame path several times, the agent will not gain any energy from a visited doument.



66 CHAPTER 2. A REVIEW OF ADAPTIVE INFORMATION AGENTSMoreover, there is a onstant ost (i.e., energy dedution) of an agent's ations suhas following a link, or reading the keyword table. Those agents with the energylevel (i.e., �tness) below a threshold will be purged by the evolution proess. Loallearning in an agent takes plae in the form of adjusting the input weights of itsneural network. Essentially, a neural network is trained on-line based on the loalontext haraterized by the hyperlinks and the douments surrounding the retrievalagent. After visiting a new doument, the relevane estimation �(d), generated bythe system or provided by the user, is taken as a reinforement signal to ompute theteahing error:
Æ(d) = �(d) + ��maxl2Lf�lg � �d (2.15)where � is a disount fator; L is the set of links of the doument where the agentoriginally resides, and �d is the ativation value of the hyperlink leading to a newdoument d. Based on Æ(d), the neural network's weights are modi�ed by using thestandard bak-propagation method. After this loal learning, the agent an improveits predition in the following moves.Global learning in InfoSpiders has a signi�ant impat on the agents' adaptivebehaviour. The evolutionary approah is used to reprodue e�etive agents thattraverse relevant Web douments, and eliminate those that perform poorly. Theretrieval agents with high energy level (i.e., �tness) have a better hane to be seletedfor reprodution. Two-point rossover is used to generate new keyword vetors in the



2.6. THE CONNECTIONIST PARADIGM 67o�spring. The parents' energies are then evenly distributed to their hildren. Inaddition, mutation is applied to an agent's keyword vetor and neural weight vetor.The neural vetor is mutated by adding a random noise to a fration of the neuralweights. On the other hand, the keyword vetor is mutated with a probability. Inpartiular, the probability that a andidate keyword is seleted to replae the leastsigni�ant keyword in the keyword vetor is proportional to its term frequeny in arelevant doument (e.g., the starting page of the agent) and its weight in the system'skeyword table. Beause of mutation, InfoSpiders an explore potential topis eventhough it might not be expliitly requested by the user before. The evolutionarymehanism ensures that the entire population of the retrieval agents will graduallyonverge to the user's interests.Controlled experiments based on the Enylopaedia Britannia (EB) were on-duted in a losed environment. The purpose was to study if the retrieval agents ouldadapt to both the spatial ontext, an agent's ability to selet signi�ant features basedon the surrounding linkage topology, and the temporal ontext, an agent's ability toabsorb important features with respet to the user's information needs exhibited atdi�erent points of time. Furthermore, a small sale Web ase study was onduted.Four Web pages were seleted to represent a user's information needs. Moreover, apre-de�ned query was submitted to the Exite searh engine to establish the startingtraversal points. Sine the user's information needs were assumed onstant, this asestudy only served to evaluate the agents' adaptation apability in a spatial ontext. A



68 CHAPTER 2. A REVIEW OF ADAPTIVE INFORMATION AGENTSpopulation of ten InfoSpiders agents was initialized and sent to the top ten Web pagesreturned from Exite. These agents autonomously traversed the Web and adaptedto the surrounding linkage topology via automated reinforement learning and agentevolution. There was no relevane feedbak provided by the users. The result wasthat 66 Web pages had been visited and all the four relevant Web pages were foundin 9 minutes. Although these experiments had a limited sale, they shed some lighton the potential e�etiveness of the InfoSpiders agents.
2.7 The Symboli ParadigmQuantitative approahes suh as the vetor spae paradigm and the naive Bayesianparadigm have been applied to develop adaptive information agents. However, theweakness of these paradigms is that an agent's deision, based purely on a relevanesore or a probability, is not suÆient to generate human omprehensible explanationof the agent's deision. Moreover, beause of the de�ieny in knowledge representa-tion and reasoning (e.g., annot reason about term assoiations), the agents' learningautonomy is also weakened. The symboli paradigm has been explored for develop-ing intelligent information agents [BPR+99, LRJ94℄. Colombo [BPR+99℄ is a mobileagent for distributed information retrieval over the Internet. A user spei�es theirqueries in terms of a set of weighted (e.g., in the interval [0; 1℄) keywords. Thesekeywords are used to personalized the knowledge base of Colombo. For example, thefollowing Prolog fats represent a user's interests about \Shakespeare" and \Hamlet":
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keyword(shakespeare):keyword(hamlet):Web douments are haraterized by a set of attributes (e.g., keywords) withthe orresponding TFIDF weights [SM83℄. Those keywords with TFIDF weightsgreater than a pre-de�ned threshold are seleted to represent the Web douments.The Colombo agents represent knowledge about a user's preferenes in terms of theweighted links between a set of query terms (i.e., keywords) and a set of attributesharaterizing the doument olletion. This preferene knowledge is represented asProlog fats and rules:link(K; [K; 1:0℄):link(shakespeare; [british drama; 0:8℄):link(football; [math; 0:6℄):The �rst Prolog lause states that if a user's query term (the �rst K) is thesame as the attribute (the seond K) haraterizing a doument, this link ontributesa weight of 1:0 to the overall doument sore. The seond lause represents thefat that the query term \shakespeare" is assoiated with a doument haraterizedby an attribute \british-drama", and this assoiation ontributes a weight of 0:8 tothe doument sore. The last Prolog lause says that the query term \football" isassoiated with the doument attribute \math" and the assoiation ontributes aweight of 0:6 to the doument sore. It should be noted that the weights assoiated



70 CHAPTER 2. A REVIEW OF ADAPTIVE INFORMATION AGENTSwith a set of query terms and a set of doument attributes may vary aording toan individual's information preferenes. At the time of initialization, the assoiationweight of a link is set to 1:0 if a query term mathes a doument attribute; otherwiseit is set to 0:5. Retrieving a doument also requires the knowledge of the databaseagents. A database agent holds the TFIDF vetors of all the douments pertaining toa partiular Web site. These vetors are represented as Prolog fats in the databaseagent's knowledge base:good file(\lassi.html"; [british drama; 0:8℄):good file(\lassi.html"; [italian paintings; 0:8℄):good file(\football.html"; [ball; 0:9℄):good file(\football.html"; [math; 1:0℄):The �rst two Prolog lauses represent the doument \lassi.html" by the at-tributes \british-drama" and \italian-paintings". Both of these attributes (i.e., to-kens) have the TFIDF weight of 0:8. The lassi�ation method of the mobile in-formation agent system is essentially based on the overlapping model [BSW00℄. Forexample, if a user is interested in \shakespeare", this interest mathes the keyword el-ement of the keyword to attribute link link(shakespeare; [british drama; 0:8℄) in theColombo agent's knowledge base. Moreover, as the attribute \british-drama" mathesthe attribute element of the doument to attribute link good file(\lassi.html",[british drama, 0:8℄) in the database agent's knowledge base, the doument \las-si.html" is retrieved with a doument sore omputed based on the weights of the



2.7. THE SYMBOLIC PARADIGM 71assoiated links. The more overlapping between the query terms and the attributes ofa doument, the better hane that the doument is retrieved. This reasoning proessis implemented as the formal dedution of the Prolog inferene engine.Learning and adaptation of the system is based on the users' relevane feed-bak. There are two possible learning models. The basi learning model is to di-retly modify the assoiation weights between the query terms and the doumentattributes in a Colombo agent's knowledge base. For example, if the user's queryterm is \shakespeare" and the Web doument haraterized by the attribute \british-drama" is judged as relevant by the user, the weight of the link link(shakespeare,[british drama, 0:8℄) will inrease; otherwise its weight will derease. In the ad-vaned learning model, users' relevane feedbak is used to generate a set of bak-ground knowledge (i.e., Prolog lauses) omprising links, keywords and attributes. Bymeans of the tehniques of Indutive Logi Programming (ILP) [BGNR96℄, a set of�rst-order rules are indued. This rule set an then be used to update the Colomboagents' knowledge bases. The same method an be applied to learn new knowledgefor the database agents. It is believed that Prolog rules suh as the following an belearnt using ILP [BPR+99℄:
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good file(File; User;Weight1 �Weight2) : � keyword(User; K);link(K;Attribute; User;Weight1);relevane(Attribute; F ile;Weight2):link(Keyword; Attribute; User;Weight) : � domain(User; \uk00);equals(Keyword; \hamlet00);member(Attribute; [\theater00; \literature00℄);equals(Weight; 0:8):link(Keyword; Attribute; User;Weight) : � equals(Keyword; \hamlet00);equals(Attribute; \musi00);equals(Weight; 0:2):Unfortunately, neither the evaluation of the agent system nor the details of theILP-based learning proess was reported in the publiation. It seems that further workis required to assess the e�etiveness and the eÆieny of the mobile information agentsystem.

2.8 The Assoiative Network ParadigmINFOrmer [OS95, SOO97℄ is an adaptive information agent for �ltering Usenet news.Feature extration involves using a lexial analyser to tokenize the douments (i.e.,news artiles), extrating words, dealing with puntuation, and expanding aronyms.Then, sentene boundary disambiguation is performed to isolate individual sentenes.



2.8. THE ASSOCIATIVE NETWORK PARADIGM 73Feature seletion is performed by using a pre-de�ned stop word list to remove highfrequeny words. Finally, a stemming algorithm is applied to strip inetional andderivational word endings. After doument pre-proessing, signi�ant phrases areextrated from the news artiles. Assoiative networks are then used to represent thephrases extrated. An assoiative network is a speial kind of semanti network; itsedges represent the term assoiation relationships only. There is no generalizationnor speialization relationship in an assoiative network. The nodes in an assoiativenetwork represent keywords, and the edges with attahed weights onnet keywordsinto phrases. The weights indiate the signi�ane of the term assoiations. Theadvantage of the assoiative networks is that not only keywords and their frequeniesare onsidered but also their ontext (e.g., a sentene) is aptured.A user's information needs are also represented by an assoiative network. Math-ing between a user's information needs and the inoming messages is onduted byomparing the strutural similarities between the orresponding networks. Four typesof graph omparison algorithms are used in INFOrmer [SDG+85℄. Essentially, theyare all based on the overlapping of neighbourhoods to measure the similarity betweena pair of graphs. These algorithms only di�er in the normalization methods used. Forinstane, the index of similarity for a ommon node in two graphs is omputed as theardinality of the intersetion of the nodes' neighbourhoods divided by the ardinalityof the union of the neighbourhoods. Let A(V;E1) and B(V;E2) be two graphs with aommon node set V of ardinality n, their similarity is derived by:
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Sim(A;B) = 1nPv2V jAv\BvjjAv[Bvj (2.16)

where v is a node in the ommon node set V . The terms Av and Bv are the setsof neighbourhoods identi�ed from graph A and graph B respetively. An inomingdoument B is onsidered relevant with respet to the user's information needs Aif the orresponding graphs demonstrate high strutural similarity. In other words,the Sim(A;B) value is greater than a pre-de�ned threshold. Learning in INFOrmerheavily relies on the user's relevane feedbak. The news artiles with the user'sfeedbak are used to update the prototype assoiative network. A set of phrasesrepresenting a news item is �rst extrated. The weight of eah word from the judgeddoument is then used to modify the weight of a mathing node in the prototypenetwork. A variant of the Rohio method is used for this purpose. The weight ofeah edge in the prototype network is updated by omputing the arithmeti mean ofthe assoiated nodes. The system was formally evaluated based on a large doumentolletion and the proedure of the routing task pertaining to the seond TREConferene. It was laimed that the performane of INFOrmer, in terms of preisionand reall, was omparable with other �ltering systems partiipating in TREC-2.Nevertheless, no spei� details of the omputational eÆieny of the agent systemhave been reported.



2.9. THE COLLABORATIVE FILTERING PARADIGM 752.9 The Collaborative Filtering ParadigmThe adaptive information agents disussed so far are mainly based on the ontent-based IR approah. Basially, the agents haraterize the ontent of douments andthe users' queries by means of observable features (e.g., keywords). If these represen-tations are similar, measured by a mathing funtion, the inoming douments aredeemed relevant by the agents. There is an alternative way for information retrieval.Ringo [SM95℄ is an adaptive information agent on the Web. It makes personalizedmusi reommendations for its users. Instead of haraterizing the desription of analbum or artist (i.e., a doument) by means of its ontent, the agent represents andreommends items (e.g., albums, books, Web pages, et.) via the \word of mouth"mehanism alled automated ollaborative �ltering. The basi priniple of the ollab-orative paradigm is that a user's interests are orrelated with others based on theirfeedbak pertaining to some items. Groups of like-minded onsumers are then formedbased on a similarity metri. To predit if a user will be interested in an item, theagent makes use of the preferenes of other members in the same group to omputethe preferene index for the user. Users with similar interests are identi�ed via thePearson orrelation oeÆient r(ux; uy):
r(ux; uy) = Pi2D(uxi � �ux)� (uyi � �uy)pPi2D(uxi � �ux)2 �pPi2D(uyi � �uy)2 (2.17)where r(ux; uy) is the Pearson orrelation oeÆient between user ux and user uy.



76 CHAPTER 2. A REVIEW OF ADAPTIVE INFORMATION AGENTSThe set D is ommonly rated douments or produts by both ux and uy. The termuxi represents the user ux's rating for an item i 2 D. �ux is ux's average rating for allthe items in D, whereas �uy is uy's average rating for all the items in D. This kind ofpair-wise omparison is onduted for eah pair of users. For a pair of users ux anduy, if r(ux; uy) is above a pre-de�ned threshold, they will be onsidered in the samegroup. To predit if a partiular user ux is interested in an item d, the agent refers tothe ratings of that item given by other members in the like-minded user group:
pred(ux; d) = �ux + Puy2U(uyd � �uy)� r(ux; uy)Puy2U jr(ux; uy)j (2.18)where pred(ux; d) is the agent's predition for user ux's rating of an item d. In otherwords, it is the agent's predition of how muh the user will like or dislike the item d.The set U ontains all the nearest neighbours of the user ux; the term uyd representsuy's rating for an item d, and �uy is uy's average rating for all the items. The termjr(ux; uy)j is the absolute value of the Pearson orrelation oeÆient between a pairux and uy. Aording to pred(ux; d), the information agent an rank all the itemswhih have not been seen by the user ux before. Moreover, if the predited ratingof an item d is above a system threshold, the agent an reommend this item to theuser.With the ollaborative paradigm, a doument is represented in terms of thepreferene values (i.e., ratings) of a group of users. A user's information needs arerepresented by their own preferene values (ratings) for some items. Classifying an



2.9. THE COLLABORATIVE FILTERING PARADIGM 77item into one of the lasses (i.e., one of the preferene values) is based on the user'saverage rating, other nearest neighbours' ratings of the same item, and the orrelationbetween the ratings of the user and that of their nearest neighbours. The informationagent is adaptive by taking into aount a user's hanging ratings for some itemsand the orrelation between the user's ratings and others ratings for the items. Thehanges of the orrelation values trigger the agent to generate di�erent reommenda-tions. In general, this kind of leaning is not inremental beause eah orrelation valuebetween a user and another member in a group needs to be omputed again if theuser hanges their ratings for an item. One advantage of the ollaborative paradigmis its simpliity in terms of representing items and users' preferenes.Evaluation of Ringo was performed based on the rating data of the 1876 artistsfrom 1000 users. The data is divided into a training set (80%) and a test set (20%).Several variants of the Pearson algorithm were ompared with the mean squareddi�erenes algorithm in terms of the mean absolute error and the standard deviationof error. To produe reommendations to a user, eah algorithm is used to omputethe orrelation between the user and another member in a group (i.e., the like-mindedgroup). All users whose orrelation oeÆient greater than a threshold were identi�ed,and the weighted average of their ratings were used to generate the agent's preditions.It was shown that the onstrained Pearson algorithm, whih used a hosen valueinstead of the mean rating value of a user to distinguish positive orrelation fromnegative orrelation between a pair of users, performed best. When the similarity



78 CHAPTER 2. A REVIEW OF ADAPTIVE INFORMATION AGENTSthreshold was set to 0:6 to train the agent, 94% of the ratings in the test set ouldbe predited. Feedbak from the 2; 000 users who used Ringo during the usabilitystudy period was olleted. It was found that some users were initially disappointedby the reommendations of the agent. However, as the number of ratings grew,more positive feedbak was reeived from the users. There are other ollaborativeinformation agents whih reommend Internet news [GSK+99, RNM+94℄, researhpapers [DIU98℄, or Web pages [GCS98, LDV99℄ to individuals.
2.10 Analysis of the State of the ArtTables 2.2 and 2.3 summarize the information pertaining to the adaptive informationagents disussed in this hapter. It aims at a systemati analysis of the pros and onsof the various adaptive information agent paradigms. The harateristis of dou-ment representation, pro�le representation, feature seletion, lassi�ation methods,and the impat of these features on the agents' explanatory power are tabulated intable 2.2. Moreover, issues suh as the agents' learning methods, the agents' apa-bilities of proessing impliit feedbak, and the impat of these issues on the agents'exploratory apabilities, learning autonomy, and the modes of learning (e.g., inremen-tal vs. non-inremental) are tabulated in table 2.3. TF stands for term frequenies,and TFIDF stands for term frequeny inverse doument frequeny. In some systems,di�erent granularity of representation are used. For example, both the TFIDF vetorsand the abstration of hromosomes are used to represent users' information needs



2.10. ANALYSIS OF THE STATE OF THE ART 79in Amalthaea. Only the high level abstration suh as hromosomes are shown inTables 2.2.Agent Paradigm Doument Context Feature Classifying ExplanatoryRep. Rep. Seletion Method PowerWebWather Vetor TFIDF TFIDF TFIDF Cosine LowSpae vetors vetors similarityLetizia Vetor Boolean Boolean TF Dot FairSpae vetors vetors produtLIRA Vetor TFIDF TFIDF TFIDF Cosine LowSpae vetors vetors similarityFab Vetor TFIDF TFIDF TFIDF Cosine LowSpae vetors vetors similaritySyskill & Naive Boolean Boolean Information Naive LowWebert Bayesian vetors vetors gain BayesianNews Dude Naive TFIDF TFIDF TFIDF Cosine FairBayesian vetors+ vetors+ + similarity +Boolean Boolean Information Naivevetors vetors gain BayesianINFOrmer Assoiative Assoiative Assoiative Stop word Graph LowNetwork networks networks list omparisonAmalthaea Evolutionary TFIDF Chromosomes TFIDF Cosine Lowvetors similarityGIRAF Fuzzy TF Fuzzy TF Membership LowSets vetors hromosomes funtionsInfoSpiders Connetionist Weighted Neural TF Neural LowTF vetors networks networksColombo Symboli Prolog Prolog TFIDF Formal Fairlauses lauses dedutionSIGMA Computational TFIDF TFIDF TFIDF Cosine LowEonomy vetors vetors similarityRingo Collaborative Users' Correlation not Correlated Lowratings matries appliable mean ratingsTable 2.2: Analysis of Adaptive Information Agents (representation & lassi�ation)
First generation adaptive information agents suh as WebWather [AFJM95,JFM97℄, LIRA [BS95℄, Fab [Bal97℄, Letizia [Lie95℄ utilize weighted (e.g., TFIDF or



80 CHAPTER 2. A REVIEW OF ADAPTIVE INFORMATION AGENTSAgents Impliit Learning Exploratory Inremental LearningFeedbak Methods Learning Learning AutonomyWebWather No Linear No No LoworrelationLetizia Yes Inferene No No ModeraterulesLIRA No Rohio No Yes LowvariantFab No Rohio No Yes LowvariantSyskill & Webert No Bayesian No No LowlearningNews Dude No Conept No Yes ModeratefeedbakINFOrmer No Rohio No Yes LowvariantAmalthaea No Geneti Yes Yes ModeratealgorithmsGIRAF No Geneti Yes Yes ModeratealgorithmsInFoSpiders No Bak Yes Yes ModeratepropagationColombo No ILP Yes No ModerateSIGMA No Market Yes Yes ModerateequilibriumRingo No Linear Yes No LoworrelationTable 2.3: Analysis of Adaptive Information Agents (Learning)
Boolean) vetors to represent douments and user's information needs. Classi�ationis onduted by omputing the osine angles or the dot produts of these vetors.These tehniques have been extensively studied in the �eld of IR and are generallyonsidered eÆient and e�etive [SM83℄. However, the impliit assumption of term(e.g., keyword) independene in these models is not able to apture the realities in IR



2.10. ANALYSIS OF THE STATE OF THE ART 81where information items are often related to eah other. For instane, if one is inter-ested in douments about \automobile", it is desirable that an information agent anautomatially infer that a doument about \ar" is relevant beause \automotive"and \ar" are related by the synonym relationship [Hun95℄. The term independeneassumption not only a�ets the agents' lassi�ation e�etiveness but also their learn-ing autonomy sine the users need to provide diret relevane feedbak to train theagents. In terms of the learning autonomy among the �rst generation adaptive infor-mation agents, Letizia is prominent beause it an utilize pre-de�ned rules to inferthe users' information needs rather than asking them to provide diret feedbak.The advantage of the Rohio learning method is that it is an inremental learn-ing mehanism. Nevertheless, it laks the power of exploring new information topisas the learned prototypial vetors only desribe the douments previously viewedby the users. This is the so-alled serendipity problem [MM98℄. In general, it ismore desirable to have a balane between exploitation oriented and exploration ori-ented learning [Bal98℄. Moreover, many agents in this ategory are weak in terms oftheir explanatory power. Justi�ation of an agent's information retrieval deision ispurely based on a similarity sore or probability value. This weakness is an obstaleof developing trust between the agents and their users beause the users annot fullyunderstand the deision making behaviour of the agents. It has been pointed out thatthe issue of users' trust on information agents has a signi�ant impat on the pratialappliations of these agents [MM98℄. Moreover, some of the �rst generation adaptive



82 CHAPTER 2. A REVIEW OF ADAPTIVE INFORMATION AGENTSinformation agents suh as WebWather and Letizia are not endowed with persistentmemories to hold users' reurring interests. Consequently, proative and personalizedreurring IR is not supported by these agents.The naive Bayesian paradigm su�ers from problems similar to that of the vetorspae paradigm sine it is also based on the naive assumption of feature independene.Moreover, the onditional probabilities alone may not be suÆient to generate om-prehensible explanations of the agents' deisions. Sine the onditional probabilitythat a doument is relevant given the presene of ertain features is omputed solelybased on the previously seen douments, the information agents are not learning toexplore novel information topis. In addition, the mode of learning is not inrementalbeause all the onditional probabilities need to be omputed again if new trainingexamples are added to or deleted from the user pro�les.The omputational eonomy paradigm found in SIGMA is one of the early at-tempts to address the issue of multi-agent learning and o-ordination in the ontext ofIR. The intuition behind this paradigm is that there are unertainties about a user'sinformation needs. Through a omputational market, these unertainties are repre-sented (e.g., by the diversity of agents with eah one apturing a possible informationneed) and proessed (e.g., via the priing mehanism). This paradigm may be analternative to the evolutionary paradigm whih is based on geneti algorithms.The evolutionary paradigm has been explored in many ontemporary modelsof adaptive information agents, whereas the omputational eonomy paradigm is yet



2.10. ANALYSIS OF THE STATE OF THE ART 83to be further developed and evaluated. The prie mehanism as reported in the lit-erature is inomplete [FK96, KF95, KF98℄. For example, the PE agents' marginalpro�t thresholds, bankrupty threshold, the algorithmi details of the priing fun-tion F , the onsumers' budgets, et. are not illustrated thoroughly. In addition,the interation between the prie mehanism and the vetor spae model probably re-quires further re�nement. More reent work pertaining to the omputational eonomyparadigm demonstrates the ontinuous development of this paradigm for IR [WFG01℄.The ollaborative paradigm [GCS98, RNM+94, SM95℄ o�ers the advantages ofa handy doument representation, a better balane between exploitation and explo-ration oriented learning, and eÆient lassi�ation. However, this paradigm alone hasnot been widely used to build adaptive information agents. One of the reasons is thesparse rating problem [BP98℄. For a highly dynami domain suh as the Web, it is dif-�ult, if not totally impossible, to ollet suÆient ratings from the users for a signi�-ant number of items suh as Web douments. Some empirial studies have shown thatthe ollaborative paradigm alone is not as e�etive as ombining the ontent-basedand the ollaborative paradigms for information retrieval [DIU98, SSH99℄. Fab [Bal97℄and RAAP [DIU98℄ are among the information agents whih employ a hybrid modelof the ollaborative and the ontent-based approahes to improve the agents' e�etive-ness. In general, the ollaborative paradigm demonstrates non-inremental learningbehaviour sine the orrelation data between a user and eah member in a group mustbe reomputed if the user's rating for a single item is hanged. The learning autonomy



84 CHAPTER 2. A REVIEW OF ADAPTIVE INFORMATION AGENTSis low beause this paradigm heavily relies on the users' diret feedbak. Moreover,one pratial issue of applying this paradigm to information agents is that users maynot want to share their preferenes with other people beause of the privay onern.It has been a trend to apply geneti algorithms to develop the learning meh-anisms of adaptive information agents [YKL00, MBVL99, MB00, MM98℄. Some ofthese agents suh as InfoSpiders [MB00℄, EVA [YKL00℄, and GIRAF [MBVL99℄ a-tually demonstrate a synergy between di�erent paradigms. This paper desribesGIRAF under the heading of the Fuzzy set paradigm and InfoSpiders under theheading of the Connetionist paradigm beause the orresponding paradigms seemto best desribe the dominating tehniques in these agents. In general, the notionof \hromosome" is used to represent a user's distint information need. A gene ona hromosome represents the presene or absene of a partiular keyword. Based onthe geneti operators suh as loning, rossover, and mutation, a better balane be-tween exploitation-oriented and exploration-oriented learning in the high dimensionalinformation spae is ahieved. It is a kind of inremental learning beause a newpopulation of information agents is gradually evolved from previous generations. Thepriniple of natural seletion ensures that e�etive agents measured by a �tness fun-tion will gradually dominate the entire population. Therefore, retrieval performaneof the agents is improved over time. The evolutionary paradigm and the omputa-tional eonomy paradigm share some ommon properties. On the one hand, they bothrely on an evolution mehanism. For instane, the priing poliy in the omputational



2.10. ANALYSIS OF THE STATE OF THE ART 85eonomy paradigm and the priniple of natural seletion in the evolutionary paradigmare enfored in the adaptive information agents so that they gradually onverge tothe user's information needs. On the other hand, both of these paradigms are alsofaed with the hallenge of responsive learning. It may take a while (e.g., dozens ofevolution yles) for the agents to ompletely absorb users' new interests into theorresponding user pro�les. However, with the help of the geneti operators, it seemsthat the evolutionary paradigm is stronger, in terms of the exploratory power, thanthe omputational eonomy paradigm.Various �tness funtions have been used in adaptive information agents. These�tness funtions heavily rely on user's relevane judgements. Aordingly, a largeamount of diret human intervention is still required to train the agents. Therefore,the learning autonomy of the evolutionary paradigm is only moderate. Both InfoS-piders [MB00℄ and EVA [YKL00℄ distinguish loal learning from global learning, andsupport automated relevane feedbak. The basi idea is that the results of a loallassi�ation are ompared with a global representation of a user's interests. Then,relevane feedbak is automatially generated based on these omparisons. For exam-ple, if there is a suÆiently lose math between the loal lassi�ation result and theglobal information needs, a positive relevane feedbak is generated; otherwise nega-tive feedbak is produed. The problem is that the global representation of a user'sinterests still heavily relies on the user's relevane feedbak to bring it up-to-date;otherwise the automated feedbak mehanism will fail.



86 CHAPTER 2. A REVIEW OF ADAPTIVE INFORMATION AGENTSGeneti operations suh as mutation enhane exploratory learning. However, itmay have a negative impat on the agent's lassi�ation e�etiveness and explanatorypower beause irrelevant or strange information needs ould be omposed during themutation proess. Finally, the evolutionary paradigm requires the development of aset of evolution parameters suh as �tness threshold, �tness funtion, rossover rate,mutation rate, population size, et. A thorough methodology is not available to guidethe development of the geneti parameters. Consequently, two di�erent agents em-ploying similar evolutionary operators may demonstrate quite di�erent learning andadaptation behaviour. One of the hallenges of applying the evolutionary paradigmto adaptive information agents is to develop a more disiplined way of establishingthe evolutionary parameters.It is intuitively appealing to apply the onept of fuzzy sets to develop the lassi-�ation models of information agents beause the onept of relevane is vague. Thefous of this paradigm is on improving the lassi�ation e�etiveness based on thefuzzy membership funtions. With the GIRAF agents [MBVL99℄, three basi typesof membership funtions are pre-de�ned and they are assumed valid in all retrievalsituations. However, the onept of relevane is more likely dependent on a loalontext [Law00, XC96℄. Therefore, the hallenge of applying the fuzzy set paradigmto information agents is to develop an automated means of dynamially learning thefuzzy membership funtions based on the loal doument olletions and users' rele-vane feedbak. Another issue is how to generate human omprehensible explanations



2.10. ANALYSIS OF THE STATE OF THE ART 87of the agents' deisions based on the underlying fuzzy membership funtions.The assoiative network paradigm allows primitive semanti relationships amonginformation items to be represented in information agents. In priniple, this approahmay improve the agent's learning autonomy, exploration power, and lassi�atione�etiveness. However, representing douments and retrieval ontexts by graphs, andomputing their similarities based on the strutural harateristis of the graphs isomputationally expensive. Even though a graph an help visualize the semantirelationships between tokens (e.g., keywords), it may not be easy for novie users tounderstand the agent's deisions based on the strutural similarities of graphs. Interms of the learning autonomy of INFOrmer [OS95℄, the users still need to providea onsiderable amount of diret relevane feedbak to revise the assoiative networks.Moreover, more empirial studies are required to prove the salability of the assoiativenetwork paradigm.The onnetionist paradigm has been suessfully applied to many real life ap-pliations. It o�ers the advantage of automatially learning non-linear lassi�ationfuntions [YKL00℄. Representing IR mathing funtions by the non-linear relation-ships between features (e.g., keywords) and doument lasses is a sound approah.Therefore, the onnetionist paradigm is a viable alternative for improving the agents'lassi�ation e�etiveness when ompared with the fuzzy set paradigm. Althoughonly supervised learning (e.g., bak propagation) is explored in InfoSpiders [MB00℄,unsupervised training algorithms for arti�ial neural networks are available [Bar89a℄.



88 CHAPTER 2. A REVIEW OF ADAPTIVE INFORMATION AGENTSSo, the onnetionist paradigm has the potential of enhaning the learning autonomyof adaptive information agents. In addition, learning in neural networks is inremen-tal. It should be noted that only the loal learning method of InfoSpiders is depitedin table 2.3 beause this method is relevant to the onnetionist paradigm. However,in general, the omputational omplexities assoiated with arti�ial neural networksare high. More empirial studies are required to test the salability of this paradigmfor on-line information agents. On the other hand, it is diÆult, if not ompletelyimpossible, to generate human omprehensible explanations of the agent's deisionssolely based on the network on�gurations and the weights of neurons. Researh inknowledge extration from neural networks sheds light on generating high level rulesto explain the agent's deisions [Tsu00℄.Contemporary models of adaptive information agents fous on the agent's knowl-edge representation, lassi�ation e�etiveness, learning autonomy, explanatory apa-bility, and the balane between exploitation oriented and exploration oriented learning.It has been observed that employing domain knowledge suh as lexial knowledge andontextual information an substantially improve the agent's lassi�ation e�etive-ness [ACL+00, Law00, PB97℄. The agents' abilities to represent and reason aboutomplex retrieval ontexts are partiularly important beause it is unrealisti to as-sume that the users will spend a lot of time and e�ort to train these agents beforethe agents are expeted to retrieve relevant information autonomously. A rih repre-sentation of a retrieval ontext an also enhane an agent's explanatory power, and



2.10. ANALYSIS OF THE STATE OF THE ART 89hene improve the user's trust in using the agents. It is believed that the explanationmehanisms of information agents an atually speed up the agent's learning [BP99℄.The symboli agent paradigm seems promising for the development of the nextgeneration of adaptive information agent systems. The expressive power of logiallows omplex retrieval ontexts to be aptured in information agents. Based onenrihed representations of retrieval ontexts, information agents an use sound androbust inferene mehanisms to enhane their learning autonomy and proative IRbehaviour. Above all, the agents an justify their deisions based on the formalreasoning frameworks. However, logi-based system is in general omputationallyexpensive. This is one of the major obstales for applying sound logial frameworksto build pratial appliations. Therefore, apart from the development of a sound androbust logi-based information agent model, it is essential to implement and evaluatesuh a model to examine if the model an sale up for IR appliations with a realistisale.Existing symboli information agents suh as Colombo is weak in demonstratingits ability to deal with realisti IR requirements sine rigorous evaluations of theseagents are missing. Moreover, for the Colombo agent system, it seems that its las-si�ation model is mainly based on the overlapping IR model whih is known to beine�etive [BSW00, Rij86℄. The symboli inferene power seems not fully utilised.Moreover, how to learn a retrieval ontext in general and a user's information needsin partiular is not illustrated with suÆient details. Unfortunately, this issue is ru-



90 CHAPTER 2. A REVIEW OF ADAPTIVE INFORMATION AGENTSial to the suess of a symboli information agent model. The following hapterwill disuss a rigorous symboli framework, whih is based on the sound AGM beliefrevision logi, for the development of an e�etive IR model. Suh an IR model un-derpins the learning and the lassi�ation funtions of adaptive information agents.The omputational aspets of the proposed belief revision based adaptive informationagents will then be illustrated in Chapter 4.



Chapter 3
Belief Revision and ExpetationInferene
This hapter explains the intuition behind the AGM belief revision paradigm andillustrates the implementation of the AGM belief funtions. A new transmutation-based strategy for implementing the AGM hange funtions is proposed. Moreover,the interonnetion between belief revision and nonmonotoni inferene is disussed.Finally, how the AGM belief funtions and the related expetation inferene relationsare applied to adaptive information agents is examined at the oneptual level.
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92 CHAPTER 3. BELIEF REVISION AND EXPECTATION INFERENCE
Old epistemic state New epistemic state

Epistemic input

K K’α
α

Figure 3.1: Transition Between Epistemi States3.1 The AGM Belief Revision ParadigmThe AGM belief revision framework is oined after its founders Alhourr�on, G�ardenfors,and Makinson [AGM85℄. It is one of the most inuential works in the theory of beliefrevision. The AGM framework provides a rigorous formal foundation for modellingthe hanges of beliefs in rational agents. A belief hange in an agent is viewed as atransition from an epistemi state K to a new epistemi state K 0� with respet to thenew epistemi input � as depited in Figure 3.1. The AGM priniple ensures thatthe new epistemi state remains onsistent and modi�ed in a minimal way after anepistemi state transition (revision). Whether a foundational approah suh as theAssumption-Based Truth Maintenane System (ATMS) belief revision [dK86℄ or aoherent approah suh as the AGM belief revision [AGM85℄ should be used to modelbelief hanges in rational agents has undergone a long debate [G�ar90℄. However, ithas been shown that it is possible to simulate the behaviour of the ATMS using theAGM approah by enoding the foundational beliefs as an epistemi entrenhmentordering [DF93℄. It has also been proven that these two main paradigms of beliefrevision (i.e., foundational or oherent) are mathematially equivalent [dV97℄. For



3.1. THE AGM BELIEF REVISION PARADIGM 93instane, every belief revision operator that an be de�ned by the foundational ap-proah an also be de�ned by the oherent approah and vie versa. Nevertheless,the AGM paradigm is a pure logial approah. Therefore, formal reasoning an beonduted within the same system. For the ATMS based system, logial reasoningneeds to be arried out by a separate problem solver. To ahieve a seamless inte-gration between the learning and the mathing omponents of the proposed adaptiveinformation agents, the AGM approah seems intuitively more attrative. Moreover,the AGM belief funtions an also be used to revise the IR ontextual information(e.g., assoiation and prelusion rules) into an agent's knowledge base, whereas theassumptions maintained by an ATMS system must be literals. In fat, belief revisionhas been taken as a learning paradigm and the learning power of various belief revi-sion formalisms has been formally studied [Kel98℄. With all these reasons, the AGMbelief revision framework is exploited to develop the learning omponents of adaptiveinformation agents.In the AGM belief revision framework, the notion of belief sets was introduedto represent epistemi states in rational agents [G�ar88℄.De�nition 1 A set of sentenes K is a non-absurd belief set i�:(1) K 0?, and(2) K ` � implies � 2 K.The onsequene relation ` is de�ned with respet to an objet language. In gen-



94 CHAPTER 3. BELIEF REVISION AND EXPECTATION INFERENCEeral, K ` � means that a set of sentenes K of the objet language logially entailsa sentene � of the same language. Usually this objet language refers to a propo-sitional language L losed under the usual Boolean onnetives :, !, $, ^, and_ [AGM85, GM88, GM94℄. The two sentential onstants > (truth) and ? (falsity)of L are also used. The bakground logi is de�ned by its onsequene operation Cnwhih satis�es the following onditions:
Inlusion: � � Cn(�)Iteration: Cn(Cn(�)) = Cn(�)Monotoniity: Cn(�) � Cn(�0) whenever � � �0Supralassiality: � 2 Cn(�) if � lassially implies �Dedution: � 2 Cn(� [ f�g) i� (�! �) 2 Cn(�)Compatness: If � 2 Cn(�) then � 2 Cn(�0) for some �nite �0 � �

where � and �0 are sets of sentenes of L and � and � are sentenes of L. Therefore,the onsequene relation � ` � means � 2 Cn(�). The set of logial onsequenesof � is Cn(�) = f� : � ` �g. With referene to the de�nition of non-absurd beliefsets (or simply refers to as belief sets in this thesis), the �rst property states thata belief set must be onsistent. The seond property spei�es that a belief set islosed under logial onsequene. Therefore, a belief set K is essentially a theory



3.1. THE AGM BELIEF REVISION PARADIGM 95of L. The set of sentenes K represents the information (e.g., propositions) that arational agent believes. The notation K? denotes an absurd belief set. Aordingto the AGM priniple, every e�ort should be made to prevent the transformationfrom K to K? beause rational agents do not entertain absurd epistemi states. Thetransition between any two epistemi states K and K 0� as depited in Figure 3.1 anbe modelled by a hange funtion from �� L to �. In other words, the proesses ofbelief revision are modelled by some hange funtions whih transform a theory � of Lwith respet to a formula � to another theory ���. In the AGM framework, three typesof belief state transitions are identi�ed and they are modelled by the orrespondingbelief funtions F : K � L 7! K:Expansion (K+� ) is the proess of aepting a new belief � that does not on-tradit existing beliefs in a belief set K (i.e., � =2 K; :� =2 K; � 2 K+� ). This isa straightforward operation of inorporating the new information � and its logialonsequenes into the belief set K;Contration (K�� ) is the removal of a belief � and all other beliefs that logiallyimply � from a belief set K (i.e., � 2 K; � =2 K�� );Revision (K��) is the inorporation of a belief � that may ontradit existingbeliefs in a belief set K (i.e., � =2 K; :� 2 K; � 2 K��).Unlike the expansion funtions, both the ontration funtions and the revisionfuntions annot be uniquely de�ned purely based on set oriented operations. There



96 CHAPTER 3. BELIEF REVISION AND EXPECTATION INFERENCEare lose relationships among the belief funtions. For instane, the proesses ofbelief revision an be derived from the proesses of belief ontration via the LeviIdentity [Lev77℄:K�� = (K�:�)+�The Levi identity states that a belief revision operation K�� is equivalent to �rstontrating the negation of � from K (i.e., a ontration operation) followed by anexpansion operation of adding � to the belief set K. Moreover, a belief ontrationfuntion an also be de�ned in terms of a belief revision funtion via the HarperIdentity [Har77℄:K�� = K \K�:�The Harper identity says that a belief ontration operation K�� is equivalent to theset intersetion of the original belief set K and the result of the belief revision op-eration K�:� whih revises K with respet to :�. Essentially, the AGM frameworkinludes sets of postulates to haraterise well-behaved belief funtions and variousmethods suh as epistemi entrenhment orderings, seletion funtions on belief sets,systems of Spheres, et. to onstrut the hange funtions [G�ar88℄. The AGM pos-tulates for expansion, ontration, and revision attempt to identify lasses of hangefuntions for modelling the manner in whih a rational agent should alter its beliefsin fae of hanges. Let K represent the set of all non-absurd belief sets. The AGMpostulates for belief ontration are de�ned as follows:



3.1. THE AGM BELIEF REVISION PARADIGM 97
(K�1) K�� 2 K (Closure)(K�2) K�� � K (Inlusion)(K�3) If � 62 K, then K�� = K (Vauity)(K�4) If 6` �, then � 62 K�� (Suess)(K�5) If � 2 K, then K � (K�� )+� (Reovery)(K�6) If ` �$ �, then K�� = K�� (Preservation)(K�7) K�� \K�� � K��^� (Conjuntion)(K�8) If � 62 K��^�, then K��^� � K�� (Seletion)

The �rst ontration postulate simply states that a ontration operation maintainsthe property of non-absurd belief set for the belief set involved in the hange. Theseond postulate indiates that no new belief should be inluded into a belief set Kafter a ontration operation. The third postulate impliitly applies the informationaleonomy priniple to the belief ontration proesses. For instane, if the informationto be ontrated is not ontained in a belief set (i.e., � 62 K), the information ontentof the belief set should remain the same after a ontration operation. The fourthpostulate de�nes the suessful riterion of a belief ontration operation. After aontration operation, the ontrated belief � will not be a logial onsequene of the



98 CHAPTER 3. BELIEF REVISION AND EXPECTATION INFERENCEresulting belief set if � is not valid (i.e., � 62 K�� ). The �fth postulates states that allthe beliefs in K an be reovered after ontrating a belief � if the ontrated beliefset K�� is expanded with respet to the same belief afterwards. (K�6) says that theresults of two belief ontration operations will be the same if the same belief setis ontrated with respet to two logially equivalent sentenes. (K�7) and (K�8)explain the nature of ontration with respet to a onjuntion of sentenes. Theresult of ontrating a belief set K with respet to the onjuntion of two sentenes �and � ontains all the beliefs that are in both K�� and K�� . Moreover, the ontrationof K with respet to � and � results in either � or � (or both) being removed. Thispostulate atually reinfores the priniple of informational eonomy. For instane, theminimal hange to K��^� may be ahieved by just removing either � or � dependenton whih belief is more important to an agent.The AGM postulates for belief expansion, ontration, and revision funtionsde�ne the lasses of hange funtions whih adhere to the rationales of onsistentand minimal belief hanges. However, these postulates do not provide the neessaryinformation to develop the orresponding funtions. Extra information is required touniquely de�ne a ontration or a revision funtion. One of the ways to onstrutthe AGM hange funtions is by epistemi entrenhment (6) [GM88℄. The epistemientrenhment relation is de�ned over the sentenes of L, and is relative to a belief setK. For instane, if �; � are beliefs in a belief set K (i.e., sentenes of L), � 6 � meansthat � is at least as entrenhed as �. Intuitively, epistemi entrenhment relations



3.1. THE AGM BELIEF REVISION PARADIGM 99indue preferene orderings of beliefs aording to the importane of these beliefs inthe fae of hange. When inonsisteny arises during a belief hange operation, beliefswith the lowest degree of epistemi entrenhment are given up in order to maintain theproperties of minimal and onsistent belief hanges in rational agents. The onept ofepistemi entrenhment aptures the notions of �rmness, signi�ane, or defeasibilityof beliefs as pereived by some agents. This approah is onsidered more appropri-ate than measuring the magnitude of belief hanges in terms of the ardinality ofthe modi�ed information. By way of illustration, an intelligent information agent(human or software) strongly believes that understanding the paper about \ommonsense aboutness" and/or the paper about \the logial unertainty priniple" will helpher develop an insight about logi-based IR. Now, she reads some IR papers perhapsabout the above topis (the agent is not really sure sine she is only a novie in this�eld), but �nds that she has no idea about logi-based IR at all. Should the agentontrat the beliefs �, �, or � _ � !  beause of the new information :? Thepropositions are used to represent these events: � : \understanding ommon senseaboutness", � : \understanding the logial unertainty priniple", and  : \under-standing logi-based IR". For a ardinality-based measure of minimal belief hange,the agent should ontrat �_� ! . After suh a ontration, a new onsistent beliefstate suh as f�; �;:g is reahed. However, is this a rational approah? The agentis almost ertain that �_� ! , but not sure if � and � are true. The agent may notread papers really about the hosen topis, or she may read relevant papers, but shestill does not understand the ontent of these papers. The reliability or the �rmness



100 CHAPTER 3. BELIEF REVISION AND EXPECTATION INFERENCEof the beliefs � and � is low. In fae of a strong belief of :, a more rational attitudeof the agent is to ontrat the beliefs � and � sine she is less ertain (�rmly believ-ing) about this information. Therefore, measuring the magnitude of belief hanges interms of the underlying epistemi entrenhment orderings is a better solution. For-mally, an epistemi entrenhment ordering is a total pre-order of the sentenes (e.g.,�; �; ) in L, and is haraterised by the following postulates [GM88, G�ar92℄:
(EE1) If � 6 � and � 6 , then � 6  (Transitivity)(EE2) If � ` �, then � 6 � (Dominane)(EE3) For any � and �, � 6 � ^ � or � 6 � ^ � (Conjuntiveness)(EE4) When K 6= K?; � =2 K i� � 6 � for all � (Minimality)(EE5) If � 6 � for all �, then ` � (Maximality)
(EE1) simply states that an epistemi entrenhment ordering is transitive. (EE2)indiates that a logially weaker sentene is at least as entrenhed as a logiallystronger sentene. (EE3) tells us that a onjuntion is at least as entrenhed as oneof its onjunts. (EE4) says that sentenes not in a onsistent belief set are minimalwith respet to an in epistemi entrenhment ordering. (EE5) de�nes that validsentenes are maximal in epistemi entrenhment orderings. G�ardenfors has indiatedthat epistemi entrenhment has its roots in information theory [G�ar88℄. The basi



3.1. THE AGM BELIEF REVISION PARADIGM 101idea is that di�erent sentenes have di�erent information ontent (e.g., measured interms of entropy). Beause information is valuable, it is rational to minimise theloss of information when giving up sentenes in a ontration of a state of belief.G�ardenfors and Makinson have established the (C-) ondition for the onstrutionof belief ontration funtions diretly from the underlying epistemi entrenhmentorderings [GM88℄. The ontration ondition (C-) is de�ned in Theorem 1. Theyproved that if an ordering satis�es (EE1) - (EE5), the ontration funtion uniquelydetermined by (C-) satis�es all the ontration postulates (K�1) to (K�8) [GM88℄:Theorem 1 Let K be a belief set represented by a set of sentenes of L. For everyontration funtion K� for K, there exists an epistemi entrenhment 6 related toK suh that the (C-) ondition holds for every sentene � 2 L. Conversely, for everyepistemi entrenhment 6 related to K, there exists a ontration funtion K� suhthat (C-) is true for every � 2 L.(C-) K�� = 8>><>>: f� 2 K : � < � _ �g if 6` �K otherwisewhere < is the strit part of epistemi entrenhment de�ned above. This onditionstates that the ontration of K with respet to � is the set of sentenes � suh thatthe epistemi entrenhment of � _ � is stritly greater than that of �. Sine a beliefrevision funtion an be de�ned based on a ontration funtion and an expansionfuntion, the above theorem is suÆient to uniquely de�ne a revision funtion as well.



102 CHAPTER 3. BELIEF REVISION AND EXPECTATION INFERENCEIndependently, Peppas and Williams have later proved that the (C*) ondition holdsfor belief revision funtions [PW95℄:Theorem 2 Let K be a belief set represented by a set of sentenes of L. For everyrevision funtion K� for K, there exists an epistemi entrenhment 6 related to Ksuh that the (C*) ondition holds for every sentene � 2 L. Conversely, for everyepistemi entrenhment 6 related to K, there exists a revision funtion K� suh that(C*) is true for every � 2 L.(C*) K�� = 8>><>>: f� 2 L : :� < �! �g if 6` :�? otherwiseFor the onveniene of representing a subset of sentenes (e.g., a theory) withrespet to an epistemi entrenhment ordering, the ut6 operator is introdued. Es-sentially, a ut operation suh as ut6(�) extrats the set of sentenes whih is at leastas entrenhed as � from a belief set K. Similar to the AGM belief revision operators,the ut operation an be generalised to apply to any sentene � 2 L rather than abelief in a belief set. It has been shown that for an epistemi entrenhment 6 and asentene � 2 L, ut6(�) always returns a theory [Wil96a℄.De�nition 2 For an epistemi entrenhment ordering 6 and a belief � 2 K, the utoperation ut6(�) returns a set of beliefs de�ned by:ut6(�) = f� 2 K : � 6 �g



3.1. THE AGM BELIEF REVISION PARADIGM 103A Cut() funtion is introdued in Chapter 4 when the Rapid Anytime Maxi-adjustmenttransmutation algorithm (RAM) is illustrated. The Cut() funtion an be seen as theimplementation of the above ut operation. However, the Cut() funtion assumesthat the entrenhment rank of a belief � or the ranks of two delimiting beliefs areknown. A formal de�nition of ut was also introdued with respet to a �nite par-tial entrenhment ranking [Wil95℄. However, the above de�nition is more general inthe sense that it applies to both epistemi entrenhment orderings and �nite partialentrenhment rankings. Moreover, the above de�nition whih is based on [Wil96a℄ ismore onise and preise than the one presented in [Wil95℄.The AGM belief revision framework provides a rigorous foundation for modellingthe hanges of belief states in rational agents. As a belief set K is a theory of a logiallanguage and a theory ould be in�nite even for a �nite language, there ould be a rep-resentation problem for epistemi entrenhment orderings when they are implementedon omputer-based systems whih store �nite data strutures. Moreover, the AGMhange funtions take a belief set and a sentene as inputs and produe a modi�ed be-lief set suh as K�L 7! K. The hange funtions do not produe a revised epistemientrenhment ordering as output. This makes it diÆult to perform iterated beliefrevision whih is often a ompulsory feature for many real-life appliations. For ex-ample, in the ontext of adaptive information retrieval, the information agents' beliefsabout users' information needs require ontinuous revision beause the users' interestshange over time. As a whole, for a omputer-based implementation of the AGM belief



104 CHAPTER 3. BELIEF REVISION AND EXPECTATION INFERENCEfuntions, a �nite representation of epistemi entrenhment and an iterated belief re-vision mehanism are needed. Williams has proposed the �nite partial entrenhmentranking (B) that ranked the sentenes of a theory in L with the minimum possi-ble degree of entrenhment (6B) [Wil95℄. Moreover, implementing the AGM hangefuntions based on a transmutation mehanism was also explored [Wil94℄. The Ad-justment transmutation algorithm [Wil95℄ whih exatly implements the AGM hangefuntions, and the Maxi-adjustment algorithm [Wil96b, Wil97℄ whih is based on therationale of absolute minimal hange under maximal information inertia have alsobeen developed. In a transmutation-based approah, belief revision is not just takenas adding or removing sentenes to or from belief sets but also the transmutation ofthe underlying epistemi entrenhment ranking. A �nite partial entrenhment rank-ing B assigns the minimal degree of entrenhment (in terms of a real number) to eahsentene, and hene indues the underlying epistemi entrenhment ranking. Thefollowing de�nitions are based on Williams' work [Wil95, Wil96a, Wil96b, Wil97℄:
De�nition 3 A �nite partial entrenhment ranking is a funtion B that maps a �nitesubset of sentenes of L to the real interval [0, 1℄ suh that the following onditionsare satis�ed for all � 2 dom(B):(PER1) f� 2 dom(B) : B(�) < B(�)g 6` �.(PER2) If ` :� then B(�) = 0.(PER3) B(�) = 1 if and only if ` �.



3.1. THE AGM BELIEF REVISION PARADIGM 105(PER1) states that the set of sentenes ranked stritly higher than a sentene �annot entail �. In other words, a logially stronger sentene should have a lower en-trenhment degree represented by B(�). This property of �nite partial entrenhmentranking orresponds to the postulate of epistemi entrenhment (EE2). The mean-ing of (PER2) is that inonsistent sentenes have the lowest entrenhment degree orshould be ranked at the highest position. (PER3) says that valid sentenes are as-signed the maximal entrenhment degree or should be ranked the lowest. The set of allpossible �nite partial entrenhment rankings is denoted B. B(�) is referred to as thedegree of aeptane of an expliit belief �. The expliit information ontent of B 2 Bis f� 2 dom(B) : B(�) > 0g, and is denoted exp(B). In other words, exp(B) de�nesa �nite theory base whih aptures a rational agent's expliit beliefs. In addition,the impliit information ontent of B 2 B is derived by Cn(exp(B)), and is denotedontent(B). The operator Cn is the lassial onsequene operator as de�ned before.Therefore, ontent(B) orresponds to the belief set K, whih is the information on-tent of an agent's knowledge base haraterising an IR ontext. For a set � of expliitbeliefs, the degree of aeptane of � is de�ned by B(�) = min(fB(�) : � 2 �g). Inorder to desribe the epistemi entrenhment ordering (6B) generated from a �nitepartial entrenhment ranking B, it is neessary to ompute the degrees of aeptane(i.e., entrenhment degress) of impliit beliefs. The following de�nition is equivalentto the one presented in [Wil97℄ but our re�ned de�nition is based on the ut operationde�ned in De�nition 2:



106 CHAPTER 3. BELIEF REVISION AND EXPECTATION INFERENCEDe�nition 4 Let � 2 L be a ontingent sentene. Let B be a �nite partial entrenh-ment ranking and � 2 exp(B). The degree of aeptane of � is de�ned by:degree(B; �) = 8>><>>: sup(fB(�) 2 ran(B) : ut6B(�) ` �g) if � 2 ontent(B)0 otherwiseThe sup operator returns the maximal degree of aeptane from a set of ordinalsin the range of B. The ut6B(�) operation extrats a set of expliit beliefs whih isat least as entrenhed as � from an epistemi entrenhment ordering 6B generatedbased on a �nite partial entrenhment ranking B. Therefore, the above de�nitionstates that the degree of aeptane of an impliit belief � equals the maximal degreeof aeptane of a ut (in aordane with 6B) of expliit beliefs that lassially entail�. The Maxi-adjustment method [Wil96b, Wil97, Wil96a℄ transmutes (e.g., raisingor lowering) the degrees of the expliit sentenes in a theory base to simulate the pro-esses of inorporating beliefs into (or removing beliefs from) a belief set. In order toimplement the AGM hange operations whih are applied to a set of logially losedsentenes, the Maxi-adjustment algorithm needs a lassial theorem prover to evaluatethe impliit sentenes aptured in ontent(B). The Maxi-Adjustment method di�ersfrom the Adjustment method whih exatly implement the standard AGM hangefuntions in that it transmutes a partial entrenhment ranking B aording to therationale of absolute minimal hange under maximal information inertia [Wil96b℄. Inother words, it may retain even more sentenes than the standard AGM ontration



3.1. THE AGM BELIEF REVISION PARADIGM 107funtion while preserving the AGM priniples of minimal and onsistent belief hange.In addition, Williams also tried to introdue the notion of reasons as advoated bySpohn [Spo87℄ and reason maintenane in her Maxi-adjustment method [Wil96a℄.With referene to �nite partial entrenhment rankings, a sentene � is a reason of �if and only if degree(B; � ! �) > B(�). However, the main di�erene between theMaxi-adjustment transmutation method and the Adjustment method whih diretlyimplements the standard AGM belief funtions is that the sentenes in the theorybase exp(B) are assumed independent unless logial dependenes an be derived via`. This assumption behind the Maxi-adjustment method makes it a better andidatefor modelling belief hanges in many real-life appliations. The assumptions behindthe Maxi-adjustment method orrespond to the harateristis as demonstrated in IRappliations. For example, when modelling the IR requirements of information seek-ers, term independeny is often assumed unless the inter-dependenies are expliitlyspei�ed. This approah has been adopted in existing quantitative IR models [SM83℄as well as logi-based IR models [LB98℄. The following is a re-prodution of thede�nition of the Maxi-adjustment method based on [Wil96a℄:De�nition 5 Let B 2 B be �nite. The range of B is enumerated in asending ordersuh as j0; j1; j2; : : : ; jmax. Let � be a ontingent sentene, jm = degree(B; �) and0 � i < 1. Then the (�; i) Maxi-adjustment of B is B?(�; i) de�ned by:B?(�; i) = 8>><>>: B�(�; i) if i � jm(B�(:�; 0))+(�; i) otherwise



108 CHAPTER 3. BELIEF REVISION AND EXPECTATION INFERENCEwhere for all � 2 dom(B), B�(�; i) is de�ned as follows:1. For � with B(�) > jm; B�(�; i)(�) = B(�).2. For � with i < B(�) � jm, suppose B�(�; i)(�) for � is de�ned with B(�) �jm�k for k = 0; 1; 2; : : : ; n� 1, then for � with B(�) = jm�n,
B�(�; i)(�) =

8>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>:
i if � ` � or� 6` � and � 2 �where � is a minimal subset off : B() = jm�ng suh thatf : B�(�; i)() > jm�ng [ � ` �B(�) otherwise3. For � with B(�) � i ;B�(�; i)(�) = B(�).

For all � 2 dom(B) [ f�g; B+(�; i) is de�ned as follows:
B+(�; i)(�) =

8>>>>>>>>>><>>>>>>>>>>:
B(�) if B(�) > ii if � � � orB(�) � i < degree(B; �! �)degree(B; �! �) otherwiseThe algorithm deals with ontingent sentenes beause they are the prinipleases. For a valid sentene, a transmutation operation an easily be de�ned andimplemented by assigning the sentene with the maximal degree. On the other hand,



3.1. THE AGM BELIEF REVISION PARADIGM 109for an inonsistent belief as input, a transmutation operation an trivially be doneby returning the existing entrenhment ranking. The intuition of the above de�nitionis that if the new entrenhment degree i of a sentene � is less than its existingdegree jm, it is equivalent to a ontration operation (i.e., lowering its degree). Aontration operation is implemented by B�(�; i) in the algorithm. If the new degreeof � is higher than its existing degree, it is onsidered a revision operation. Hene,:� must �rst be assigned the lowest degree of aeptane (i.e., ontrating it fromthe belief set). The ontration proess ould be very time onsuming beause :�may not be in the theory base exp(B), but implied by other expliit beliefs in thetheory base. So, a theorem prover must be invoked to perform the satis�ability hek.After ontrating :� and all the beliefs that entail :�, the degree of � is raised tothe new degree i. This proess orresponds to belief expansion and is implemented byB+(�; i) in the algorithm. Therefore, the Maxi-adjustment method ensures that theAGM priniple of onsistent belief revision is enfored (i.e., ontent(B) 6` ?). Duringraising or lowering of the degree of �, the degrees of other sentenes in the theory baseare adjusted in a minimal way suh that the (PER1) property (i.e., the dominaneproperty of epistemi entrenhment) is maintained. This is a very time onsumingproess sine it invokes the theorem prover to prove ertain logial onditions foreah sentene being a�eted by the belief hange proess. It should be noted thatwith referene to the postulates (K�1) to (K�8), the part B�(�; i)(�) = i if � ` �in the Maxi-adjustment method is not an element of a standard AGM ontrationoperation. It was introdued as a kind of reason maintenane alled subsumption



110 CHAPTER 3. BELIEF REVISION AND EXPECTATION INFERENCEremoval [Wil97℄. For instane, if � is the only reason for � to be inluded in a beliefset, � should not exist after � is ontrated. It has been shown that if i > 0 thenontent(B?(�; i)) = (ontent(B))�� [Wil96b℄. In other words, maxi-adjustment withi > 0 is an AGM revision. On the other hand, ontent(B?(�; 0)) satis�es all but thereovery postulates for AGM ontration [Wil96b℄.The advantage of the Maxi-adjustment method for belief revision an be illus-trated with an example. Assuming that an information seeker is looking for dou-ments about \apple", \banana", and \at". Her preferenes an be haraterised byan epistemi entrenhment ordering whih is �nitely represented by a �nite partialentrenhment ranking B:B(apple) = 0:8B(banana) = 0:7B(at) = 0:6If the information seeker is no longer interested in douments about \apple",a ontration funtion an be de�ned to model the hange of her beliefs. By us-ing the standard AGM ontration funtion K� as de�ned by the (C-) ondition inTheorem 1, K�apple = fg is derived beause apple 6< (banana _ apple) and apple 6<(at _ apple) are true. The degree of aeptane degree(B; banana _ apple) = 0:8for the belief (banana _ apple) is omputed aording to De�nition 4. Therefore,apple 6< (banana _ apple) is derived. Similarly, apple 6< (at _ apple) is also derived.



3.1. THE AGM BELIEF REVISION PARADIGM 111In other words, if an information agent is told that the information seeker gives up herinterest about \apple", the agent will believe that she is no longer interested in \ba-nana" nor \at". Is it true that a person who does not like \apple" will always rejet\banana" or \at"? The problem is not aused by the AGM rationale of belief hangebut the impliit assumption of the (C-) ondition where information in the belief set isinter-related by default. On the other hand, by applying the Maxi-adjustment methodto model the same situation, the result of B?(apple; 0) = f(banana; 0:7); (at; 0:6)g isobtained. With referene to the ontration part of the Maxi-adjustment method, itis easy to see that the minimal subsets in the two entrenhment ranks are fbananagand fatg respetively. In either ase, the minimal subset � together with any stritlymore entrenhed beliefs does not entail apple (i.e., f : B�(�; i)() > jm�ng [ � ` � isnot true). Therefore, the entrenhment degrees are not hanged B�(�; i)(�) = B(�).In other words, the beliefs (banana; 0:7) and (at; 0:6) are retained in the belief set.The Maxi-adjustment method seems to appropriately model the hanges of beliefs inadaptive information agents.The most ostly proedure of the Maxi-adjustment method is to evaluate ifthe minimal subsets � together with other stritly more entrenhed beliefs in theentrenhment ranking will entail �, the sentene to be assigned a lower degree inthe ontration operation B�(�; i). If there are many sentenes in the same rank, theomputational omplexity grows exponentiallyO(2N) in the worst ase, whereN is thenumber of sentenes with the same rank. In general, O(2N) is required to enumerate



112 CHAPTER 3. BELIEF REVISION AND EXPECTATION INFERENCEall the possible subsets of a base set with size N . The proof of whether eah subsetan logially entail � is ostly as well although a polynomial time algorithm exists ifthe representation language is a lassial propositional Horn language LHorn [Hod93℄.Lang has proven that if B has x natural partitions then it requires log2 x satis�abilityheks [Lan97℄. So, the omputational ost of the Maxi-adjustment method dereasesas the number of ranks inreases. When the ideal ase ours where eah rank inB ontains only one sentene, the omputational omplexity of the Maxi-adjustmentalgorithm is polynomial sine log2 x plus the polynomial time for the satis�abilityhek of x sentenes of LHorn is till haraterised by a polynomial time omplexity.Williams has proposed the anytime version of the Maxi-adjustment method whihan approximate B?(�; i) based on a time parameter that de�nes the maximum timeallowed for eah B�(�; i)(�) or B+(�; i)(�) operation [Wil97℄. The anytime approahallows a trade-o� between omputational ost and the quality of the belief revisionproesses. Basially, the anytime algorithm opies all the un-hanged beliefs to a newtheory base �rst. For eah belief � from the problemati segment of the theory base,transmutes the degree of � as de�ned in the Maxi-adjustment method and opies itto the new theory base if the elapsed time is within the time limit. Therefore, theanytime algorithm an revise as many beliefs as possible while ensuring that all theproperties of epistemi entrenhment are ful�lled. However, whether this approah isfeasible for large real-life appliations still requires empirial evaluation. One of theontributions of this thesis is to provide an answer for suh a researh question.



3.2. THE RAPID MAXI-ADJUSTMENT METHOD 113An alternative of implementing the AGM hange funtions is to develop anothermore eÆient transmutation method whih avoids the omputational bottle-nek ofgenerating and evaluating the minimal subsets � in an entrenhment ranking (therebyirumventing the O(2N) omputational ost) and yet adheres to the AGM prinipleof minimal and onsistent belief revision. To this end, the Rapid Maxi-adjustmentmethod is proposed in this thesis. In partiular, the anytime version of this methodalled Rapid Anytime Maxi-adjustment (RAM) is the standard transmutation methodfor implementing the AGM hange funtions in adaptive information agents. Theomputational algorithm of RAM will be illustrated in Chapter 4.
3.2 The Rapid Maxi-adjustment MethodThe Rapid Maxi-adjustment method is developed based on the Maxi-adjustmentmethod. The major improvement is the removal of the minimal subset generationproedure during belief ontration. Moreover, the reason maintenane mehanism isalso removed beause ausal reasoning is less appliable to IR proesses. Finally, someorretions to the Maxi-adjustment method are done so that the segment of a �nitepartial entrenhment ranking under revision is learly identi�ed to failitate perfor-mane tuning. The anytime feature is not inluded in the following logial de�nitionbeause it is more an implementation oriented feature.De�nition 6 Let B 2 B be �nite. Let � be a ontingent sentene, j = degree(B; �)



114 CHAPTER 3. BELIEF REVISION AND EXPECTATION INFERENCEand 0 � i < 1. Then the (�; i) Rapid Maxi-adjustment of B is B?(�; i) de�ned by:
B?(�; i) =

8>>>>>>>>>><>>>>>>>>>>:
B�(�; i) if i < j(B�(:�; 0))+(�; i) if i > jB+(�; i) if i = j > 0 and � 62 exp(B)B otherwisewhere for all � 2 dom(B), B�(�; i) is de�ned as follows:

1. For � with B(�) > j; B�(�; i)(�) = B(�).2. For � with i < B(�) � j,
B�(�; i)(�) = 8>>>>>><>>>>>>: i if f : B�(�; i)() > B(�)g [fÆ : B�(�; i)(Æ) = B(�) ^ Seq(Æ) � Seq(�)g ` �B(�) otherwise3. For � with B(�) � i; B�(�; i)(�) = B(�).
For all � 2 dom(B) [ f�g; B+(�; i) is de�ned as follows:
1. For � with B(�) � i; B+(�; i)(�) = B(�).2. For � with j � B(�) < i,



3.2. THE RAPID MAXI-ADJUSTMENT METHOD 115
B+(�; i)(�) = 8>><>>: i if i < degree(B; �! �)degree(B; �! �) otherwise3. For � with B(�) < j; B+(�; i)(�) = B(�).When a transmutation proess begins, the algorithmwill not invoke a ontrationproess B�(�; i) if the entrenhment degree of the belief � 2 exp(B) under questiondoes not hange. The Rapid Maxi-adjustment method eliminates the omputationalbottle-nek of evaluating the minimal subsets in a rank when a ontration operationis performed. The B�(�; i)(�) part works by sequentially proessing eah a�etedbelief �. When a belief � from the problemati segment of B (e.g., i < B(�) � j) isevaluated, � together with other beliefs with the same entrenhment rank but assignedlower sequene numbers suh as fÆ : B�(�; i)(Æ) = B(�)^ Seq(Æ) � Seq(�)g and thestritly more entrenhed beliefs suh as f : B�(�; i)() > B(�)g are added to thetheorem prover to test if they an logially entail �. If it is true, the degree of � willbe lowered to i. Moreover, the sentene � will be removed from the theorem proverbefore evaluating the remaining sentenes in the problemati segment. Thereby, theproperties of �nite partial entrenhment ranking are maintained. The Seq funtionsimply assigns unique numbers to the beliefs residing in the same rank in asendingorder, the Seq onstrut is not part of an epistemi entrenhment ranking. It isintrodued to handle beliefs with the same epistemi entrenhment degrees. If LHornis hosen as the representation language, the Rapid Maxi-adjustment algorithm will



116 CHAPTER 3. BELIEF REVISION AND EXPECTATION INFERENCEonly involve polynomial time omplexity (i.e., log2 x plus the polynomial time forproving x horn lauses). Another distint advantage of the Rapid Maxi-adjustmentmethod is that it may retain more beliefs than the Maxi-adjustment does in someases. This shows the operational harateristi of the proposed method in termsof ful�lling the AGM priniple of minimal hanges. The following example showsthe advantage of the Rapid Maxi-adjustment method. An agent's theory base isdesribed by a �nite partial entrenhment ranking. The sequene numbers on the leftare not part of the �nite partial entrenhment ranking. These numbers help uniquelyidentify eah belief, and they an be seen as the sequene numbers returned by the Seqfuntion when there are several beliefs in the same entrenhment rank. rankingB. Aninformation agent pereives an IR ontext in terms of some beliefs suh as \Australia",\Brazil", \Canada", \Denmark", \Egypt" beause its user is interested in retrievinginformation about these ountries. These beliefs are represented by the orrespondingpropositions of L. Initially, the agent's theory base exp(B) omprises a set of beliefsharaterising the user's preferenes of information pertaining to di�erent ountries.By relevane feedbak, the user informs the agent that she is no longer interestedin information about \Australia". The agent's knowledge base ontent(B) needs tobe revised by invoking a belief revision operation suh as B?(:australia; 0:9). Theagent's initial theory base and the theory bases after applying the standard AGMAdjustment method, the Maxi-adjustment method, and the Rapid Maxi-adjustmentmethod are shown as follows:



3.2. THE RAPID MAXI-ADJUSTMENT METHOD 117Before Belief Revision1. B(australia _ brazil) = 0:82. B(australia _ denmark) = 0:73. B(:anada _ :brazil) = 0:64. B(anada) = 0:65. B(denmark) = 0:66. B(egypt) = 0:6Standard AGM revision7. B(:australia) = 0:91. B(australia _ brazil) = 0:82. B(australia _ denmark) = 0:75. B(denmark) = 0:6For all these transmutation methods, the revision proedure will �rst ontratthe belief australia from the belief set K = ontent(B). In other words, any expliitbeliefs that logially entail australia are ontrated from the theory base exp(B).Then, the belief (:australia; 0:9) is revised into the theory base. It is obvious that theexpliit beliefs faustralia _ brazil;:anada _ :brazil; anadag entail australia. A-ording to the (C-) ondition, the standard AGM ontration will ontrat :anada_:brazil sine australia 6< ((:anada_:brazil)_ australia) is derived. Aording toDe�nition 4, degree(B; (:anada_:brazil)_australia) = 0:6 = degree(B; australia)is true. Similarly, anada and egypt are ontrated. The belief denmark is retainedRevision by Maxi-adjustment7. B(:australia) = 0:91. B(australia _ brazil) = 0:82. B(australia _ denmark) = 0:75. B(denmark) = 0:66. B(egypt) = 0:6



118 CHAPTER 3. BELIEF REVISION AND EXPECTATION INFERENCERevision by Rapid Maxi-adjustment7. B(:australia) = 0:91. B(australia _ brazil) = 0:82. B(australia _ denmark) = 0:73. B(:anada _ :brazil) = 0:65. B(denmark) = 0:66. B(egypt) = 0:6
beause B(australia _ denmark) = 0:7 > degree(B; australia) = 0:6. For the beliefrevision proess implemented via the Maxi-adjustment method, one more belief egyptis retained beause the ontration riterion is B�(�; i)(�) = i if f : B�(�; i)() >jm�ng [ � ` � is true. The minimal subset � = f:anada _ :brazil; anadag isdeveloped for the rank with beliefs having entrenhment degree 0:6 in this example.This minimal subset � together with other more entrenhed beliefs entail australia,and so all the sentenes of � are assigned the degree 0. Other sentenes in the samerank but not ontained in � are retained.For the Rapid Maxi-adjustment method, the ontration riterion isB�(�; i)(�) =i if f : B�(�; i)() > B(�)g [ fÆ : B�(�; i)(Æ) = B(�) ^ Seq(Æ) � Seq(�)g ` �is true. The above ondition is true when the fourth belief anada is added to thetheorem prover to prove australia, and so the degree of anada is lowered to zero.After this adjustment operation, eah belief in this rank (i.e., degree = 0.6) togetherwith any stritly more entrenhed beliefs do not entail australia. Therefore, morebeliefs are retained at the end of the ontration proess. The proposed Rapid Maxi-adjustment method is more eÆient than the Maxi-adjustment method sine there is



3.3. EXPECTATION INFERENCE RELATIONS 119no need to arry out the time-onsuming proess of omputing the minimal inon-sistent subsets in a rank (e.g., the beliefs with entrenhment degree equal 0.6). Asdemonstrated in this example, the Rapid Maxi-adjustment method is also more e�e-tive in terms of ful�lling the minimal belief hange riterion than the Maxi-adjustmentmethod does. However, in this thesis, we will validate the qualities of the Rapid Maxi-adjustment approah by onduting empirial evaluations of the method within largeadaptive information �ltering experiment. The evaluation work and the results willbe reported in Chapter 5.
3.3 Expetation Inferene RelationsWhen an intelligent agent attempts to solve a problem, it may not have ompleteinformation about the problem domain. However, it may still be useful if the agentan develop tentative solutions in a timely fashion. When more information about theproblem domain is obtained later on, the agent must be prepared to alter its tenta-tive onlusion if the new information ontradits previous information from whih thetentative onlusion is drawn. This kind of situation prevails in adaptive informationretrieval where little information about the retrieval ontexts is known at the begin-ning. However, with the help of users' relevane feedbak, more information aboutthe retrieval ontexts may be obtained later. The new information about the retrievalontexts requires information agents to revise their beliefs about the situations, andalter their previous deisions about doument seletion. Nonmonotoni reasoning pro-



120 CHAPTER 3. BELIEF REVISION AND EXPECTATION INFERENCEvides a formal framework for intelligent agents to make quik deisions when they arefaed with inomplete and unertain information. In lassial logis the derivabilityrelation ` allows an agent to determine if a formula � follows from a set of premises �.The set of onlusions are assumed to grow monotonially (i.e., Cn(�) � Cn(�[f�g)for any new information �). The notion of nonmonotoni inferene allows an intel-ligent agent to draw tentative onlusions, and these onlusions an be retratedwhen more aurate information is available later [KLM90, LM92, Mak93℄. Unlikethe lassial inferene relation `, the information dedued via a nonmonotoni infer-ene relation jv grows nonmonotonially. In general, � jv � means that the piee ofinformation � nonmonotonially entails another piee of information �. Aordingto G�ardenfors and Makinson [GM94℄, well-behaved nonmonotoni inferene relationsan be haraterised by the following properties. These properties are presented in away to failitate the disussion of applying nonmonotoni inferene to IR rather thanestablishing a one to one mapping to the postulates of the AGM belief funtions. Arelation jv is an inferene relation i� it satis�es the four postulates:
� ` � (Supralassiality)� jv �� � � � jv  (Left Logial Equivalene)� jv 



3.3. EXPECTATION INFERENCE RELATIONS 121
� jv � � `  (Right Weakening)� jv � jv � � jv  (And)� jv � ^ An inferene relation jv is a well-behaved nonmonotoni inferene relation i� itis an inferene relation and it satis�es the following four postulates:� jv � � ^ � jv  (Cut)� jv � jv � � jv  (Cautious Monotony)� ^ � jv � jv  � jv  (Or)� _ � jv � j� :� � jv  (Rational Monotony)� ^ � jv An inferene relation jv is an expetation inferene relation (jKv) i� it is a non-monotoni inferene relation and it additionally satis�es the postulate of onsistenypreservation: � jv ? (Consisteny Preservation)� ` ?



122 CHAPTER 3. BELIEF REVISION AND EXPECTATION INFERENCEIt has been shown that the set of postulates haraterising the expetation infer-ene relations an be translated to the set of postulates whih de�ne the AGM beliefrevision funtions [MG91℄. Indeed, belief revision and nonmonotoni inferene areviewed as two sides of the same oin [GM94℄. The relevane of nonmonotoni reasoningwith respet to IR has reeived onsiderable interest [BH94, BH96, Hun96, Seb94℄. A-ordingly, nonmonotoni inferene provides adaptive information agents with a soundand robust formalism to make deisions regarding doument relevane. G�ardenforsand Makinson [MG91, GM94℄ have examined the interonnetions between belief re-vision and nonmonotoni inferene. In general, the interonnetion between beliefrevision and nonmonotoni inferene is desribed by the following relationship:� 2 K�� � � jKv �where K�� is the revision of a belief state K with respet to a formula �, and thisproess is taken as the nonmonotoni inferene from � to � given the set K offormulae as bakground expetations. More spei�ally, G�ardenfors and Makinsonexamined the orderings of formulae in K and how the orderings an be used to de�nea lass of nonmonotoni inferene relations. They evaluated a subset of the epistemientrenhment postulates (EE1) to (EE3), and alled the orderings as haraterisedby (EE1) to (EE3) the expetation orderings. It was found that both the expetationorderings and the epistemi entrenhment orderings would generate the same lassof nonmonotoni inferene relations whih satisfy the postulates of the expetationinferene relations. The formal de�nition of expetation inferene was �rst proposed



3.3. EXPECTATION INFERENCE RELATIONS 123by G�ardenfors and Makinson [GM94℄. The following de�nition is based on theirproposal with the emphasis on the beliefs in a belief set K:De�nition 7 jKv is a omparative expetation inferene relation i� there is an order-ing 6 satisfying (EE1) - (EE3) suh that the following ondition holds:(C jKv) � jKv � i� � 2 Cn(f�g [ f 2 K: :� < g)Expetation inferene provides a sound and powerful inferene framework fordeveloping the deision making mehanisms in adaptive information agents. It is ar-gued that onservatively monotoni IR models are promising beause the operationalharateristi of IR proesses are essentially onservatively monotoni [BSW00℄. Asharaterised by the postulates of autious monotony and rational monotony, it iseasy to �nd that the kind of deision making (i.e., doument lassi�ation) meha-nisms underpinned by expetation inferene demonstrates onservatively monotoniproperty beause given the fat � jKv , the expansion � ^ � jKv  is not alwayspossible. Extending an agent's beliefs suh as � ^ � subjets to ertain restritions.In fat, the nonmonotoni axioms suh as \Cut", \And", and \Cautious Monotony"have diret ounterparts in the set of properties haratering well-behaved IR mod-els [BH94, HW98, BSW00℄. The nonmonotoni axiom of \Rational Monotony" alsoplays an important role in establishing the fundamental property suh as QLM ofommon sense aboutness whih haraterises the prominent features of IR mod-els [BSW00℄. An obvious advantage of applying the AGM belief revision paradigmto develop adaptive information agents is that the learning omponents and the las-



124 CHAPTER 3. BELIEF REVISION AND EXPECTATION INFERENCEsi�ation omponents an be seamlessly integrated in these agents. The learningfuntions of the agents are haraterised by the AGM belief revision funtions K��and the lassi�ation funtions of the agents are underpinned by expetation infer-ene � jKv �. In the ontext of IR, a belief set K represents an agent's pereptionabout a partiular retrieval ontext, and � is the relevane feedbak information pro-vided by a user. In general, a relevane feedbak an be seen as a re�ned query orinformation whih leads to the development of a re�ned query. Therefore, � jKv �represents the evaluation of a doument representation � with respet to the re�nedquery �. Sine an adaptive information agent funtions like a user pro�le whih holdsmultiple long term reurring queries for a user, the inferene proess in the lassi�a-tion omponent of the agent an also be oneptualised as K jKv � where the agentuses all the information about a user's queries and the query ontext to dedue if adoument is relevant or not with respet to these queries.
3.4 The AGM Paradigm in the Context of IRThis setion briey desribes some fundamental onepts in IR [BH94, BSW00℄ sothat the assumptions of the AGM belief revision paradigm an be evaluated in theontext of IR. Partiularly, epistemi entrenhment whih underpins the AGM belieffuntions will be examined with referene to the fundamental IR onepts.Information Carriers: Information arriers (IC ) represent the ontent of infor-mation. Examples of ICs are douments, parts of douments (e.g., a setion) and



3.4. THE AGM PARADIGM IN THE CONTEXT OF IR 125doument desriptors, suh as keywords. The lowerase letters suh as i, j, et. areused to represent information arriers. The elementary information arriers that an-not be further deomposed are alled atomi information arriers. From an appliationpoint of view, keywords or terms are elementary enough to be onsidered as atomiinformation arriers.Information Containment : As some information arriers onvey more informa-tion about a situation(s) than others, it was suggested that information an be par-tially ordered with respet to information ontainment, denoted by !T [Bar89b℄.i !T j i� information arrier i ontains all the information arried by informationarrier j.Information Composition: Information arriers an be omposed to form moreomplex information arriers. For example, information arriers suh as river andpollution an be omposed beause river � pollution means the pollution of rivers.More formally, i� j is the smallest information arrier (with respet to the ordering!T ) that preisely ontains the information arried by information arriers i and j.There is a di�erene between � desribed here and ^ used in Boolean retrieval mod-els. The Boolean operator ^ assumes terms independene. However, it is assumedthat � satis�es idempoteny, but ommutativity and assoiativity an not be takenfor granted beause they are dependent on the semanti meanings of assoiated in-formation arriers. In general, an information language LT whih is built from a setof terms an be de�ned [Bru96℄: Let IC be a set of information arriers, then, (1)



126 CHAPTER 3. BELIEF REVISION AND EXPECTATION INFERENCEIC � LT ; (2) if i; j 2 LT then (i� j) 2 LT .Aboutness: Information retrieval is driven by a proess whih deides whether adoument is about a query. Abstrating from douments and queries renders the IRproess as one whih deides whether one information arrier is about another. Re-ently, \Aboutness" has been examined as a by produt of researh within logi-basedinformation retrieval [Rij89℄. Early attempts viewed aboutness as being a model-theoreti relation, that is a doument was onsidered as a sort of model in whih thequery was interpreted [BH94℄. More reent investigations have shown that about-ness is similar in many ways to nonmonotoni onsequene [BL98, Bru96, BSW00,WSBC01, AG96℄. For example, an information arrier i is deemed to be about infor-mation arrier j, denoted i j=a j if the information borne by j holds in i. In otherwords, information arrier j is a summary or an abstration of information arrier i.Information Prelusion: Not all information arriers an be meaningfully om-posed beause the information that they arry is ontraditory. In general, infor-mation arriers i and j are said to prelude eah other, denoted i ? j [BH94℄. Itis natural to assume that any fat preludes its negation (i.e. i ? :i). This is theonept of logial onsisteny in lassial logi. Within IR, information arriers natu-rally prelude eah other with respet to the information need of a user [Bru96℄. Forinstane, apple ? orange if the user just wants to retrieve information about applesrather than oranges.Adaptive information agents are intelligent agents whih hold beliefs about re-



3.4. THE AGM PARADIGM IN THE CONTEXT OF IR 127trieval ontexts and predit the relevane of douments with respet to these beliefs.Sine retrieval ontexts will hange over time, the agents' beliefs about these retrievalontexts must also be revised promptly and appropriately. The AGM belief funtionsprovide a robust formalism to model the learning omponents of adaptive informa-tion agents. After presenting a doument to a user, an information agent will reeivethe user's relevane feedbak � about the doument. This feedbak information isused to re�ne the agent's beliefs about the retrieval ontext, and the proess is mod-elled by the AGM belief revision funtion K��. After obtaining the latest informationabout a retrieval ontext, the information agent deides if ertain douments shouldbe retrieved for its users. This proess is underpinned by the expetation inferenerelation K jKv d, where d is the logial representation of a doument. The applia-tion of expetation inferene to adaptive IR is slightly di�erent from its usage in atheoretial ontext. For instane, the emphasis is not on � jKv �, where � and � anbe viewed as an individual query and the representation of a doument respetively.Sine adaptive IR is onerned about retrieving douments with respet to a set oflong-term reurring queries, it makes sense to evaluate K jKv d, where K represents aretrieval ontext whih omprises all the related queries. The following disussion isbased on the work presented in [LtHB99℄.An example is used to illustrate the belief revision proess at the oneptual level.If a user is interested in douments about Japanese, Buddhism, and Sushi, her initialinformation needs an be represented by a belief set: K = fjapanese; buddhism; sushig.



128 CHAPTER 3. BELIEF REVISION AND EXPECTATION INFERENCEIf the user's information preferene shifts from Japanese to English later on, the infor-mation agent will employ the belief revision funtion to revise the belief of English toits belief set i.e. K�english. It is assumed that English ? Japanese is true in this ontext.This information prelusion relation an be deteted by observing a positive feedbakfrom a doument ontaining information arrier English, and a negative feedbak froma doument ontaining information arrier Japanese. Beause of English ? Japanese,a ontration operation K�japanese must �rst be invoked to remove the belief Japanesefrom the belief set. In general, to implement preferential prelusion (?), both the be-lief revision funtion and the belief ontration funtion are involved. The IR proessan be expressed in terms of belief revision operations suh as i?j � (K�j )�i , wherei 2 IC+ and j 2 IC�. The AGM rationale of minimal and onsistent hanges is quiteappliable in adaptive IR. With referene to this example, after inorporating thenew belief English into the agent's knowledge base, the beliefs of Sushi and Buddhismshould remain beause the user is still interested in this information. Moreover, if thebelief english is in the belief set, the belief :english should not be there. It doesnot make sense to retrieve douments about English and not to retrieve doumentsabout English at the same time. The AGM belief revision logi is able to maintainthe desirable properties exhibited in adaptive IR proesses. Sine epistemi entrenh-ment is used to onstrut the AGM belief funtions, its validity in the ontext of IRshould be examined before applying this formalism to develop adaptive informationagents. The �ve postulates of epistemi entrenhment are examined with respet tothe fundamental IR onepts. In general, beliefs are taken as information arriers,



3.4. THE AGM PARADIGM IN THE CONTEXT OF IR 129and epistemi entrenhment orderings an be interpreted as preferene orderings overinformation arriers in the ontext of IR. Then, a set of information arriers K is usedto partially apture a retrieval ontext.
(EE1): 8a; b;  2 K : a 6 b 6  implies a 6  (transitivity)In IR, it is believed that a user's information need imposes a preferential order-ing on the underlying set of douments [BL98℄. Furthermore, it is assumed that thepreferene relation is irreexive and transitive. For example, if an information seekerprefers doument  over b, and doument b over a, then it means that she prefersdoument  over a. As douments are in fat information arriers, it implies thata transitive preferene relation exists among information arriers. Therefore, EE1 isvalid in the ontext of IR.
(EE2): 8a; b 2 K : a ` b implies a 6 b (dominane)To examine this property in the ontext of IR, the lassial (`) derivabilityrelation must �rst be interpreted in terms of IR onepts. The aboutness relation (j=a)in IR seems a ounterpart of the derivability relation in lassial logi. The left handside of the aboutness relation represents a spei� information arrier and the righthand side of the aboutness relation is an abstration about the information arrier. Forexample, given an aboutness relation suh as salmon j=a �sh, is salmon 6 fish? If we



130 CHAPTER 3. BELIEF REVISION AND EXPECTATION INFERENCEinterpret 6 in terms of defeasibility, will \salmon" be a more defeasible informationarrier than \�sh"? In a query re�nement situation, assuming that a user is interestedin di�erent kinds of �sh, she may try out di�erent information arriers like \salmon",\tuna", \bream", et. until she �nally reeives some relevant information from theIR system. In other words, her beliefs about the information arriers hange from\salmon" to \tuna", and from \tuna" to \bream". Nevertheless, the informationneed is still represented by the information arrier \�sh". Therefore, the informationarrier of \�sh" is less defeasible than either \salmon", \tuna", or \bream". So, in aquery re�nement situation, the aboutness relation demonstrates the harateristi asdesribed by EE2.Brooks has onduted a phenomenologial study about human pereption intext-based objets [Bro95℄. This study may provide further support of the validityof (EE2) among information arriers. In this study, hierarhial thesauri apturingthe semanti relationships suh as \generalisation" and \speialisation" among textswere used to evaluate human pereption about text relevane given the generalisationor speialisation transformations of texts. These semanti relationships are essen-tially the information ontainment relations !T disussed in the ontext of IR. Forexample, SoftwareAgent !T DistributedAI !T ComputerSienes !T Sienes.In Brooks' study, it was found that the pereived relevane of text would be bro-ken approximately after two semanti steps. For instane, if a user pereives thatthe information arrier SoftwareAgent is relevant to her needs, both DistributedAI



3.4. THE AGM PARADIGM IN THE CONTEXT OF IR 131and ComputerSienes may also be onsidered as relevant (e.g., 2 steps). However,Sienes in general will not be onsidered as relevant with respet to her needs. Inaddition, it was found that pereived relevane would be broken immediately if thetransformation between information arriers was onduted from the opposite dire-tion [Bro95℄. For instane, from DistributedAI to SoftwareAgent, a user may �ndthat SoftwareAgent is not really about her preferene ofDistributedAI whih impliesother topis suh as DistributedConstraintSatisfation more relevant to her spei�interest. Therefore, if the derivability relation appearing in (EE2) is interpreted as theinformation ontainment relation, suh a postulate aptures an information seeker'spreferene over information arriers. In other words, if Salmon !T Fish is true,Salmon 6 Fish an be established beause she prefers Fish as muh as Salmongiven the fat that she likes Salmon.(EE3): 8a; b 2 K : a 6 a ^ b or b 6 a ^ b (onjuntiveness)This property an be linked to the onept of spei�ity in IR. From an IRpoint of view, more spei� terms should generally produe higher preision results.Therefore, if given a hoie of information arrier a or information arrier a � b fordesribing a user's information need, a� b should be the preferred representation ofthe user's information needs. So, a 6 a� b or b 6 a� b mathes the harateristi ofpreision oriented IR. Nevertheless, in the ontext of IR, we must be areful about thesemanti lash between information arriers. For example, if a ? b, a � b ertainlywill not be more useful than a alone. So, it is neessary to add suh a ondition



132 CHAPTER 3. BELIEF REVISION AND EXPECTATION INFERENCEto the original EE3 if we want to develop the postulates of epistemi entrenhmentpertaining to information arriers.However, the ombined result of (EE1) to (EE3) shows that a = a^b or b = a^bis true. In general, the assumption that both information arrier a and the informa-tion arrier a� b are about a user's information need is diÆult to establish sine theuser's information need is ontingent. For example, if the user atually prefers moregeneral information, either a or b will be a better representation of her need. Hene,in a reall oriented situation1, it may not be appropriate to state that a 6 a � b orb 6 a�b. The property an only be generalised in that any information arrier a is asuseful or entrenhed as itself plus another arbitrary information arrier i.e. a = a� bas long as their meanings do not lash.
(EE4): If K 6= K?; a =2 K i� 8b 2 K : a 6 b (minimality)If a set of information arriers K = fJapanese, Buddhism, Sushi g is used torepresent a user's information needs, the information arrier Japanese should only beremoved from this set if the user is no longer interested in information about Japanese.In other words, Japanese is the least preferred information arrier in the set. So, ingeneral, an information arrier should only be ontrated from a belief set if it isthe least entrenhed information arrier when ompared with all other information1This is an IR situation in whih the user is interested in retrieving as many relevant informationarriers as possible with respet to the given information need.



3.4. THE AGM PARADIGM IN THE CONTEXT OF IR 133arriers in the set. This onforms to the property of EE4.
(EE5): 8b 2 K : b 6 a implies ` a (maximality)This is another property whih an be used to apture the speial ase in IR.Validity (` a) an be interpreted as information arrier a being true in all retrievalsituations. The onept of validity an be used by an information agent to handlespeial information requirements from a user. For instane, if a user wants to speifya query that should not be disarded by the agent under any irumstanes, she anassign the maximal entrenhment degree to the orresponding information arrierswith respet to an epistemi entrenhment ordering. As these information arrierswill be treated as valid formulae by the belief revision formalism, they will be retainedin the belief set until the user makes an expliit request to delete them.In summary, the �ve postulates of epistemi entrenhment an be translated tothe following ounterparts whih haraterise the preferene ordering among informa-tion arriers in the ontext of IR:

(IC-EE1): 8i; j; k 2 LT : i 6 j 6 k implies i 6 k(IC-EE2): 8i; j 2 LT : i j=a j implies i 6 j(IC-EE3): 8i; j 2 LT : if i 6? j, i 6 i� j or j 6 i� j(IC-EE4): If K 6= K?; i =2 K i� 8j 2 LT : i 6 j(IC-EE5): 8j 2 LT : j 6 i implies ` i



134 CHAPTER 3. BELIEF REVISION AND EXPECTATION INFERENCEThe lose resemblane of the postulates (e.g., IC-EE1 to IC-EE5) harateris-ing the preferene orderings of information arriers in IR and that haraterising theepistemi entrenhment orderings of beliefs in rational agents provides the theoretialbasis to apply the AGM belief revision framework to model hanging retrieval on-texts and represent these hanges as transitions among epistemi states in adaptiveinformation agents. In fat, the work reported in this setion is the �rst attempt ofevaluating the validity of the AGM belief funtions in the ontext of IR by analysingthe postulates of epistemi entrenhment orderings whih underpin the belief fun-tions.



Chapter 4
An Agent-Based InformationFiltering System
This hapter illustrates how the AGM belief revision logi is applied to develop adap-tive information agents. In partiular, the learning and the lassi�ation funtions ofthe agents are examined at the omputational level. An overview of an agent-basedinformation �ltering system (AIFS) is �rst provided. Issues regarding how to repre-sent douments and users' information needs are then disussed. The omputationalalgorithm whih implements the AGM belief funtions is disussed. Finally, the learn-ing and the lassi�ation (predition) mehanisms of the adaptive information agentsare explained and highlighted with some examples.
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136 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEM

Figure 4.1: The System Arhiteture of AIFS4.1 System ArhitetureFigure 4.1 depits the system arhiteture of an agent-based adaptive information �l-tering system (AIFS). An interfae agent is situated on the lient side to ommuniatewith a user. For eah information topi of interest, the user instruts the interfaeagent to instantiate an adaptive information agent on the server side. Therefore, thereould be a number of adaptive information agents serving a single user at the sametime. However, from the user's point of view, it is a single enapsulated adaptive infor-mation agent. The mathing module of an adaptive information agent ompares thelogial representation d of eah inoming information objet Do (i.e., a doument)with the representation K (i.e., the agent's knowledge base) of a retrieval ontextCtx. A retrieval ontext refers to a user's information needs and their bakground



4.1. SYSTEM ARCHITECTURE 137knowledge about a retrieval domain. If there is a suÆiently lose math betweend and K, the doument together with the agent's unique ID will be transferred tothe output database. Therefore, every �ltered doument is assoiated with the agentwho reommends the doument. Periodially, an interfae agent extrats the �ltereddouments from the output database and presents these douments to the user basedon the mathing agent IDs. Presentations of the system's �ltering results in the formof summaries are also supported. In this mode, the interfae agent only deliver listsof doument headings (and URLs for Web pages) to the user. After viewing a par-tiular doument, the user may hoose to save the doument or invoke the feedbakmehanism to rate the doument. The interfae agents also observe the duration thata doument is viewed on the display window to infer the relevane of a doument. Ifthe review time of a doument exeeds a pre-de�ned threshold, the interfae agentswill infer that the user onsiders the doument as relevant.Manual or inferred feedbak information is then transferred to the server side andstored along with the orresponding doument representation in the output database.At eah learning yle (e.g. after n �ltered douments are viewed by a user), the learn-ing module of an information agent is ativated to analyse the relevane judgementinformation stored in the output database. The resulting statistial data is used toindue beliefs about a user's interests pertaining to a partiular topi. The beliefsare then revised into the orresponding agent's knowledge base through the belief re-vision operations. In partiular, these beliefs whih represent the agent's pereption



138 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEMof a retrieval ontext are revised in a minimal and onsistent fashion. Moreover, ano�-line proess is invoked regularly to mine the term assoiation rules [JBB00℄ andthe information prelusion relations [Bru96℄ from the output database. These rulesare also revised into the agents' knowledge bases through belief revision operations.In AIFS, ollaborative �ltering is also supported. An information agent trained by auser an be deployed to the publi agent library. New users of the system an searhfor information agents speializing in partiular information topis from the agent li-brary. Therefore, arhived information agents an reommend douments to new usersbased on the preferenes of similar users. The kernel module (i.e., the learning andthe mathing modules of adaptive information agents) of AIFS has been implemented.The system was evaluated based on the TREC-AP olletion and the Reuters-21578olletion. Details of these experiments are provided in the next hapter.
4.2 Doument RepresentationConeptually, there are two levels of doument representation in AIFS. At the physiallevel, a doument is haraterised by a set of terms. Suh a term-based representationis ommonly found in IR systems [Sal89, SM83℄. In the urrent prototype system, aterm is a keyword extrated from a doument. At the symboli level, a doument isrepresented by a set of atoms of a lassial logi language L. After an informationobjet is retrieved from an external soure, the AIFS system will parse the objetto extrat the text elements. For instane, video, audio, and exeutable odes are



4.2. DOCUMENT REPRESENTATION 139removed at this stage. In addition, non-informative elements suh as HTML tags areignored. The result is a plain text �le without any mark-up tags, images, nor em-bedded exeutable objets. The stop word removal proedure is followed to removeinsigni�ant ommon words based on a pre-de�ned stop word list. The stop word listused in AIFS is developed based on the ditionary found in the SMART system [Sal90℄(ftp://ftp.s.ornell.edu/pub/smart/). All text is then folded to lower ases.Non-alphabeti haraters are removed from a word beause our theorem prover an-not deal with speial haraters. A stemming proedure is then applied to omputethe root form of eah word by applying Porter's stemming algorithm [Por80℄. Forinstane, the terms omputer, omputing, omputation are all transformed to omputafter a stemming proess. The TFIDF weighting sheme (also alled the \at" weightin SMART) is applied to ompute the TFIDF value of eah term [SB88℄. In partiular,Eq.(2.1) illustrated in Setion 2.1 of Chapter 2 is used to ompute the term weights.Aording to previous researh, using a small subset of terms to represent a doumenthas led to improved retrieval performane [BS95, Bal97, PB97℄. Therefore, only thetop n tokens ranked by the TFIDF weights are used as the initial representation ofa doument. The parameter n is derived by applying a perentage � to the averagelength of douments ahed in AIFS.At the symboli level of doument representation, eah term t present at thephysial level is mapped to the ground term of the positive keyword prediate (i.e.,pkw(t)) if the hosen representation language is prediate logi. The intended inter-



140 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEMpretation of these atoms suh as pkw(t) is that they are satis�ed in a doument Do(i.e., Do j= pkw(t)) if Do is taken as a model [CC92, Lal98℄. For example, if Do =ftext; agent; web; : : :g is the doument representation at the physial level, the orre-sponding symboli representation will be d = fpkw(text); pkw(agent); pkw(web); : : :g.In Losada and Barreiro's logial IR model [LB99℄, positive literals of L represent to-kens whih are about a doument, whereas negated literals represent tokens whihare not about a doument. Nevertheless, in pratie, there are usually a large num-ber of tokens whih are not about the ontent of a partiular doument. Therefore,if negated literals are used to represent douments, it may lead to serious represen-tational and omputational problems. Moreover, given the fat that only imperfetharaterisations of douments an be ahieved [Lal98℄, it is very diÆult to distin-guish if a token is not about a doument or it is a missing desriptor of the doument.The proposed doument representation sheme aknowledges the problem of partial-ity in doument representation [Lal98℄. The unertainties arising from mathing theimperfet haraterisations of douments with the partial representations of retrievalontexts are managed through the belief revision operations and the related expe-tation inferene mehanisms. For a more eÆient implementation, a term present atthe physial level is translated to a propositional letter of a lassial propositionallanguage. In fat, it is obvious that if a term t is mapped to the ground term of aprediate pkw(t), it is equivalent to a proposition beause the interpretation of theformula is either true or false dependent on whether the term t is ontained in thedoument or not. Therefore, the omputationally more expensive �rst order repre-



4.3. INDUCTION OF EPISTEMIC ENTRENCHMENT ORDERINGS 141sentation may not bring extra bene�t for doument representation when omparedwith the propositional representation. The implemented prototype system supportsboth the �rst order and the propositional doument representations. However, allthe experiments reported in this thesis are based on the propositional doument rep-resentation. In partiular, the lassial propositional Horn language LHorn is usedto represent douments and retrieval ontexts. With referene to the previous do-ument example, the propositional representation of the doument at the symbolilevel is simply d = ftext; agent; web; : : :g. In other words, it is a diret translationfrom a term to a propositional letter with the interpretation that the proposition issatis�ed with respet to the assoiated doument. For a pratial implementation ofan adaptive IR system, eah doument representation is augmented with some extrainformation suh as the title of a doument, the name of an author, the URL (for aWeb doument), et. to failitate subsequent retrieval of the doument.
4.3 Indution of Epistemi Entrenhment Order-ingsThe AGM belief revision funtions and the orresponding expetation inferene rela-tions are onstruted based on the epistemi entrenhment orderings of beliefs [GM88,GM94℄. Therefore, the �rst step towards building the learning and the lassi�a-tion mehanisms of adaptive information agents is to develop an automated meansof induing the epistemi entrenhment orderings. From the lassi�ation point of



142 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEMview, the purpose of entrenhment indution is to identify highly entrenhed beliefsor disbeliefs about a user's information needs so that an information agent an drawsensible onlusions about the relevane of douments with respet to these beliefs.In this sense, the proess of entrenhment indution is similar to the proess of fea-ture seletion, whih identi�es the most prominent subset of features for learning andlassi�ation, in the ontext of mahine learning [YP97℄. Intuitively, if a term oftenappears in the set of douments D+ judged as relevant by a user, it is a good indi-ator of the user's positive interest [KYMW97℄. Aordingly, these positive terms orkeywords beome the agent's beliefs about the user's information needs. In addition,if a term frequently appears in the set of non-relevant douments D� judged by theuser, it beomes a disbelief in the agent's knowledge base.The searh for an e�etive entrenhment indution method stems from the area ofinformation theory [Man87, Los99℄. In fat, G�ardenfors also pointed out that it wouldbe possible to develop a quantitative evaluations of the \degree of hange" based oninformation theoreti measures (e.g., based on the onept of entropy) [G�ar88℄. Theamount of information I arried by an event e an be measured in terms of bits:I(e) = � log2 Pr(e) where I(e) is the information ontent of an event e and Pr(e)is the probability that the event e ours. The expeted amount of informationgenerated from a system S whih onsists of multiple events ei is measured by theentropy H(S) and is de�ned by: H(S) = �Pi Pr(ei) log2 Pr(ei) where Pr(ei) is theprobability of the ourrene of an event ei in a system S. In addition, the notion of



4.3. INDUCTION OF EPISTEMIC ENTRENCHMENT ORDERINGS 143mutual information (MI) between two events x and y is used to measure the inter-dependeny between these events and is de�ned by: log2 Pr(x^y)Pr(x)Pr(y) . In the ontext ofIR, MI is often used to measure the assoiation between terms or the dependenybetween a term t and a lass  2 frelevant; non-relevantg. In partiular, mutualinformation for text ategorisation tasks is de�ned as [YP97℄:
MI(t; ) = log2 Pr(t ^ )Pr(t)Pr() (4.1)whereMI(t; ) is the mutual information between a term t and a lass , and Pr(t^)is the joint probability that a term appears in a doument with a lass label  (e.g.,relevant or non-relevant). This formulation is suitable for IR tasks beause there ouldbe a large number of terms not appearing in a doument (i.e., Pr(:t)), and their ab-sene does not ontribute muh to the proess of lassi�ation. Aordingly, the fousis on the mutual information MI(t; relevant) between the presene of a term t andthe relevant lass rather thanMI(:t; ). It is interesting to �nd that theMI measureoinides with the interpretation of entrenhed beliefs in the proposed adaptive agentframework. For instane, if a term has strong assoiation with the set of relevant do-uments (i.e., MI(t; relevant)), it beomes a strong belief for representing a user's in-formation need. Based on the notion of entropy, ross entropy, also alled onditionalmutual information, is de�ned by: CMI(xi; y) = Pj Pr(yjjxi) log2 Pr(yj jxi)Pr(yj) . Then,expeted ross entropy EH(x; y) is de�ned by: Pi Pr(xi)Pj Pr(yjjxi) log2 Pr(yj jxi)Pr(yj) .In fat, expeted ross entropy is also referred to as information gain in the mahine



144 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEMlearning researh ommunity [Qui86℄. So, the following equivalene relation is estab-lished: EH(x; y) = InformationGain(x; y) = H(x) � H(xjy) where H(xjy) is theonditional entropy of x given y; the variable y normally refers to a spei� feature.Expeted ross entropy has been applied to binary text lassi�ation problem and theformulation in suh a ontext is [KS97℄:
EH(t; C) = Pr(t)X2C Pr(jt) log2 Pr(jt)Pr() (4.2)where EH(t; C) is the expeted ross entropy for a term t with respet to two lassesC = frelevant; non-relevantg, and Pr(jt) is the onditional probability that a dou-ment d is assoiated with a partiular lass label  2 C given that the term t appearsin d. The main di�erene between the formulation in Eq.(4.2) and the general no-tion of expeted ross entropy EH(x; y) is that Eq.(4.2) (expeted ross entropy fortext lassi�ation) is only normalised by the probability of term appearane insteadof averaging the ross entropy CMI by term presene and term absene. Again theintuition of suh a formulation is that many terms are not ontained in a doument.Considering term absene may only inrease omputational omplexity without im-proving lassi�ation auray. Beause of the suess of expeted ross entropy fortext lassi�ation Eq.(4.2), this measure is onsidered as one of the andidates forentrenhment indution.Based on the statistial method of Kullbak divergene, whih is often used tomeasure the distane between two probability distributions, a measure alled Keyword



4.3. INDUCTION OF EPISTEMIC ENTRENCHMENT ORDERINGS 145Classi�er KC was developed for adaptive text �ltering [KYMW97℄. The keywordlassi�er was used to distinguish among positive keywords whih represent a user'spositive information interests, negative keywords whih indiate what the user dislikes,and neutral keywords whih are not good indiators of what the user likes or dislikes.Formally, the measure of KC is de�ned by:
KC(t) = tanh�df(t)� �� �Pr(1jt) log2 Pr(1jt)Pr(1) � Pr(2jt) log2 Pr(2jt)Pr(2) � (4.3)where df(t) is the doument frequeny of a term t and it is simply the number ofdouments ontaining t in the olletion. The term � is a user de�ned parameterto ontrol the learning rate. The lass value 1 represents the relevant lass and thelass value 2 represents the non-relevant lass. The onditional probability Pr(1jt)is the estimated probability that a doument is relevant given that the term t appearsin the doument. Observe that the two terms inside the square brakets in Eq.(4.3)are exatly the same elements to be summed in Eq.(4.2) (expeted ross entropy fortext lassi�ation). The only di�erene is that a substration instead of an additionis applied to these terms in Eq.(4.3). This similarity may not be purely driven byoinidene, but rather the adoption of slightly di�erent views to model the samereality.It is believed that the probability ranking priniple [Rob77℄ is one of the most in-uential priniples within information retrieval theory [LC01℄. This priniple suggests



146 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEMthat the ranking of douments should be omputed based on the odds of the estimatedonditional probabilities Pr(dj1) and Pr(dj2) where 1 and 2 represent the relevantlass and the non-relevant lass respetively. Along the same line of wisdom, theOdds Ratio OR was proposed to predit the lass values given the presene of a termt in a doument [vRHP81℄. In partiular, Odds Ratio is used to rank doumentswith respet to a given query based on the appearane of some terms in the dou-ments. Suh a ranking is derived by: R(d; 1) = log2 Pr(1jd)Pr(2jd) = log2 Pr(1)Qj Pr(tj j1)Pr(2)Qj Pr(tj j2) =Pj OR(tj)m + k, where OR(tj) is the odds ratio for a term tj ontained in a do-ument d and m is a Boolean variable indiating if a term appears in the doument(m = 1) or not (m = 0). The term k de�nes a onstant to establish the baseline ofthe doument sores. The odds ratio OR(t) for a term t is formally de�ned by:
OR(t) = log2 odds(tj1)odds(tj2) (4.4)

odds(x) = 8>>>>>><>>>>>>:
Pr(x)1�Pr(x) if Pr(x) 6= 0 ^ Pr(x) 6= 11n21� 1n2 if Pr(x) = 01� 1n21n2 if Pr(x) = 1 (4.5)

where odds(x) is the odds for an event x, and n is the total number of trainingexamples (i.e., douments with relevane judgement). In the ontext of adaptiveinformation agents, n denotes the number of douments viewed by a user.The andidate methods whih are onsidered for entrenhment indution so far



4.3. INDUCTION OF EPISTEMIC ENTRENCHMENT ORDERINGS 147inlude Expeted Cross Entropy for text Eq.(4.2), Mutual Information Eq.(4.1), Key-word Classi�er Eq.(4.3), and Odds Ratio Eq.(4.4). As epistemi entrenhment degreesare de�ned in the unit interval [0; 1℄, the following formula is used to normalise theraw term sore S(t) omputed aording to the aforementioned measures to the unitinterval:
SS(t) = S(t)� S(t)minS(t)max � S(t)min (4.6)

where SS(t) is the saled term sore and S(t) is the raw term sore as derived from oneof the andidate methods for entrenhment indution. S(t)max and S(t)min representthe maximal term sore and the minimal term sore respetively. These values areestimated based on a trial run over the entire doument olletion. Apart from theseandidate methods, the TFIDF measure as de�ned in Eq.(2.1) is also onsideredfor the task of entrenhment indution. As the TFIDF vetor assoiated with eahdoument is subjet to osine normalisation, it is not neessary to apply Eq.(4.6) tosale the term weights. The standard Rohio method is used to revise the TFIDFweights of terms. Based on an initial query (e.g., a topi desription), a set of positivedouments and a set of negative douments, the top n terms ranked by normalisedTFIDF weights in the prototype vetor are onverted to a set of beliefs in an agent'sknowledge base. The Rohio learning method is de�ned by [Ro71℄:
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�!Q i+1 = ��!Q i + � 1jRjXd2R�!d �  1jN � RjXd62R�!d (4.7)where standard parameters (e.g., � = 1; � = 0:75;  = 0:25) were applied to theRohio formula in our experiments. �!Q i+1 is the prototype vetor (i.e., a user pro�le)at time point i+1 and �!Q i is the prototype vetor ontaining the initial term weights.The term jRj represents the ardinality of the set R of relevant douments judged bya user and the set N represents the total number of douments parsed in a learningyle. So, N � R is the set of non-relevant douments. If an agent updates itsprototype vetor �!Q i after proessing eah training doument, there is no need toompute the average weights. Therefore, the fators 1jRj and 1jN�Rj are not applied.In the experiment related to the Rohio-based entrenhment indution method, thelearning yle was set to 500 (i.e., N = 500). Suh a value is derived aording toseveral trial runs for balaning between omputational time and retrieval e�etiveness.New terms found in a positive training doument are used to expand the prototypevetor �!Q i+1.

4.4 Representing Users' Information NeedsA retrieval ontext is mainly haraterised by a user's information needs. The user'sinformation needs or preferenes are formally represented by the epistemi entrenh-ment orderings of beliefs in adaptive information agents. At the implementation level,



4.4. REPRESENTING USERS' INFORMATION NEEDS 149epistemi entrenhment orderings are represented by �nite partial entrenhment rank-ing (B) that ranked the sentenes of a theory in LHorn with the minimum possibledegree of entrenhment (6B). Setion 4.3 desribed the intuition and some andidatemethods for entrenhment indution. This setion desribes the standard entrenh-ment indution method used in the urrent prototype system and gives a ompleteexample of how to represent a user's information needs in an agent's knowledge base.Figure 4.2 visualises a sample of 10 training douments and the distribution of thesedouments inD+ and D� respetively. Eah doument represented by a retangle boxontains a set of terms suh as fbusiness; insurane; system; : : :g. This small train-ing set stored in AIFS's output database will be used for the entrenhment indutionexample disussed in this setion.Although it was found that the keyword lassi�er KC performed well for sometext �ltering tasks [KYMW97℄, our urrent experiments show that a modi�ed versionof the keyword lassi�er alled MKC is the most e�etive one among the andidatesfor entrenhment indution sine the MKC method an take into aount asymmetrilass value distribution typially found in information �ltering appliations. Thedetails about the empirial evaluations of all the andidate methods are reported inChapter 5. TheMKC method de�ned below is the default method used in the urrentprototype system of AIFS:
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Figure 4.2: Relevant do. D+ and Non-relevant do. D�
MKC(t) = �� tanh �df(t)� � Pr(1jt) log2 Pr(1jt)Pr(1) � df(t)� Pr(2jt) log2 Pr(2jt)Pr(2) �(4.8)� and � are the learning thresholds for positive terms and negative terms respetively.The negative learning threshold is de�ned by: � = Pr(2)Pr(1)��. In other words, the neg-ative learning threshold is proportional to the estimated probability that an arbitrarydoument is non-relevant and inversely proportional to the estimated probability thatan arbitrary doument is relevant. The term df(t)� or df(t)� is used to selet the verypositive or negative keywords for belief generation. The hyperboli tangent funtion



4.4. REPRESENTING USERS' INFORMATION NEEDS 151tanh projets the MKC values into the interval [�1; 1℄. The adjustment fator �ensures that all the entrenhment degrees indued are less than the maximal degree(e.g., 1) beause beliefs indued in this way are ontratable (defeasible) from theagents' point of view. Pr(1jt) = df(trel)df(t) is the estimated onditional probability thata doument is relevant (i.e., lass 1) given that it ontains the term t. It is expressedas the fration of the number of relevant douments whih ontain the term t overthe total number of douments whih ontain t. Similarly, Pr(2jt) = df(tnrel)df(t) is theestimated onditional probability that a doument is non-relevant (i.e., lass 2) ifit ontains the term t. In addition, Pr(1) = jD+jjD+j+jD�j is the estimated probabilitythat a doument reommended by an agent is relevant, and Pr(1) = jD�jjD+j+jD�j isthe estimated probability that a doument is non-relevant. Stritly speaking, a termsore returned byMKC(t) should be interpreted as the preferene value of the term tdriven by a user's spei� information needs. Aording to the de�nition of �nite par-tial entrenhment ranking de�ned in Chapter 3, entrenhment degrees are in the unitinterval [0,1℄. So, it is neessary to onvert the raw preferene values indued by theMKC method to the orresponding epistemi entrenhment degrees. The entrenh-ment degree B(�t) of a belief �t pertaining to a term t is derived by applying Eq.(4.9)to the orresponding preferene value returned by MKC(t). Moreover, to improveomputational eÆieny, the preferene values of terms are ompared with a prefer-ene threshold � suh that only signi�ant beliefs are indued and revised into theagents' knowledge bases. This proedure is essential for a pratial implementationof the belief revision formalism sine eah belief revision operation is omputationally



152 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEMTerms df(trel) df(tnrel) MKC(t) Formula: �t B(�t)business 5 0 0.724 business 0.605omputing 0 4 -0.631 :omputing 0.473insurane 3 0 0.510 insurane 0.300siene 0 2 -0.361 :siene 0.087ommere 5 4 0.266 - -system 5 5 0 - -Table 4.1: Indution of Preferene Values by MKCexpensive, and hene the number of revisions should be minimised. Aording to ourempirial study, a large number of trivial belief revision operations are saved if thesystem fouses on a subset of highly entrenhed beliefs. By using an extra �lter toremove noisy features, the agents' lassi�ation auray may be improved beauseonly the reliable information is used to infer doument relevane. The minimum en-trenhment degree B(�t) of an expliit belief �t representing a user's preferene for aterm t is derived by:
B(�) = 8>><>>: (jMKC(t)j��)1�� if jMKC(t)j > �0 otherwise (4.9)A positive MKC(t) implies that the assoiated term t is a positive keyword.The orresponding belief is represented by a positive literal of LHorn. If the repre-sentation language is a lassial �rst order language, the token t will be mapped tothe ground term of the pkw prediate (i.e., pkw(t)). Sine our belief revision en-gine is language independent, the AIFS system an proess beliefs represented by apropositional language or a �rst order language. However, the experiments reported



4.4. REPRESENTING USERS' INFORMATION NEEDS 153in Chapter 5 are based on the lassial propositional Horn language LHorn. A neg-ative preferene value indiates that t is a negative keyword, and the orrespondingdisbelief is represented by a negated proposition suh as :t, or :pkw(t) in the aseof a �rst order representation. If the absolute preferene value jMKC(t)j is belowa threshold value �, the assoiated token is onsidered neutral. Neutral tokens arenot represented in the agents' knowledge bases. For the examples desribed in thishapter, � = 0:95, � = 0:3, and the learning threshold � = 5 are assumed. Table 4.1summarises the results of applying Eq.(4.8) and Eq.(4.9) to the training doumentsdepited in Figure 4.2. The ardinality of the positive training set equals that of thenegative training set (i.e., jD+j = jD�j = 5). The �rst olumn in Table 4.1 shows theterms t extrated from the training douments. The seond and the third olumnsshow the frequenies of these terms in D+ and D� respetively. By applying Eq.(4.8)to the training examples shown in Figure 4.2, the preferene value of eah term t isomputed and listed in the fourth olumn. The �fth olumn lists the beliefs induedfrom the training examples. The last olumn shows the entrenhment degrees B(�t)of the orresponding beliefs �t. The entrenhment degrees of the beliefs ommereand system are zero beause the preferene values of these terms are below the pref-erene threshold �. The \-" in Table 4.1 indiates that the beliefs are not indued. Ifthe information dislosed in Table 4.1 is used qualitatively, the indued �nite partialentrenhment ranking looks like:
business > :omputing > insurane > :siene



154 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEMFigure 4.3 depits a learning interfae of the urrent prototype system. Theupper panel shows the parameters passed to an adaptive information agent. Theseparameters inlude the belief revision algorithm used, the learning thresholds (e.g.,� and �), the frequeny of learning (i.e., learning yle), the preferene threshold �,the entrenhment adjustment fator �, the revision sensitivity threshold, and the �lenames linked to the training doument set. These �les are used to store the dou-ments as well as the relevane judgement information for the TREC-AP experiments.The revision sensitivity threshold is another mehanism used to minimise the om-putational ost of belief revision. Only those beliefs with an aumulated hange ofentrenhment degree greater than the sensitivity threshold sine the previous learn-ing yle will be revised into an agent's knowledge base. The lower left panel inFigure 4.3 listed the ten training douments and the orresponding user's judgement.The lower right panel shows the ontent of the agent's theory base after learning theuser's preferenes.
4.5 The Rapid Anytime Maxi-Adjustment Algo-rithmInduing the epistemi entrenhment orderings based on users' preferenes over do-uments is only the �rst step of a learning proess in adaptive information agents.The agents atually learn the users' preferenes by revising the orresponding be-liefs into the agents' knowledge bases via the AGM belief revision operations in the
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Figure 4.3: Induing a user's information prefereneslight of information derived from users' relevane feedbak. At the omputationallevel, the belief revision proesses are not only taken as adding or removing beliefsfrom an agent's knowledge base but also the transmutations of the underlying �nitepartial entrenhment rankings B. Chapter 3 illustrated two transmutation methods,namely Maxi-adjustment and RAM. The Rapid Anytime Maxi-adjustment (RAM)method proposed in this thesis is an improvement over the original maxi-adjustmentmethod developed by Williams [Wil96b℄. The RAM method is faster than the maxi-adjustment method as demonstrated by our empirial testings reported in Chapter 5.Moreover, the RAM method still adheres to the AGM belief revision priniples. Forinstane, the properties (PER1) - (PER3) of �nite partial entrenhment rankings B



156 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEMand hene the postulates (EE1) - (EE5) of epistemi entrenhment are maintained forany entrenhment ranking B transmuted by the RAM method.This setion illustrates the details of the Rapid Anytime Maxi-adjustment al-gorithm implemented in the prototype agent system AIFS. Invoking the AGM belieffuntions and hene the RAM transmutation algorithm involves a lassial theoremprover. Early attempts were made to onstrut our belief revision engine basedon the SATEN belief revision system [WS00℄ whih is equipped with a �rst or-der theorem prover alled Vader. Unfortunately, some fundamental programmingproblems of the Vader theorem prover prevented us from doing so. Eventually, abrand new belief revision engine was developed on top of the SICStus Prolog system(http://www.sis.se/ps/sistus.html), a ommerially available Prolog system.The Prolog inferene engine is the work horse to ondut lassial theorem proving.Our Java-based agent system utilises the Jasper Java interfae supported by SICStusProlog to ommuniate with the SICStus inferene engine.The main funtion RapidMaxi() of the RAM algorithm takes a �nite partial en-trenhment ranking OldB, a belief �, the new entrenhment degree Ndegree of �, anda time limit in milli-seonds as inputs and returns a revised �nite partial entrenhmentranking NewB as output. The high level de�nition of the RAM method presented inChapter 3 assumes that the belief � is a ontingent sentene. The omputational al-gorithm of the RAM method illustrated in this hapter an deal with the exeptionalases (e.g., tautologies). The RapidMaxi() main funtion �rst omputes the exist-



4.5. THE RAPID ANYTIME MAXI-ADJUSTMENT ALGORITHM 157ing entrenhment degree Odegree of the belief � by invoking the Degree funtion.The Degree funtion is developed aording to De�nition 4 de�ned in Chapter 3. Ifthe entrenhment degree of the orresponding disbelief :� equals the maximal de-gree (i.e., 1 in our urrent implementation), it means that ` :� is true. Aordingto the AGM ontration funtion as de�ned by the (C-) ondition, the orrespond-ing belief set K (i.e., ontent(B)) will not be revised. Under suh irumstane, theRapidMaxi() funtion is terminated by returning the old theory base OldB. If thisis not the ase, the new entrenhment degree Ndegree of � is ompared with its ex-isting degree Odegree to determine if a revision funtion Revision() or a ontrationfuntion Contration() should be alled next. In either ase, the algorithm exits byreturning a new theory base NewB.
FUNCTION RapidMaxi(OldB, �, Ndegree, TimeLimit)Odegree := Degree(OldB; �)REMARKS: MaxDegree = 1 in our implementationIF Degree(OldB;:�) = MaxDegreeRETURN OldBENDIFIF Ndegree � Odegree



158 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEMNewB := Revision(OldB, �, Odegree, Ndegree, TimeLimit)ELSE NewB := Contration(OldB, �, Odegree, Ndegree, TimeLimit)ENDIFRETURN NewBEND FUNCTIONThe AGM belief revision funtion is implemented by the funtion Revision()whih raises the degree of a belief � to Ndegree. The Revision() funtion �rst heksif the new entrenhment degree equals the minimal degree (i.e. 0 in our implemen-tation). If it is true, a trivial revision is done by returning the existing theory baseOldB. If the entrenhment degree of :� is greater than the minimal degree (i.e.,:� 2 K), the ontration funtion Contration() must �rst be invoked to remove :�to ensure that the new belief set K = ontent(BNewB) remains onsistent. If :� 62 Kholds, a revision operation (i.e., raising the degree of � to Ndegree based on OldB)is performed immediately. One of the main tasks of the Revision() funtion is toidentify and extrat the problemati segment of beliefs ProblemB from the existingtheory base OldB. Therefore, the algorithm will transmute the entrenhment degreesof beliefs in the problemati segment with the help of a theorem prover. In this sense,HighB and LowB represent the segments of the existing theory base OldB whih arenot a�eted by the belief revision operation. Therefore, beliefs from these segments



4.5. THE RAPID ANYTIME MAXI-ADJUSTMENT ALGORITHM 159are simply opied to the new theory base NewB. The Cut() funtion extrats asegment of beliefs from a given theory base aording to a starting point and an end-ing point expressed by the ranks of the beliefs residing at these points. The Rank()funtion onverts a given entrenhment degree to the orresponding rank with respetto a theory base. A portion of the new theory base newB is safely onstruted byNewB := HighB + (�;Ndegree) sine the entrenhment degrees of the beliefs inHighB are not a�eted by the belief revision operation. As suh an operation doesnot invoke the theorem prover, it an be �nished quikly. The FOR . . . NEXT loopenumerates eah element of ProblemB and arries out the main revision funtion.For eah looping, the ElaspsedT ime() funtion returns the elapsed time sine theRevision() funtion is exeuted, and this elapsed time is ompared with the maxi-mum duration T imeLimit allowed for a belief revision operation. If the elapsed timeexeeds the time limit, the main loop is terminated and the Revision() funtion willreturn the una�eted theory base segments plus any revised beliefs from the problem-ati theory base segment. Therefore, the returned approximation of the new theorybase NewB is guaranteed to maintain the properties of �nite partial entrenhmentrankings. Essentially, for eah sentene � = ProblemB[x℄:belief from the problematibelief segment ProblemB, it is neessary to hek if any beliefs ranked stritly higherthan � an lassially entail (`) �. If this is the ase, the property (PER1) of �nitepartial entrenhment rankings (i.e., the dominane property (EE2)) is violated, andso the minimal hange to restore (PER1) is to raise the degree of � to Ndegree ordegree(BNewB; � ! �) depending on whih one is loser to the existing degree of �.



160 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEMThe Beliefs() funtion extrats a set of sentenes from a given theory base segment.The Proved() funtion returns true if a sentene (e.g., ProblemB[x℄:belief) is a log-ial onsequene of the set of sentenes (i.e., axioms) urrently held in the theoremprover. The axioms are added to the theorem prover via the AddAxioms() funtion.
FUNCTION Revision(OldB, �, Odegree, Ndegree, TimeLimit)REMARKS: MinDegree = 0 in our implementationIF Ndegree = MinDegreeRETURN OldBENDIFNegDegree := Degree(OldB;:�)IF NegDegree > MinDegreeOldB := Contration(OldB, :�, NegDegree, MinDegree, TimeLimit)ENDIFREMARKS: Theory base without :�IF Ndegree > OdegreeHighB := Cut(OldB, Rank(MaxDegree), Rank(Ndegree))ProblemB := Cut(OldB, Rank(Ndegree)+1, Rank(Odegree))



4.5. THE RAPID ANYTIME MAXI-ADJUSTMENT ALGORITHM 161LowB := Cut(OldB, Rank(Odegree)+1, Rank(MinDegree))NewB := HighB + (�, Ndegree)FOR x := 1 TO NoElements(ProblemB)IF ElapsedTime() > TimeLimit AND TimeLimit > 0EXITENDIFIF ProblemB[x℄.belief = �SKIP NEXTENDIFprover := NEW TheoremProver()AddAxioms(prover, Beliefs(Cut(NewB, Rank(MaxDegree), Rank(Ndegree))))IF Proved(prover, ProblemB[x℄.belief)ProblemB[x℄.degree := NdegreeNewB := NewB + ProblemB[x℄ELSEREMARKS: beliefs ranked higher than ProblemB[x℄.belief



162 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEMFOR y := 1 TO x - 1IF NOT Exist(NewB, ProblemB[y℄.belief)AddAxioms(prover, ProblemB[y℄.belief)ENDIFIF Proved(prover, ProblemB[x℄.belief)ProblemB[x℄.degree := ProblemB[y℄.degreeEXITENDIFNEXTNewB := NewB + ProblemB[x℄ENDIFNEXTREMARKS: Existing normalised lower end theory baseREMARKS: Could be emptyNewB := NewB + LowBELSEREMARKS: IF Ndegree = Odegree AND � 62 exp(BOldB)



4.5. THE RAPID ANYTIME MAXI-ADJUSTMENT ALGORITHM 163IF NOT Exist(OldB; �)NewB := NewB + (�, Ndegree)ENDIFENDIFRETURN NewBEND FUNCTIONThe AGM belief ontration funtion is implemented by Contration() whihlowers the existing degree Odegree of a belief � to Ndegree. The Contration()funtion �rst heks if the new entrenhment degree Ndegree equals the existing de-gree Odegree. If this is true, a trivial ontration is done by returning the existingtheory base OldB. For a non-trivial ontration operation, the problemati segmentof beliefs ProblemB and the segments HighB and LowB whih are supposed tobe intat are identi�ed based on the existing theory base OldB. A portion of thenew theory base NewB is onstruted by opying the beliefs from segment HighB.Aording to the AGM priniple, if a belief � is ontrated from a belief set, theother beliefs whih entail � should also be ontrated. Therefore, all the sentenesof HighB are also added to the theorem prover to test if any beliefs ranked stritlyhigher than � logially entail �. The main FOR . . . NEXT loop ontrats sentenesfrom the problemati theory base ProblemB by lowering the entrenhment degrees ofthe a�eted beliefs to Ndegree. For eah loop, the ElaspsedT ime() funtion returns



164 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEMthe elapsed time sine the ontration funtion is exeuted, and this elapsed time isompared with the maximum duration T imeLimit allowed for a belief ontrationoperation. If the elapsed time exeeds the time limit, the main loop is terminatedand the Contration() funtion will return the una�eted theory base segments plusany revised beliefs from the problemati theory base segment so far. Therefore, thereturned new theory base NewB still satis�es the postulates of �nite partial en-trenhment rankings. Essentially, for eah sentene � = ProblemB[x℄:belief of theproblemati theory base segment ProblemB, it is neessary to hek if any beliefsranked stritly higher than � an lassially entail (`) �. If this is the ase, theproperty (PER1) of �nite partial entrenhment ranking (i.e., the dominane property(EE2)) is violated, and so the minimal hange for restoring the property (PER1) isto lower the degree of � to Ndegree. If the belief � should still appear in the newtheory base NewB, the a�eted belief � will be opied to the new theory base afterits entrenhment degree is revised to Ndegree; otherwise the beliefs � as well as �are simply exluded from the opying operation. If a belief � from ProblemB to-gether with other sentenes from HighB entails �, the axiom � must be removedfrom the theorem prover before testing the remaining beliefs in ProblemB otherwiseevery remaining belief an prove �. The RemoveAxioms() funtion is used to removeaxioms from the theorem prover. At the end of the Contration() funtion, the intatsegment LowB from the old theory base will also be opied to the new theory baseNewB if the new entrenhment degree Ndegree is greater than the minimal degree.



4.5. THE RAPID ANYTIME MAXI-ADJUSTMENT ALGORITHM 165FUNCTION Contration(OldB, �, Odegree, Ndegree, TimeLimit)REMARKS: MinDegree = 0 in our implementationIF Ndegree = OdegreeRETURN OldBENDIFHighB := Cut(OldB, Rank(MaxDegree), Rank(Odegree) - 1)ProblemB := Cut(OldB, Rank(Odegree), Rank(Ndegree) - 1)LowB := Cut(OldB, Rank(Ndegree), Rank(MinDegree))NewB := HighBprover := NEW TheoremProver()AddAxioms(prover, Beliefs(HighB))FOR x := 1 TO NoElements(ProblemB)IF ElapsedTime() > TimeLimit AND TimeLimit > 0EXITENDIFIF ProblemB[x℄.belief = �SKIP NEXT



166 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEMENDIFAddAxioms(prover, ProblemB[x℄.belief)IF Proved(prover, �)IF Ndegree > MinDegreeProblemB[x℄.degree := NdegreeNewB := NewB + ProblemB[x℄ENDIFRemoveAxioms(prover, ProblemB[x℄.belief)ELSEREMARKS: f : B�(�; i)() > B(�)g [ f�g 6` �NewB := NewB + ProblemB[x℄ENDIFNEXTIF Ndegree > MinDegreeNewB := NewB + (�, Ndegree)NewB := NewB + LowBENDIF



4.6. MINING CONTEXTUAL INFORMATION 167RETURN NewBEND FUNCTION
4.6 Mining Contextual InformationA retrieval ontext refers to a user's information needs as well as the bakground in-formation about these needs. For example, the bakground knowledge suh as \Oraleis a database produt" an be used by an information seeker to retrieve informationobjets about database produts. Formally, the \is-a" relationship is expressed bythe assoiation rule orale ! database. Other semanti relationships an also berepresented by logial impliations. For instane, a synonym relationship an be rep-resented by a bionditional$. Indeed, information agents an make use of this kind ofbeliefs to enhane their learning and lassi�ation funtions. This proess is similar toquery expansion by means of manually or automatially onstruted thesauri [Gre98℄.However, the bakground knowledge should be ontext sensitive beause eah informa-tion seeker may have di�erent interpretations about term assoiations. For instane,java! indonesia is true for a tourist visiting Indonesia, but java! programmingis true for a omputer programmer speialising in Java programming. Therefore,assoiation rule mining tehniques have been explored to dynamially extrat termassoiations pertaining to retrieval domains [FH96, LSC+98, JBB00℄. Based on theTREC-4 routing tasks and the AP-90 doument set, it was found that ontext sensi-tive assoiation rules were more e�etive than manually onstruted stati thesaurus



168 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEMsuh as WordNet [JBB00℄.The assoiation rule mining tehnique employed by the AIFS prototype system isbased on the Apriori algorithm beause it has been suessfully applied to text miningappliations [FH96, JBB00℄. The Apriori algorithm was originally used to ondutdata mining over transational databases [AS94℄. Formally, a database is oneptu-alised by a set of transations D, where eah transation t 2 D onsists of a set ofitems X also alled itemset in data mining. A �nite set of items I = fi1; i2; : : : ; ing isoften used to represent the physial objets suh as onsumer produts, Web pages,�nanial instruments, et. present in data mining appliations. Therefore, eah trans-ation t an be seen as a subset of I (i.e., t � I). In general, the number of itemsontained in an itemset is alled the size of the itemset. For instane, if an itemsetX onsists of k items, it is alled a k -itemset. It is assumed that items within anitemset are kept in lexiographi order. An assoiation rule is an impliation of theform X ! Y , where X � I, Y � I, and X \ Y = ;. In addition, two quantitativemeasures, rule support and rule on�dene, are used to represent the signi�ane ofthe assoiation rules. The assoiation rule X ! Y holds in a transational databaseD with support s if s% of transations in D ontain X [ Y . In other words, the rulesupport s represents the joint probability Pr(X^Y ) that a transation t 2 D ontainsthe items from both X and Y . Moreover, the assoiation rule X ! Y has rule on�-dene  with respet to D if % of transations in D that ontain X also ontain Y .In other words, rule on�dene  represents the onditional probability Pr(Y jX) that



4.6. MINING CONTEXTUAL INFORMATION 169a transation t 2 D will ontain the set of items Y if the set of items X is present int. This onditional probability an also be expressed in terms of:  = support(X^Y )support(X) a-ording to Bayes' theorem. The followings are the general meanings of rule on�deneand support often referred to in the data mining literature:
support(X ! Y ) = Number of transations ontaining X ^ YTotal number of transations (4.10)

on�dene(X ! Y ) = Number of transations ontaining X ^ YNumber of transations ontaining X (4.11)Given a set of transations D, the data mining problem is to �nd all the asso-iation rules with support and on�dene greater than the user spei�ed minimumsupport minsup and the minimum on�dene minonf respetively. The Apriorialgorithm deomposes the assoiation rule mining problem into two sub-problems.Firstly, the sets of items satisfying the minimum support are identi�ed. Itemsets withminimum support are alled large itemsets. For example, Lk represents the set of largeitemsets with eah itemset of size k. The seond step is to use the large itemsets toonstrut the assoiation rules. For every large itemset l 2 L, �nd all the non emptysubsets of l. Then, for every suh subset x, generate a rule of the form x! (l� x) ifthe on�dene of the rule is greater than minonf (i.e., support(l)support(x) > minonf). Thefollowing algorithm is used to �nd large itemsets:



170 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEML1 = flarge itemsets with size k = 1gFOR (k = 2; Lk�1 6= ;; k ++)Ck = Apriori-gen(Lk�1) // Generate andidate itemsetsFORALL transations t 2 D DOCtk = Subset(Ck; t) // subsets ontained in tFORALL s 2 Ctk DOs:ount++ // inrement the ount of a andidate itemsetENDENDLk = fs 2 Ckjs:ount � minsupgNEXTSets of large itemsets = Sk Lk
With the Apriori algorithm, the �rst database san is used to �nd large itemsetswith size 1 (i.e.,L1). For any subsequent pass k, the large itemsets Lk�1 found in the(k � 1) pass are used to generate the andidate itemsets Ck using the Apriori-genfuntion. The merit of the Apriori algorithm is that a smaller andidate itemset Ck isgenerated for database sanning by �rst joining the Lk�1 large itemsets on�rmed in



4.6. MINING CONTEXTUAL INFORMATION 171the previous pass and then deleting those andidate itemsets whih ontain subsetsnot in Lk�1. The basi intuition is that any subsets of a large itemset must alsobe large. Based on suh an intuition, the Apriori algorithm aims at minimising theomputational time wasted on generating and ounting the hopeless itemsets. Thejoin step of the Apriori-gen funtion an be haraterised by a SQL statement asbelow:INSERT INTO CkSELECT p:item1; p:item2; : : : ; p:itemk�1; q:itemk�1FROM Lk�1 p; Lk�1 qWHERE p:item1 = q:item1; : : : ; p:itemk�2 = q:itemk�2; p:itemk�1 < q:itemk�1;
Before a database sanning begins to ount the large itemsets of size k, thefollowing prune step in the Apriori-gen funtion is onduted to delete the hopelessandidate itemsets. The Subset(Ck; t) funtion an easily be implemented using aneÆient hash tree data struture. The andidate itemsets of Ck are stored in a hashtree and the items from a transation t are used to hash suh a tree.FORALL itemsets  2 Ck DOFORALL k � 1 subset s of  DOIF (s 62 Lk�1)



172 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEMdelete  from CkBREAKENDIFENDENDIn the ontext of text mining for IR, a transation is taken as a doument, anda database is seen as the olletion of douments. An item refers to a token or termpresent in a doument. For the disussion in this thesis, a token is a single keywordontained in a doument. Aordingly, an itemset is simply a set of terms. TheApriori algorithm is applied to disover the assoiations among terms in a doumentolletion. Sine the prototype agent system AIFS employs the Horn logi LHorn asits representation language, eah term assoiation rule must satisfy the property ofHorn lauses. For instane, the onsequent (i.e., the right hand side) of an assoiationrule ontains a single item only. Therefore, the Apriori algorithm is applied as usualto �nd large itemsets. However, the proedure of rule generation is implemented ina slightly di�erent way. For eah large itemset l 2 L, every non-empty item x 2 lis used to develop the onsequent of a rule. If the rules generated by the templateSubsets(l�x) ! x satisfy minonf , they will be inluded in the rule set representingthe bakground knowledge about a retrieval ontext. The Subsets() funtion is usedto generate all the non-empty subsets from (l � x). In pratie, a parameter k is



4.6. MINING CONTEXTUAL INFORMATION 173used to onstrain the subsets with sizes � k so as to speed up the rule generationproesses. To onvert the term assoiation rules to beliefs in an agent's knowledgebase, the entrenhment degree B(�) is derived by multiplying the rule support s andrule on�dene  by an adjustment fator �. In the urrent prototype system, theadjustment fator � is tuned based on empirial evidene to optimise the retrievale�etiveness of the system.Apart from term assoiation rules, an information agent an also make use ofother semanti relationships suh as information prelusion [BH94, Bru96℄ to har-aterise a retrieval ontext so as to enhane retrieval e�etiveness. An informationprelusion relation suh as �?� indiates that an information arrier � (representedby a sentene � of a LHorn) preludes another information arrier �. For exam-ple, text ? multimedia may hold if an information seeker only wants to retrievedouments about \text" but not about \multimedia". It should be noted that theinformation prelusion relations are driven by users' spei� information needs, and sothese relations are ontext sensitive. Aordingly, using automated methods to induethese relationships is desirable. Statistial information generated from AIFS's outputdatabase an be used to indue ontext sensitive information prelusion relations. Forinstane, the statistial data as depited in Table 4.1 provides a valuable soure formining the information prelusion rules. Formally, an information prelusion rela-tion between two terms �?� an be represented by a rule � ! :�. In the urrentprototype system, only strit prelusion rules are indued. For any term t from the



174 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEMterm table suh as the one depited in Table 4.1, if df(trel) > 0 and df(tnrel) = 0, t isadded to a set L. Similarly, for any term t satisfying df(tnrel) > 0 and df(trel) = 0,it is added to a set R. Then, for eah term ti 2 L, generate a rule ti ! :tj for eahtj 2 R. The entrenhment degree of suh a rule is derived by: Pr(ti) � Pr(tj) � �,where a term probability Pr(t) = df(t)N . df(t) is the doument frequeny of a termt (i.e., the number of douments ontaining t) and N is the total number of dou-ments reviewed by a user. These training douments are ahed in AIFS's outputdatabase. The adjustment fator � is used to tune the entrenhment degrees of rules.For instane, based on the data presented in Table 4.1, the information prelusionrule (business ! :siene; 0:95) is indued if � = 9:5 is assumed. The followingbakground knowledge is used for the learning and lassi�ation examples disussedin Setion 4.8. In the ontext of IR, the �rst rule represents a synonym relationship.For instane, the term \business" is onsidered as equivalent to the term \ommere"from the perspetive of a partiular information seeker. The seond and the thirdbeliefs desribe the lassi�ation knowledge pereived by the information seeker. Forinstane, \Insurane" is a kind of \Business", and \Computing" belongs to the \Si-enes" disipline. The last assoiation illustrate an information prelusion relation.(business$ ommere; 0:95)(insurane! business; 0:95)(omputing ! siene; 0:95)(siene! :business; 0:95)



4.7. PREDICTING DOCUMENT RELEVANCE 1754.7 Prediting Doument Relevane
The primary funtion of any IR system is to determine if a doument Do is relevantwith respet to a given retrieval ontext Ctx. In fat, only the representation d of Doand the representation K of Ctx are being evaluated in IR systems. Therefore, thesemanti orrespondene between Ctx and Do an only be approximated by evalu-ating d with respet to K. Mathing between retrieval ontexts and douments is abinary lassi�ation problem (e.g., a doument d is assigned the lass label relevantor non-relevant). The advantage of the proposed belief-based adaptive informationagent framework is that riher representations of the retrieval ontexts Ctx an bedeveloped, and the representations K (i.e., belief sets) an be re�ned by means ofthe AGM belief revision funtion and users' relevane feedbak. In addition, boththe learning and the lassi�ation behaviour of adaptive information agents an bepredited based on the axioms haraterising the AGM logi. The belief-based agentframework also failitates the development of the explanation funtions of adaptiveinformation agents sine the agents' deisions an be justi�ed based on formal de-dution. Expetation inferene provides a sound and powerful framework to reasonabout the relevane of douments with respet to a retrieval ontext. The notion ofexpetation inferene � jKv � states that a rational agent expets � to be true if itbelieves � is true and its existing beliefs (expetation) K together with � logiallyentail �. Moreover, expetation inferene is losely related to belief revision in thesense that an agent believes � if � is in the agent's belief set K after the belief revision



176 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEMoperation K��. In other words, � 2 K�� implies � jKv � with the set of beliefs K asbakground information.In adaptive information retrieval, information agents revise their beliefs K aboutthe retrieval ontexts Ctx (e.g., users' urrent information needs, users' IR goals,users' bakground, semanti information of retrieval domains, et.) aording to users'relevane feedbak. A given user's relevane feedbak an be viewed as a re�ned queryq. An information agent infers if an inoming doument is relevant with respet tothe re�ned query and other bakground information (expetation) K. As an beseen, the learning funtions and the lassi�ation funtions in adaptive informationagents losely resemble the proesses of belief revision and the proesses of expetationreasoning. The learning funtions and the lassi�ation funtions of the agents areharaterised by K�q and q jKv d respetively. In partiular, if d 2 K�q is true, theagents will onlude that q jKv d. In pratie, what an agent would like to infer iswhether an inoming doument d is relevant with respet to K, the representation ofa retrieval ontext whih inludes a set of long-term queries. Therefore, the doumentlassi�ation funtions of adaptive information agents are underpinned by expetationinferene of the form K jKv d rather than q jKv d whih emphasises inferene pertainingto eah individual query. The idea of establishing doument relevane by evaluatinga doument with respet to a retrieval ontext was also examined by Nie [NBL95℄.However, the inferene K jv d is haraterised by ounterfatual in their logi-basedIR model. In addition, it has also been pointed out that estimating the probability



4.7. PREDICTING DOCUMENT RELEVANCE 177assoiated with a onditional suh as q ! d within the logial imaging framework leadsto a more sensible onlusion about the relevane of a doument if ambiguous termspresent in a retrieval ontext [Cre98℄. The proposed lassi�ation framework q jKv d ininformation agents are akin to the aforementioned approahes. At the omputationallevel, the degree funtion de�ned in Chapter 3 provides a gradated assessment ofdouments with respet to retrieval ontexts. For instane, the notion degree(B; �)is used to assess an element � of the logial representation d of a doument Do withrespet to an agent's theory base B (i.e., a �nite representation of a retrieval ontext).Given the fat that both d and K are only partial representations of the underlyingDo and Ctx, the lassi�ation proesses are inherently unertain. Doument rankingis often used by IR models to deal with the unertainties arising in mathingDo withCtx [MBVL99, MM98, PB99, SM83℄. In partiular, several similarity measures havebeen used for doument ranking [LB99, SM83, TKS00℄. In general, these measurestry to approximate the semanti orrespondene between a doument Do and thepertaining retrieval ontext Ctx. To ombine the advantage of quantitative rankingand symboli reasoning, an entrenhment-based similarity measure Eq.(4.12) is usedto evaluate douments in AIFS. Indeed in the quest of ommon sense aboutness, theauthors have indiated that by employing ertain weighting shemas in onjuntionwith the non-monotoni models, it may be able to simulate a form of onservativemonotoniity whih is believed to be the desirable behaviour for IR models [BSW00℄.The entrenhment-based similarity measure represents an initial attempt along thisdiretion.



178 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEM
Sim6(Ctx;Do) = P�2d[degree(B; �)� degree(B;:�)℄jSj (4.12)The basi idea is that a doument Do is haraterized by a set of positive literald = f�1; �2; : : : ; �ng. If an agent's knowledge base K, whih represents a retrievalontext Ctx, nonmonotonially entails an atom �i 2 d via jKv, a positive ontributionto the overall similarity sore is made beause of the possible semanti orrespondenebetween Ctx andDo. The gradated assessment of the likelihood ofK jKv �i is derivedfrom degree(B; �i) where K = ontent(B). On the other hand, if K entails thenegation of an atom �i in d, it demonstrates the possible semanti distane betweenCtx and Do. Therefore, the entrenhment degree of K jKv :�i is subtrated fromthe similarity sore. This approah is similar to the paradigm of assumption-basedreasoning where a plan or design is evaluated against a set of onstraints stored inan agent's knowledge base [Kra97℄. In the ontext of doument lassi�ation, thenegation of a doument representation is the assumption whih should be testedagainst the agent's knowledge base. The set S = f� 2 d : degree(B; �) > 0 _degree(B;:�) > 0g ontains the literals whih are nonmonotonially entailed by theagent's knowledge base K.In logi-based IR, it has been proposed that a doument an be haraterised bya onjunt of atoms [CC92℄. However, it seems that an alternative is to represent adoument by a disjunt of atoms if we aept the fat that doument haraterisationis imperfet and partial. For instane, given a doument partially indexed by tokens



4.7. PREDICTING DOCUMENT RELEVANCE 179fhtml; webg, it is more appropriate to assume that the doument is about html orweb beause there is unertainty if the doument is really about HTML sripting orWeb sur�ng in general. Therefore, the proposed entrenhment-based similarity mea-sure evaluates eah atom �i 2 d individually. In fat, terms are also seen as disjointpossible worlds in logial imaging for IR [Cre98℄. An intuitive example follows: assum-ing that an information seeker's preferenes about \Web" and \Musi" are partiallyrepresented by K = f(web! internet; 0:6); (Web; 0:6); (musi; 0:4)g in an agent'sknowledge base, and a doument indexed by the tokens d = fmp3; internetg is be-ing evaluated by the agent. Should this doument be reommended by the agent?The user may be interested in this doument beause \Web" is about the \Inter-net" and \MP3" is a popular form of arhiving musial items on the Internet. Ifthe doument is represented by d = mp3 ^ internet, degree(B; d) = 0 is derived. Inother words, the agent is totally unertain about the relevane of the doument withrespet to the retrieval ontext K. On the other hand, based on the entrenhment-based similarity measure Eq.(4.12), a positive similarity sore is derived beause ofdegree(B; internet) > 0. Therefore, the proposed logial haraterisation of dou-ments and the entrenhment-based similarity measure Sim6(Ctx;Do) seem moree�etive in dealing with the issue of partiality in IR. A high positive sore derivedfrom Eq.(4.12) implies that an agent is ertain that there is semanti orrespondenebetween a doument Do and a retrieval ontext Ctx. If the similarity sore is zero,the agent is totally unertain about the relevane of Do with respet to Ctx. How-ever, a high negative similarity sore implies that an agent is quite ertain that the



180 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEMdoument Do is irrelevant with respet to Ctx. Based on the similarity sores derivedfrom Eq.(4.12), a ranking of douments (i.e. (�; Do)) an be formed to desribe therelative relevane of the douments with respet to a retrieval ontext. If a doumentdelivery threshold is employed, the agents an also make binary deisions about therelevane of inoming douments.The entrenhment-based similarity measure has the advantage that the om-puted similarity sores (i.e., the onlusions) an be explained and justi�ed based ona retrieval ontext (e.g., the relationships among terms). Four explanation templatesare implemented in our adaptive information agent system AIFS to justify an agent'slassi�ation deisions. The notation [variable℄ means that the variable inside thesquare brakets will be instantiated during exeution time.1. Item [�℄ is requested.If � 2 d is an expliit belief aptured in exp(B), the agent's theory base.2. Item [�℄ is requested, and item [�℄ is assoiated with it.For � 2 d and � 2 exp(B), degree(B; � ! �) > 0 is dedued from ontent(B).3. Item [�℄ is requested, whih preludes item [�℄.For � 2 d and � 2 exp(B), degree(B; � ! :�) > 0 is dedued from ontent(B).4. Neither support nor rejetion.For � 2 d, degree(B; �) = 0 and degree(B;:�) = 0 are dedued from ontent(B).



4.7. PREDICTING DOCUMENT RELEVANCE 181Example 1: Explaining an Agent's DeisionAssuming that a retrieval ontext Ctx is haraterised by an agent's theory baseas follows: exp(B) = f(internet! softbot; 0:850);(softbot! spider; 0:850);(spider ! rawler; 0:850);(rawler ! :musi; 0:023);(internet; 0:300)gThe �rst three beliefs represent term assoiations. The fourth belief is the in-formation prelusion relation driven by a user's spei� information needs. The lastbelief represents the user's urrent interest in \Internet". If a doument Do =finternet; spider;musi;mp3g is presented to the agent, the agent's predition andexplanation will look like the one depited in Figure 4.4. In this example, a userwho is interested in information about the \Internet" may also be interested in \MP3musi" whih is among the ool items available on the Internet. Even though thepreferene of \Internet" may prelude the general interest of \Musi" as desribedby the prelusion rule and the other term assoiation rules in the agent's knowledgebase, suh a prelusion is not strong enough to totally rule out the user's possibleinterest in the doument Do whih is about \Internet Spider for MP3 Musi". AsDo is partially relevant to the retrieval ontext Ctx, the agent should reommendthis doument to its user.



182 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEM

Figure 4.4: Justifying an agent's deision based on the explanation templates4.8 Examples of Learning and Classi�ationThe following examples illustrate how an adaptive information agent learns a retrievalontext based on a user's relevane feedbak and how the agent lassi�es doumentswith respet to the hanging retrieval ontext. It is assumed that at time (t0), theagent does not know the user's preferene exept the bakground knowledge about thepartiular information retrieval domain. Therefore, the retrieval ontext at time (t0)is represented by the term assoiation rules and the information prelusion relationonly. At time (t1), the user is interested in douments about \Insurane". Throughthe user's relevane feedbak, the agent learn the new belief insurane and other re-



4.8. EXAMPLES OF LEARNING AND CLASSIFICATION 183lated beliefs pertaining to the retrieval ontext. The user's involvement is minimal andthe agent an autonomously learn the user's possible interests related to \Insurane".At time (t2), the user's interest shifts from \Insurane" to \Computing". The infor-mation agent revises its beliefs about the urrent retrieval ontext by inorporatingomputing and other related beliefs into its knowledge base while ontrating the on-traditory information by exeuting the Rapid Anytime Maxi-adjustment algorithm.At eah stage, only the impliit beliefs relevant for our disussion are shown.Example 2: Learning at Time t0

Figure 4.5: Learning at Time t0It is assumed that only the following four rules indued based on the text miningmethods desribed in Setion 4.6 are aptured in exp(Bt0). The impliit beliefs whih



184 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEMare derived from exp(Bt0) are not listed along Kt0 sine they are not relevant forour disussion for the time being. It should be noted that Kt0 = ontent(Bt0). Thetheory base of the adaptive information agent is depited in Figure 4.5. The lowerright panel displays the agent's urrent theory base.Kt0 = f(business$ ommere; 0:950);(insurane! business; 0:950);(omputing ! siene; 0:950);(siene! :business; 0:950); : : :gExample 3: Learning at Time t1The user informs the agent about their information needs by providing relevanefeedbak. For example, if two douments haraterised by the term \Insurane" arejudged as relevant by the user, the orresponding belief (insurane; 0:087) is induedaording to the proedure desribed in Setion 4.4. A low entrenhment value (e.g.,0:087) is deliberately hosen in this example to indiate that an entrenhment valueis not the same as a probability value. In partiular, the belief (insurane; 0:087)should not be interpreted that the hane of the item \Insurane" being requested bythe user is low. For doument ranking, the relative ranking rather than the absoluteentrenhment degrees of beliefs is important. In fat, the entrenhment degrees of be-liefs an be adjusted by means of the � parameter of Eq.(4.9) disussed in Setion 4.4.The next step in the learning proess is to revise this belief into the agent's knowledgebase via B?(insurane; 0:087). The RAM algorithm that implements B?(�; i) is illus-



4.8. EXAMPLES OF LEARNING AND CLASSIFICATION 185trated in Setion 4.5. Sine insurane is a new belief, its original degree of aeptanejm = degree(Bt0; insurane) equals zero. As the new entrenhment degree i = 0:087is greater than jm, the revision funtion of the RAM algorithm is invoked:B?(insurane; 0:087) =(B�(:insurane; 0))+(insurane; 0:087)Formula:� B(�) Before (t1) B(�) After (t1)business$ ommere 0.950 0.950insurane! business 0.950 0.950omputing ! siene 0.950 0.950siene! :business 0.950 0.950insurane 0.000 0.087business 0.000 0.087ommere 0.000 0.087:siene 0.000 0.087:omputing 0.000 0.087Table 4.2: The retrieval ontext Kt1 at time (t1)By exeuting the RAM algorithm, the before and after images of the informa-tion agent's knowledge base Kt1 (i.e. ontent(Bt1)) are tabulated in Table 4.2. Theupper setion of the table represents the agent's expliit beliefs (i.e. exp(Bt1)), andthe lower setion delimited by a horizontal line shows some of the agent's impliitbeliefs. As demonstrated in this example, the user only needs to provide diret rele-vane feedbak for the token \Insurane" and the agent an autonomously learn theuser's other possible interests suh as \Business" and \Commere". The degree ofaeptane degree(Bt1; business) = 0:087 of the impliit belief business is omputedaording to De�nition 4 de�ned in Setion 3.1 of Chapter 3. Inorporating the be-



186 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEMlief business into the agent's knowledge base orresponds to our intuition of how theretrieval ontext should be revised at this point of time. Sine \Insurane" is a kindof \Business", if the agent believes that the user may be interested in informationobjets about \Insurane", there is a good reason for the agent to believe that theuser may also be interested in information objets about \Business". Similarly, thebelief ommere is also automatially revised into the agent's knowledge base and thedegree of aeptane of the belief ommere is 0:087.

Figure 4.6: Learning at Time t1The advantage of applying the AGM belief revision logi to onstrut the learn-ing mehanisms of adaptive information agents is that the amount of diret relevanefeedbak required from human users an be minimised beause the agents an infer



4.8. EXAMPLES OF LEARNING AND CLASSIFICATION 187the users' hanging information needs based on formal dedution. In other words,the learning autonomy of the adaptive information agents is enhaned. Moreover, itis possible to explain suh a learning behaviour by showing the relationships betweenterms. For example, the reason why the agent dedues that the user may be inter-ested in douments about \Commere" is that the token \Commere" and the token\Business" are orrelated in the urrent retrieval ontext. Therefore, douments about\Commere" may ontain information about \Business" as well. The agent's theorybase at the end of time (t1) is depited in Figure 4.6. The lower left panel showsthat two douments are judged relevant by the user. The lower right panel displaysthe agent's theory base after learning the new belief based on the user's relevanefeedbak at time (t1). In summary, at the end of time (t1), the agent's knowledgebase ontains:
Kt1 = f(business$ ommere; 0:950);(insurane! business; 9:950);(omputing ! siene; 0:950);(siene! :business; 0:950);(insurane; 0:087);(business; 0:087);(ommere; 0:087);(:siene; 0:087);(:omputing; 0:087); : : :g



188 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEMExample 4: Learning at Time t2If the user's interest shifts from \Insurane" to \Computing", the agent's per-eption K about the urrent information ontext Ctx an be re�ned based on theuser's relevane feedbak pertaining to the token \Computing". Other related hangesan automatially be inferred by the agent. Assuming that four douments har-aterised by the token \Computing" are judged as relevant by the user, the belief(omputing; 0:473) is indued aording to the entrenhment indution proess de-sribed in Setion 4.4. The belief revision operation B?(omputing; 0:473) is theninvoked to revise the agent's beliefs about the urrent retrieval ontext.As the impliit belief :omputing exists in Kt1, the new belief omputing an-not be revised into the agent's knowledge base unless its negation :omputing is on-trated �rst. In addition, the impliit beliefs (:business; 0:473) and (:insurane; 0:473)are also dedued by the agent if the belief (omputing; 0:473) is aepted. These de-dued impliit beliefs together with the agent's existing beliefs also lead to logialinonsisteny (?) in the agent's knowledge base. Sine it does not make sense ifa user is interested in \Computing" and not interested in \Computing" at the sametime, the existing belief :omputing that represents the user's previous interest shouldbe retrated.The omputational advantage of the transmutation-based AGM belief revisionis that a theory revision an be onduted based on a �nite theory base B. Byexeuting the RAM algorithm to raise the entrenhment degree of omputing from



4.8. EXAMPLES OF LEARNING AND CLASSIFICATION 1890 to 0.473, the problemati theory base segment ProblemB must �rst be identi�ed.In this example, ProblemB is the one bound by the [higher; lower℄ entrenhmentdegrees suh that [higher < 0:473; lower > 0℄. It is easy to see that the expliit beliefinsurane is the least entrenhed belief ausing inonsisteny in the entire knowledgebase K. Therefore, it should be ontrated �rst. Aording to the RAM algorithm,the following proedure will be exeuted:B?(omputing; 0:473) =(B�(:omputing; 0))+(omputing; 0:473)The impliit belief (:omputing; 0:087) was introdued to the agent's knowledge baseat time (t1). The ontration part of the RAM algorithm B�(:omputing; 0) lowersthe entrenhment degree of the belief insurane 2 ProblemB to zero beause:If 8�2ProblemBf 2 B : B�(:omputing; i)() � B(�)g [ f�g ` :omputingThen B�(:omputing; i)(�) = iIn this example, the result is obvious beause the only expliit belief in ProblemBis (insurane; 0:087). As the belief insurane together with other beliefs with higherentrenhment degrees (i.e., the set of expliit beliefs (insurane; 0:087), (insurane!business, 0:950), (siene ! :business, 0:950), and (omputing ! siene, 0:950))logially entail (`) the belief :omputing, it should be assigned the same entrenh-ment degree as :omputing aording to the RAM algorithm. In this ase, the newdegree of :omputing equals zero. In other words, the belief insurane is assignedzero entrenhment degree and is ontrated from the theory base Bt2. After on-



190 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEMtrating the belief insurane from the theory base, the agent's knowledge base Kt2is onsistent and the belief omputing an be added to Kt2 to represent the newretrieval ontext at time (t2). As an be seen, the RAM algorithm adheres to theAGM priniple of minimal and onsistent belief revision. After revising the beliefomputing into the agent knowledge base, the auses of inonsisteny in Kt2 are(insurane; 0:087), (insurane ! business; 0:950), (siene ! :business; 0:950),and (omputing ! siene; 0:950). The minimal hange to the agent's knowledgebase suh that the knowledge base remains onsistent is to give up the least signi�antbelief (insurane; 0:087) rather than one of the signi�ant beliefs with entrenhmentdegree 0.950. The before and after images of the �ltering agent's knowledge base Kt2are tabulated in Table 4.3.Formula:� B(�) Before (t2) B(�) After (t2)business$ ommere 0.950 0.950insurane! business 0.950 0.950omputing ! siene 0.950 0.950siene! :business 0.950 0.950omputing 0.000 0.473insurane 0.087 0.000siene 0.000 0.473:business 0.000 0.473:insurane 0.000 0.473:ommere 0.000 0.473business 0.087 0.000ommere 0.087 0.000Table 4.3: The retrieval ontext Kt2 at time (t2)The degree of aeptane of the impliit beliefs suh as siene, :business,:insurane, and :ommere are omputed aording to De�nition 4. After on-



4.8. EXAMPLES OF LEARNING AND CLASSIFICATION 191

Figure 4.7: Learning at Time t2trating the belief insurane from exp(Bt2), business 62 ontent(Bt2) is establishedand so is ommere 62 ontent(Bt2). Aordingly, the degrees of aeptane of thesebeliefs are zero. By taking the user's relevane feedbak for a single item \Computing",the agent an automatially dedue that the user may no longer require informationobjets about \Insurane", \Business", and \Commere". This illustrates how theAGM logi based learning mehanism an improve the adaptive information agents'learning autonomy. It should be noted that if the belief insurane is �rmer thanthe belief siene ! :business, the priniple of minimal belief hange makes theagent ontrat the information prelusion relationship siene ! :business. Sine\Business" is less likely to prelude \siene", both the user's information needs of



192 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEM\Insurane" and \Computing" an o-exist in the agent's knowledge base. On theother hand, if the entrenhment degree of omputing is lower than that of insuraneat time (t2), the agent should still revise the belief omputing into its knowledge baseand ontrat the belief insurane beause the user's urrent interest is more likelyabout \Computing" rather than \Insurane". The agent's theory base at the end oftime (t2) is depited in Figure 4.7. The lower left panel shows that additional fourdouments are judged relevant by the user. The lower right panel displays the agent'stheory base after learning the new belief based on the user's reent relevane feedbak.In summary, at the end of time (t2), the agent's knowledge base Kt2 ontains:Kt2 = f(business$ ommere; 0:950);(insurane! business; 0:950);(omputing ! siene; 0:950);(siene! :business; 0:950);(omputing; 0:473);(siene; 0:473);(:business; 0:473);(:insurane; 0:473);(:ommere; 0:473); : : :g
Example 5: Mathing at Time t1The doument lassi�ation mehanisms in adaptive information agents are based



4.8. EXAMPLES OF LEARNING AND CLASSIFICATION 193on the entrenhment-based similarity measure Eq.(4.12) whih is underpinned by ex-petation inferene. The similarity measure Eq.(4.12) an be used for doument rank-ing whih orresponds to multi-lass lassi�ation with eah doument being assigneda rank (i.e., a lass label), or for \Yes/No" reommendation whih orresponds to bi-nary lassi�ation with eah doument being assigned either the lass label of Relevantor Non-relevant. With the binary lassi�ation mode, a doument delivery threshold� is used to divide the douments into two lasses. Any douments with similaritysores greater than the delivery threshold are assigned to the relevant lass and thedouments will be dispathed to the users. With referene to the learning examplesdisussed before, if the following four douments are presented to the agent at time(t1) and (t2), the lassi�ation results will be:d1 = finsurane; business; ommeregd2 = finsurane; business; omputinggd3 = fomputing; business; sienegd4 = fomputing; agent; sienegSim6(Ctxt1; Do1) = (0:087+0:087+0:087)�0:0003 = 0:087Sim6(Ctxt1; Do2) = (0:087+0:087)�0:0873 = 0:029Sim6(Ctxt1; Do3) = 0:087�(0:087+0:087)3 = �0:029Sim6(Ctxt1; Do4) = 0�(0:087+0:087)2 = �0:087
) Do4 � Do3 � Do2 � Do1



194 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEMThe notation � represents the preferential ordering (i.e., relevane) of dou-ments with respet to a retrieval ontext Ctx. For example, Dox � Doy meansthat Doy is at least as preferred or relevant as Dox with respet to a retrieval on-text. More preisely, the semanti orrespondene between a doument Doi and theCtxt1 is approximated by the net entrenhment degree of the logial representationdi of the doument Doi. The above ranking orresponds to our intuition of dou-ment relevane. At time (t1), the user is interested in douments about \Insurane",\Business", and \Commere". However, the user is not interested in douments about\Computing" nor \Siene" in general. Therefore, the retrieval ontext Ctxt1 is aboutthe \Business" world but not about \Siene". There may be semanti orrespon-dene between Do1 and Ctxt1, and the doument Do1 should be ranked the highestin the list. Do2 is partially orresponding to Ctxt1, and so it should be ranked higherthan Do3 and Do4. Do3 seems about \Business Computing" rather than \Busi-ness", and so Do3 is ranked lower than Do2. It is obvious that Do4 is not aboutthe \Business" world at all, and so it is ranked the lowest with respet to Ctxt1. Forbinary lassi�ation, a doument delivery threshold � = 0 is assumed. Aordingly,only the douments Do1 and Do2 whih are really about \Insurane" and \Busi-ness" will be reommended by the agent. Justi�ation of suh a doument ranking isbased on the underlying entrenhment-based entailment (i.e., expetation inferene).For instane, insurane is an expliit belief aptured in the agent's knowledge base,and so a doument haraterised by the token \Insurane" ontributes a positive valueto the overall similarity sore. Furthermore, sine \Insurane" is a kind of \Business"



4.8. EXAMPLES OF LEARNING AND CLASSIFICATION 195de�ned by the lassi�ation rule insurane! business, douments haraterised bya token \Business" may also be relevant with respet to the user's information needs.As an be seen, expetation inferene opens the door to a more explanatory infor-mation retrieval proess. Figure 4.8 shows an example of how the prototype agentsystem AIFS omputes and explains the entrenhment-based similarity sore. In thisexample, a binary lassi�ation deision for doument Do2 is made based on thedoument delivery threshold �.

Figure 4.8: Classi�ation and Explanation at Time t1Example 6: Mathing at Time t2Sim6(Ctxt2; Do1) = 0:000�(0:473+0:473+0:473)3 = �0:473Sim6(Ctxt2; Do2) = 0:473�(0:473+0:473)3 = �0:158



196 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEMSim6(Ctxt2; Do3) = (0:473+0:473)�0:4733 = 0:158Sim6(Ctxt2; Do4) = (0:473+0:473)�0:0002 = 0:473
) D1 � D2 � D3 � D4The user's information need has shifted from \Insurane" to \Computing" attime (t2), and so the retrieval ontext Ctxt2 at time (t2) is about \Computing" and"Siene" in general. The four douments an be ranked again based on the agent'slassi�ation mehanism. The ranking orresponds to our intuition about doumentrelevane with respet to Ctxt2. The doument Do4 is more likely to be semanti-ally orresponding to Ctxt2 beause the doument is about \Computing Siene".The measure Sim6(Ctxt2; Do4) is able to apture this reality by returning the high-est positive similarity sore. Therefore, the doument Do4 is ranked the highestin the list. On the other hand, Do1 is totally inompatible with the retrieval on-text Ctxt2. The semanti distane between Do1 and Ctxt2 is approximated by thesum of the entrenhment degrees degree(Bt2;:insurane), degree(Bt2;:business)and degree(Bt2;:ommere). As Sim6(Ctxt2; Do1) returns the smallest similaritysore, the doument Do1 is ranked the lowest in the list. Douments Do3 is par-tially relevant with respet to the retrieval ontext Ctxt2, and so it is ranked higherthan Do2. Figure 4.9 shows another example of how the prototype agent systemAIFS omputes and explains the entrenhment-based similarity sore at time (t2). Inthis example, a binary lassi�ation deision and the orresponding explanation for



4.8. EXAMPLES OF LEARNING AND CLASSIFICATION 197doument Do2 is made.

Figure 4.9: Classi�ation and Explanation at Time t2Chapter 3 disussed the theory of belief revision in a broad sense via the AGMbelief revision framework. In addition, how the AGM belief revision funtions andthe orresponding expetation inferene relations is applied to adaptive informationretrieval is illustrated at the oneptual level. Chapter 4 further desribes the ompu-tational details of the belief revision based adaptive information model and illustrateshow the omputational algorithms an be applied to develop an agent-based adaptive�ltering system AIFS. In partiular, the epistemi entrenhment indution methodand the RAM belief revision algorithm are examined. An entrenhment-based sim-ilarity measure whih ombines the power of expetation inferene and quantitative



198 CHAPTER 4. AN AGENT-BASED INFORMATION FILTERING SYSTEMranking is applied to build the agent system's lassi�ation mehanism. An exampleis used to explain how AIFS's learning and lassi�ation mehanisms work. The tasknow is to evaluate AIFS in a muh larger pratial setting.



Chapter 5
Experiments and Results
To evaluate IR models, one needs to onsider at least three aspets: performanemeasures, doument olletions, and evaluation proedures. This hapter desribeshow the proposed belief-based adaptive information agent model is evaluated, andreports the results of our initial experiments. Basially, the kernel module of the agent-based adaptive information �ltering system (AIFS) was tested against two benh-mark olletions: the TREC-AP olletion and the Reuters-21578 olletion whihare widely used in IR and mahine learning researh.
5.1 The Performane Measures for IRPrevious studies in information retrieval have used a variety of measures to evaluatethe e�etiveness of IR systems. However, eah measure has its merits and limitations.One well-known measure often employed in mahine learning researh is referred to199



200 CHAPTER 5. EXPERIMENTS AND RESULTSas lassi�ation auray. For binary lassi�ation problem suh as text �ltering,only two lass values (e.g., relevant vs. non-relevant) are onsidered. Classi�ationauray for binary lassi�ation problems an then be de�ned with respet to aontingeny table as depited in Table 5.1. In the ontingeny table, the letters a,b, , d represent the number of douments lassi�ed to the respetive ategories. Forexample, a represents the number of douments lassi�ed as relevant by the agentand these douments are really relevant with respet to a user's spei� informationneeds. With respet to the ontingeny table, lassi�ation auray an be formallyde�ned by:
Auray = a + da + b+ + d (5.1)Relevant doument Non-relevant doumentAgent predited a brelevant doument (true positive) (false positive)Agent predited  dnon-relevant doument (false negative) (true negative)Table 5.1: Contingeny Table for Binary Classi�ation ProblemGeneralisation of lassi�ation auray for any number of lass values (e.g.,the ategorisation problem in IR) is done by dividing the sum of diagonal elements(i.e., the number of orretly lassi�ed objets) by the sum of all table elements:Auray = Pi xiiPiPj xij , where xij is the element in the i-th row and the j-th olumnof the ontingeny table. For instane, the ategory b in Table 5.1 is referred to as



5.1. THE PERFORMANCE MEASURES FOR IR 201x12 in the generalised auray measure. For text �ltering appliations, lass valuedistribution is often asymmetri (e.g., many douments falling into the non-relevantlass). Under suh irumstane, high lassi�ation auray an be trivially ahievedby a lassi�er by simply lassifying all the objets into the majority lass (i.e., thenon-relevant lass).Preision and Reall are two widely used measures in IR researh [SM83℄. Oneof the lass values orresponds to the target lass (e.g., relevant) for whih preisionand reall should be maximised. An ideal IR system would have both the preisionand the reall values equal 1. Nevertheless, perfet preision an be trivially obtainedby an IR system that does not lassify douments into the target lass, while perfetreall an be trivially ahieved by a system that lassi�es all douments into the targetlass. Therefore, using just one of these measures alone is not suÆient to validatethe e�etiveness of the underlying IR models. Preision is de�ned as the proportionof retrieved relevant douments in the set of all retrieved douments. For a binarylassi�ation problem suh as text �ltering, preision an be estimated with refereneto the ontingeny table:
Preision = aa+ b (5.2)In the exeptional ase that there is no doument retrieved by an IR system (i.e., noobjet falling into the target lass), there will be no lassi�ation error in the resultset. Aordingly, the maximum preision of 1 is ahieved trivially. On the other hand,



202 CHAPTER 5. EXPERIMENTS AND RESULTSreall is de�ned as the proportion of retrieved relevant douments out of the set of allrelevant douments. Aordingly, reall an be estimated by the following formula:
Reall = aa+  (5.3)In ase that there is no relevant doument in a olletion, an IR system an triviallyahieve the maximum reall beause the number of retrieved relevant douments al-ways equals the number of relevant douments. A better approah than employingthe preision measure or the reall measure alone to evaluate the e�etiveness of IRsystems is to use the F-measure. The F-measure is a weighted ombination of pre-ision and reall values [vR79℄. The relative signi�ane of preision and reall isexpressed by the � parameter. The F-measure is formally de�ned by:

F� = (1 + �2)Preision� Reall�2Preision+Reall (5.4)If the parameter � equals 0, the partiular F0 measure is equivalent to the Pre-ision measure. On the other hand, if the parameter � takes the value of 1, theorresponding F1 measure is the same as Reall. As an be seen, the value of � anbe hosen between 0 and1. To emphasise the importane of preision, the value of �should be less than 1. On the other hand, to emphasise the importane of reall, thevalue of � should be greater than 1. As stated in Chapter 1, one of the requirementsof e�etive IR systems is their apabilities of maximising both preision and reall in



5.1. THE PERFORMANCE MEASURES FOR IR 203IR proesses. Aordingly, the parameter � = 1 is hosen to evaluate the e�etivenessof our adaptive information agents. With referene to the ontingeny table 5.1, theF-measure an also be expressed as: F� = (1+�2)a(1+�2)a+b+�2 . In the ase of singularitysuh as a + b +  = 0, it an be interpreted that an IR system does not retrieve anydoument given that there is no relevant doument in the olletion. Under suh airumstane, the value of F� equals 1. Sine the value of the � parameter is set to 1in our experiments, the following equivalent measure is used to assess the performaneof the adaptive information agents:
F1 = 2a2a+ b+  (5.5)However, one drawbak of the F-measure is that its value is not easily om-prehended by ordinary information seekers [SSS98℄. In pratie, it may not be easyfor a user to judge the relative importane of reall and preision. For instane, itmay be diÆult for an ordinary information seeker to assert that reall is twie asimportant as preision in their partiular IR ontext. Nevertheless, the F-measure isonsidered the most e�etive measure for evaluating the performane of IR systemsamong the measures of lassi�ation auray, raw preision, and raw reall. Reently,the TREC text �ltering evaluations have been using the utility measure to assess theperformane of IR systems [Hul98℄. A utility-based measure assigns a value or ostto eah doument based on whether it is retrieved or not, and whether it is relevantor not. With referene to Table 5.1, one an imagine that eah ategory is assoiated



204 CHAPTER 5. EXPERIMENTS AND RESULTSwith a utility parameter. For instane, the ategory a is assoiated with a rewardA, the ategory b is assoiated with a ost B and so on. For a binary lassi�ationproblem, a general utility funtion is de�ned by:
Utility = A� a +B � b+ C � +D � d (5.6)The utility parameters A;B;C;D determine the relative value of the orrespondingategories a; b; ; d. The parameters A and D are generally onsidered as rewards,and the parameters B and C are onsidered as penalties. The larger the utilitysore, the better an IR system is performing. However, the utility measure is notperfet either. Utility sores vary widely from topi to topi depending on the atualnumber of relevant douments in the respetive topis. In addition, onverting theutility sores to a standard measure for omparison aross topis requires omplexsaling and normalisation proedures. Finally, the linear utility funtion treats allrelevant douments with the same preferene value even though a user may �nd thata partiular doument is more important than the others in a olletion.Nevertheless, the utility measure is e�etive for evaluating IR models whih dealwith problems haraterised by asymmetri lass values distribution (e.g., many non-relevant douments vs. a few relevant douments). For instane, the preision of anIR system retrieving one non-relevant doument is the same as another IR systemretrieving ten thousand non-relevant douments if there is no relevant doument inthe hosen topi. An evaluation metri based on utility funtions an alleviate the



5.2. THE COLLECTIONS 205above problem by penalising the latter ase more than the former. Therefore, a utilityfuntion based measure is a good hoie for evaluating IR systems that deal with text�ltering tasks. To failitate the omparison between our experimental results withthat of the other IR or mahine learning experiments, all the aforementioned measureswill be used to evaluate the performane of our adaptive information agents.
5.2 The ColletionsThere are three main omponents in every doument olletion namely, douments,topis, and relevane judgements. The experiments presented in this thesis are basedon both the TREC-AP olletion and the Reuters-21578 olletion.
5.2.1 The TREC-AP ColletionThe TREC-AP olletion onsists of 3 years of Assoiated Press newswire overingthe period from 1988 to 1990. This olletion is distributed in the TREC TIPSTERdisks 1-3. The annual TREC onferene is o-sponsored by NIST and the Informa-tion Tehnology OÆe of the Defene Advaned Researh Projet Ageny (DARPA)as part of the TIPSTER text retrieval researh program (http://tre.nist.gov/).There are 84; 678 douments (254 mega bytes) for the year 1989 in the TREC-AP ol-letion, 79; 919 douments (237 mega bytes) for the year 1988, and 78; 321 douments(237 mega bytes) for the year 1990. Our experiments only utilise the AP-89 (disk 1)



206 CHAPTER 5. EXPERIMENTS AND RESULTSdouments beause it is the one with the most omprehensive relevane judgements.The average doument length of the AP-89 subset is 137 words. The TREC-APdouments are ordered roughly by date. The AP newswire overs a broad variety ofdomains suh as eonomis, trade, tehnology, et. These douments are tagged usingSGML to allow easy parsing. Eah doument in this olletion has a distint title �eldmarked by the SGML tag <HEAD>, and a distint body �eld marked by the SGML tag<TEXT>. Both the title �eld and the main body text were used in our experiments.The following is an example of an AP news story formatted by the SGML tags:<DOC><DOCNO> AP890101-0001 </DOCNO><FILEID>AP-NR-01-01-89 2358EST</FILEID><FIRST>r a PM-APArts:60sMovies 01-01 1073</FIRST><SECOND>PM-AP Arts: 60s Movies,1100</SECOND><HEAD>You Don't Need a Weatherman To Know '60s Films Are Here</HEAD><HEAD>Eds: Also in Monday AMs report.</HEAD><BYLINE>By HILLEL ITALIE</BYLINE><BYLINE>Assoiated Press Writer</BYLINE><DATELINE>NEW YORK (AP) </DATELINE><TEXT>``Film is a very powerful art medium,'' he said. ``I believe itvery aurately reflets not only the prevailing but the omingtrends. It's beause film writers, like other writers, arepereptive people. They get the message of what's going on.''</TEXT></DOC>An AP doument does not ontain any �elds to indiate if the orrespondingstory is about a partiular topi or ategory. So, the topis related to the AP newswireatually refer to the topi desriptions reated as part of the TREC evaluation pro-



5.2. THE COLLECTIONS 207edure. A topi an be seen as a representation of a user's spei� information need(i.e., a query). The format of the TREC topis has evolved over time. Generally, thetopi desriptions beome shorter in reent TREC experiments. The original ad hotopis 1-50 used in TREC-1 ontain the longest desriptions. Eah topi desriptionontains multiple �elds and lists of onepts related to the topi. The experimentsreported in this thesis used the TREC topis 1-50 to represent a wide variety of initialinformation needs of a hypothetial user. An example of a TREC topi an be foundin Appendix B. In our experiments, eah TREC topi desription was treated as adoument, and they were parsed along with the AP-89 doument olletion based onthe standard text pre-proessing and TFIDF weighting proedure similar to the oneemployed in the SMART system [Sal90℄. For example, the stop word list as de�nedin SMART was used to remove insigni�ant ommon words from the olletion andthen Porter's stemming algorithm [Por80℄ was applied to ompute the root form ofeah word. Non-alphabeti haraters are removed from a word beause our theoremprover annot deal with speial haraters. Finally, the TFIDF weighting sheme(also alled the \at" weight in SMART) was applied to ompute the TFIDF weightof eah term [SB88℄. After text pre-proessing, there are 131; 906 unique terms foundin the AP-89 olletion. For eah indexed TREC topi desription, the top 10 termswith the highest TFIDF weights were then seleted to represent an initial query (i.e.,a user's initial information need). The top n tokens ranked by the TFIDF weightswere used to represent an AP newswire story. For all the results presented in thisthesis, n = 50 was employed. Previous studies revealed that using a small number of



208 CHAPTER 5. EXPERIMENTS AND RESULTSterms to represent a doument produed better retrieval results [BS95, Bal97, PB97℄.A pilot run of our experiments showed that the setting of n = 50 produed betterresult in terms of F1 sores when ompared with that of other parameter settings suhas n = 30, n = 100, et. The atual size of the AP-89-50 subset with eah doumentrepresented by no more than 50 terms is 122; 298KB.Relevane judgements are among the most important elements of any orpora.To assess the e�etiveness of IR systems, a list of relevant douments pertaining toeah topi is ompiled in advane. This list of douments is alled the relevanejudgement whih de�nes the possibly hanging information needs pertaining to a hy-pothetial user. By omparing an IR system's preditions with the user's relevanejudgements, the IR system's e�etiveness an then be estimated. For the TREC-APorpus, not all the douments were assessed manually. A pooling method was usedto onstrut a list of douments whih were predited as relevant by the majorityof the partiipating IR systems in TREC [VH99℄. The partiular sampling methodused in TREC was to take the top 100 douments retrieved in eah submitted run fora given topi and then these douments were merged into a pool for assessment byhuman experts. It is assumed that a doument not in the list of relevane judgementis non-relevant. Our experiments related to the AP-89 olletion employed the rele-vane judgement �le provided by TREC [Con02℄. A sample format of the relevanejudgement �le is as follows:1 0 AP880212-0161 01 0 AP880216-0139 1



5.2. THE COLLECTIONS 2091 0 AP880216-0169 01 0 AP880217-0026 01 0 AP880217-0030 0The �rst �eld (olumn) represents the TREC topi number; the seond �eldis not used in our experiments. The remaining �elds (olumns) ontain the TRECdoument ID and the relevane judgement respetively. If the relevane �eld ontains\1", it means that the assoiated doument is relevant with respet to the giventopi; otherwise it is non-relevant. In addition, if a partiular topi and doument IDombination is not found in the relevane judgement �le, the doument is assumednon-relevant for that partiular topi.5.2.2 The Reuters-21578 ColletionThe Reuters orpus of newswire stories is widely used for IR and mahine learningresearh. The douments of the Reuters-21578 olletion appeared on the Reutersnewswire in 1987. These douments were �rst assembled by Reuters Ltd. and theCarnegie Group In. and then re�ned by David Lewis. Sine then, the Reuters-21578test olletion has been made publily available from the following Web site:http://www.researh.att.om/~lewisSimilar to the TREC-AP olletion, the douments in the Reuters-21578 olletionwere marked up with the SGML tags and eah doument was assigned a doumentID orresponding to the hronologial order of appearane of the newswire stories.



210 CHAPTER 5. EXPERIMENTS AND RESULTSA sample doument of the Reuters-21578 orpus is depited in Appendix C.Among the �ve ategories \Exhange", \Orgs", \People", \Plaes", and \Topis",a human assessor deided whih ategories a doument belonged to. Our experi-ments only dealt with the \Topis" ategory. The Reuters-21578 topis are abouteonomi subjets suh as \oonut", \gold", \inventories", \money-supply", et..If a doument has been assigned to one or more topis, there will be orrespondingtopi names delimited by the tags <D> and </D> inserted in the <TOPICS> �eld of thedoument. For example, a doument belonging to the topi \ooa" will have theentry <TOPICS><D>ooa</D></TOPICS> inserted in the topi �eld. As an be seen,the representation of relevane judgement information in the Reuters-21578 olletionis di�erent from that employed in the TREC-AP olletion. In our experiments, aomputer program was developed to parse every doument and reate a relevanejudgement �le with the same format as the one employed in the TREC-AP olletion.There are 135 topis in the Reuters-21578 olletion and eah one of them issequentially assigned a topi number in our experiments. There ould be multiplerelevane judgement reords generated for a single doument if there are more thanone topi names in the <TOPICS> �eld. As in the TREC-AP olletion, if a relevanejudgement reord is not found given a topi number and a doument ID, the orre-sponding doument is assumed non-relevant. Only the �rst 20 topis were used inour experiments. Among these topis, there are topis with many relevant douments(e.g., topi 1 - aq) and also topis with no relevant doument at all (e.g., topi 4 -



5.2. THE COLLECTIONS 211austral). Therefore, this subset of topis seems suÆient to represent di�erent kindsof lass value distributions orresponding to various retrieval situations. Text appear-ing in the <TITLE> �eld or the <BODY> �eld was used to represent a doument in ourexperiments. The same text pre-proessing proedure as applied to the TREC-APolletion was used to parse the Reuters-21578 olletion. Table 5.2 lists the �rst20 topis of the Reuters-21578 olletion and the orresponding number of relevantdouments pertaining to eah topi:Topi No. Desription No. of Relevant Douments1 aq 23662 alum 573 austdlr 44 austral 05 barley 516 bfr 07 bop 1058 an 39 arass 6810 astor-meal 011 astor-oil 212 astorseed 113 itruspulp 114 ooa 7315 oonut 616 oonut-oil 717 o�ee 13918 opper 6519 opra-ake 320 orn 237Table 5.2: The Reuters-21578 Topis & Relevant Douments
There are two standard subsets of the Reuters-21578 olletion for bath learning



212 CHAPTER 5. EXPERIMENTS AND RESULTStasks. One of them is alled \Modi�ed Lewis Split" and the another is the \Modi�edApte Split". The main di�erene between these two subsets is that the latter ontainsdouments belonging to at least one topi. With bath mode learning tasks, a do-ument olletion is often divided into a training set and a test set. For our adaptivelearning and �ltering task, suh a split is not required beause an information agentlearns as soon as a doument is presented. In other words, there is no training periodto develop an initial user model. Our experiments used the \Modi�ed Lewis Split"but without the atual splitting. The original \Modi�ed Lewis Split" ontains 19; 813douments. Nevertheless, there were only 19; 702 douments used in our experimentsbeause there were some douments with empty text body after our stop word re-moval proedure. There are 31; 568 unique terms found in the \Modi�ed Lewis Split"subset of the Reuters-21578 olletion. The average number of words per doument is45. The reason why the \Modi�ed Lewis Split" instead of the \Modi�ed Apte Split"was used is that more realisti IR senarios are preferred. For instane, there ouldbe no doument satisfying a user's information needs in real IR situations, and theseases are represented in the \Modi�ed Lewis Split" doument subset.
5.3 Evaluation ProeduresThe evaluation proedure for our adaptive information agents is based on the adaptiveinformation �ltering task of the seventh Text REtrieval Conferene (TREC-7) [Hul98℄.The primary objetive of the TREC forum is to enourage researh in text retrieval



5.3. EVALUATION PROCEDURES 213based on large text olletions, and to failitate the exhange of ideas among industry,aademia, and the government. The emphasis on individual experiments evaluatedwithin a ommon setting has proven to be a major strength of TREC. The mainreason for employing the adaptive �ltering benh-marking proedure of TREC is thattheir method provides a realisti assessment of adaptive IR systems. By using theTREC-7 benh-marking proedure to evaluate our agent system, it beomes possibleto ompare the performane of the proposed belief-based information agent modelwith that of other well-known IR models. The TREC-7 adaptive �ltering task assumesthat an IR system will make a binary deision of doument relevane as soon asa doument arrives. Suh an assumption is more akin to the senarios of on-lineinterative IR proesses.For the TREC-7 adaptive information �ltering task, eah IR system is onlyprovided with a set of topi desriptions (i.e., a user's initial interests) based on theTREC topis 1-50 originally used in the ad ho retrieval task of TREC-1. Trainingdouments are not available to develop an initial user pro�le. Douments arrivesequentially and an IR system needs to make an immediate deision if the urrentdoument is relevant or not (i.e., binary lassi�ation) with respet to the urrent userpro�le. Therefore, the adaptive �ltering task is onsidered muh more diÆult thanthe bath �ltering or routing tasks where an IR system is supplied with a set of trainingexamples to learn the information needs of a hypothetial user before the system startsto make reommendations. The terms \routing", \�ltering", and \ad ho retrieval"



214 CHAPTER 5. EXPERIMENTS AND RESULTSare somewhat onfusing in TREC. In all the TREC experiments, ranked text retrievalwith respet to a query is alled \ad ho retrieval". Ranked text �ltering is referredto as \routing", whereas binary text �ltering in whih a \yes" or \no" deision mustbe made as eah doument arrives is referred to as \text �ltering". For the TREC-7adaptive �ltering task, eah partiipating system starts with a query derived froma topi desription. An IR system proesses douments one at a time aording totheir hronologial order. If the system deides to retrieve a doument, it obtains therelevane judgement assoiated with the doument. Then, the IR system uses therelevane judgement to re�ne its user pro�le. So, only retrieved douments are usedas learning examples. To simulate the interative relevane feedbak environment,the relevane judgement information assoiated with eah doument should not beread by the system before a predition about the urrent doument is produed. InTREC-7, there was no mehanism to enfore this poliy and it was entirely up to thepartiipating systems to follow this proedure based on self disipline. Apart fromthe relevane judgement information, partiipating systems were allowed to use theTREC doument olletion other than the AP orpus to develop olletion frequenystatistis suh as IDF or auxiliary data strutures suh as automatially generatedthesauri.As eah partiipating system returns an unordered set of douments insteadof a ranking, the evaluation measure is quite di�erent from the measures used forad ho or routing tasks in TREC. Classial set-based evaluation measures suh as



5.3. EVALUATION PROCEDURES 215raw preision and reall do not behave graefully for topis with asymmetri lassvalue distributions. The adaptive �ltering task of TREC-7 used utility funtions tomeasure the quality of the retrieved douments. In partiular, suh a quality metri isomputed as a funtion of the bene�t of retrieving a relevant doument and the ostof retrieving an irrelevant doument. In TREC-7, two utility funtions namely F1and F3 were used. In general, the F1 measure favours preision-oriented IR systemsand the F3 measure favours reall-oriented IR systems:
F1 = 3� a� 2� b (5.7)
F3 = 4� a� b (5.8)With referene to the ontingeny table 5.1, a and b are the number of relevantand non-relevant douments retrieved respetively. However, our experimental pro-edure di�ered from the TREC-7 evaluation method in that the agent system wasallowed to use rejeted douments as training examples to re�ne its knowledge basebeause our belief revision model an learn beliefs as well as disbeliefs. Moreover,only a subset of the TREC-AP olletion (AP-89) was used in our experiments. TheTREC-7 results indiated that the adaptive �ltering task was a very hallenging prob-lem even for the sophistiated IR systems [Hul98℄. Therefore, adopting the TREC-7adaptive �ltering benh-marking proedure to assess our belief-based agent systemAIFS has the added advantage of examining the salability of the system for large



216 CHAPTER 5. EXPERIMENTS AND RESULTSand omplex text �ltering tasks.
5.4 Experiment on Entrenhment IndutionAll the experiments reported in this thesis were onduted on Intel Pentium III800MHz PCs with 256MB main memory running under Windows2000. Though theagent system was also tested on Sun Mirosystems' Enterprise Server under SunOS5.7, for the reason of onsisteny, only the performane data olleted from the Pen-tium III based PC platforms are reported. Sine the indution of epistemi entrenh-ment orderings is a ruial step for applying belief revision and non-monotoni rea-soning to adaptive information agents, the �rst experiment aimed at identifying ane�etive and eÆient method to indue epistemi entrenhment orderings represent-ing information seekers' information preferenes. All the test runs were performedbased on the Reuters-21578 olletion in this experiment. The andidate indutionmethods whih were subjet to empirial testing inluded expeted ross entropy fortext (EH) Eq.(4.2), mutual information (MI) Eq.(4.1), the original version of thekeyword lassi�er (KC) Eq.(4.3), modi�ed keyword lassi�er (MKC) Eq.(4.8), oddsratio (OR) Eq.(4.4) and Eq.(4.5), and normalised TFIDF Eq.(2.1) with Rohio up-dating Eq.(4.7). If a andidate entrenhment indution method produes term soresoutside the unit interval [0,1℄, the terms sores will be saled to the unit interval by alinear funtion Eq.(4.6). The saling proess was performed by �rst parsing the entiredoument olletion to identify the maximal raw term sore S(t)max and the minimal



5.4. EXPERIMENT ON ENTRENCHMENT INDUCTION 217term sore S(t)min. Then, a seond pass was followed and the presribed indutionmethod was invoked to indue the beliefs and their assoiated entrenhment degrees.All the andidate methods used the same adjustment fator � to adjust the entrenh-ment degrees so that indued beliefs would not be assigned the maximal degree 1whih is attahed to tautologies only. The same belief revision method (e.g., RapidAnytime Maxi-adjustment RAM) and doument soring proedure were applied toeah indution method. For eah andidate method, the e�etiveness measures suhas the F1 measure, F1 utility and F3 utility were olleted for 20 runs orresponding tothe �rst 20 topis of the Reuters-21578 olletion. These results were maro-averagedto failitate omparison. The �nal result for the six entrenhment indution methodsis depited in Table 5.3.Indution Method F1 measure F1 Utility F3 UtilityOdds Ratio 0.365 112.5 160.1Mutual Information 0.117 10.8 63.2Expeted Cross Entropy 0.046 -113.3 -56.9TFIDF+Rohio 0.301 90.2 144.6Keyword Classi�er 0.386 124.1 188.3Modi�ed Keyword Classi�er 0.486 160.4 285.1Table 5.3: Comparison of Entrenhment Indution MethodsAmong the evaluated entrenhment indution methods, the method that wasadopted from expeted ross entropy for binary text lassi�ation [KS97℄ performedworst. As an be seen in Eq.(4.2), the raw term sore is mainly derived from the sum



218 CHAPTER 5. EXPERIMENTS AND RESULTSof the two onditional probabilities Pr(Reljt) and Pr(Nreljt) and normalised by theprobability of term appearane Pr(t). Even if a term t appears frequently in boththe set of relevant douments D+ and the set of non-relevant douments D� (e.g.,Pr(Reljt) and Pr(Nreljt) are even), the raw term sore S(t) based on the expetedross entropy for text ould be high. This entrenhment indution method does notorrespond to our intuition about epistemi entrenhment orderings. A term t oftenfound in D+ should be a highly entrenhed belief about a user's information need(i.e., positive keyword). On the other hand, if the term t often appears in D�, it isa highly entrenhed disbelief (i.e., negative keyword). If t appears frequently in bothD+ and D�, it is not a good indiator (i.e., neither belief nor disbelief) of what theuser likes or dislikes (i.e., neutral keyword). It is also observed that if a term t oftenappears in D� only, a medium term sore may be generated aording to Eq.(4.2).Unfortunately, there is no way to distinguish if it is a belief or disbelief. Suh adistintion is important in our belief-based lassi�ation framework sine beliefs inan agent's knowledge base are used to infer relevant douments and disbeliefs areused to rejet non-relevant douments. Without suh a distintion, it is possiblethat disbeliefs ould be mistakenly used to infer a user's positive information need.Consequently, poor retrieval performane was observed.It should be noted that information gain was regarded as one of the most ef-fetive feature seletion methods [YP97℄. Indeed, information gain is equivalent toexpeted ross entropy. However, the main di�erene between our experiment and



5.4. EXPERIMENT ON ENTRENCHMENT INDUCTION 219the one reported by Yang and Pedersen [YP97℄ is that the output of their featureseletion mehanism was onsumed by a K-Nearest Neighbours (KNN) lassi�er ora linear regression model. However, our indued entrenhment degrees are reasonedabout by the belief revision engine. Indeed, there is a mis-math between how theentrenhment degrees are indued based on the expeted ross entropy method andthe way how these entrenhment degrees are interpreted by the belief revision en-gine. It is believed that the orrespondene between a feature seletion method anda partiular lassi�ation model is ruial for improved IR performane [YP97℄. Theseond di�erene is that Eq.(4.2) represents a speialisation of the general expetedross entropy measure. In fat, only term presene (e.g., Pr(Reljt) and Pr(Nreljt))is taken into aount in Eq.(4.2). Nevertheless, both term presene and term absene(e.g., Pr(Relj:t)) are inluded in the general expeted ross entropy formulation. So,Eq.(4.2) is not exatly the same as the notion of information gain often referred to inthe mahine learning ommunity [Qui86℄.The Mutual Information measure Eq.(4.1) was tested for entrenhment indutionas well. Partiularly, MI(t; Rel) = log2 Pr(t^Rel)Pr(t)Pr(Rel) was used to indue the entrenh-ment degree. Aording to our experiment, theMI method is not e�etive as reetedby the low F1 value, F1 utility sore, and F3 utility sore. The reason is that the MImeasure favours rare terms whih does not orrespond to our intuition about epis-temi entrenhment orderings. A term seldom appearing in a doument olletiondoes not neessarily imply that it is a highly entrenhed belief representing the most



220 CHAPTER 5. EXPERIMENTS AND RESULTSpreferred information item. In fat, Eq.(4.1) an be expressed by:
MI(t; Rel) = log2 Pr(tjRel)� log2 Pr(t) (5.9)From Eq.(5.9), it is easy to observe that given the same Pr(tjRel), a rare term (i.e.,low Pr(t)) will have a higherMI(t; Rel) sore. Suh a highly weighted term would beonverted to a highly entrenhed belief even though the underlying term may not bea strong indiator of a user's positive information need. The epistemi entrenhmentindution methods whih are based on Odds Ratio (OR) and normalised TFIDF withRohio term re-weighting produe better IR results when ompared with that ofthe MI and EH methods. The OR method seems slightly better than the TFIDFmethod. Odds Ratio was proposed for doument ranking [vRHP81℄, but it is not thebest method for epistemi entrenhment indution. The reason is that the Odds Ratioas de�ned in Eq.(4.4) generates a high term sore for a term t if Pr(tjRel) is muhhigher than Pr(tjNrel). Indeed, the Odds Ratio based indution method partiallyorresponds to our intuition about epistemi entrenhment orderings. Therefore, theresulting IR performane is moderate. However, the Odds Ratio method did not per-form as well as the Keyword Classi�er method beause it assigned very positive termswith high term sore and very negative terms with low term sore. This prinipleis suitable for doument ranking beause negative information items should be pre-sented after all the positive information items. However, in the ontext of epistemientrenhment indution, very negative terms an also be used as disbeliefs by the



5.4. EXPERIMENT ON ENTRENCHMENT INDUCTION 221information agent to rejet non-relevant items. The original formulation of Odds Ra-tio Eq.(4.4) is not e�etive in induing disbeliefs whih are quite useful for rejetingnon-relevant douments.Surprisingly, the entrenhment indution method based on normalised TFIDFre-weighted by the Rohio method produed omparable performane to that of theOdds Ratio based indution method. TFIDF is an e�etive method to identify themost disriminatory terms for doument representation. Nevertheless, a representa-tive term in a doument does not neessarily imply that it is a good representation(i.e., a belief) of a user's information need. Therefore, the original intention of test-ing this method was to provide a baseline result to ompare with other informationtheoreti approahes. The reason why this method performed better than the otherinformation theoreti methods suh as mutual information may be that the Rohiomethod is e�etive with respet to re-weighting the terms based on the set of positivetraining examples D+ and the set of negative training examples D� [SB90℄. Thesere-weighted terms (and hene the indued beliefs) an more or less represent a user'surrent information needs. In our experiment related to the TFIDF method, onlynormalised positive TFIDF weights (i.e., in the interval [0; 1℄) were used. Therefore,disbeliefs, whih an be used to rejet non-relevant douments, were not indued.Besides, there is still a fundamental mis-math between the TFIDF weights andthe epistemi entrenhment degrees. For example, a term with a very high TFIDFweight in a positive doument and a low TFIDF weight in a negative doument



222 CHAPTER 5. EXPERIMENTS AND RESULTS(e.g., beause of its low term frequeny) may still generate a moderate term sore byRohio updating beause negative douments are only penalised by a small fator(e.g., 0.25), whereas positive douments are rewarded by a high rating fator (e.g.,0.75). Aordingly, a moderately entrenhed belief ould be indued even though theunderlying term is more likely to be onsidered as a neutral keyword beause of itseven appearane in D+ and D� respetively. This may explain why entrenhmentindution based on normalised TFIDF is not as e�etive as the keyword lassi�er(KC) method. Aording to our experiment, the normalised TFIDF method forentrenhment indution is quite ineÆient. The hange of one term weight may a�etall the other term weights beause of the osine normalisation proedure. Even thoughsuh a normalisation proess may not be omputationally expensive, performing beliefrevision (i.e., raising or lowering the entrenhment degree) for every a�eted term (i.e.,belief) is very time onsuming. Aording to our empirial study, on average it took2:4 seonds more to proess a doument if the normalised TFIDF method rather thanthe MKC method was used for entrenhment indution. This result indiates that theTFIDF method for entrenhment indution is not appealing for large IR appliations.Both the KC method Eq.(4.3) and the modi�ed MKC method Eq.(4.8) out-performed other entrenhment indution methods. Even if the term Pr(jt) log2 Pr(jt)Pr() ,where  2 fRelevant;Non-relevantg, appearing in both Eq.(4.3) and Eq.(4.8) is ex-atly the same as the one appearing in the expeted ross entropy formula Eq.(4.2),the resulting term sores are quite di�erent as derived from the respetive methods.



5.4. EXPERIMENT ON ENTRENCHMENT INDUCTION 223The main di�erene is that the onditional probability Pr(Nreljt) will lower the over-all term sore in the keyword lassi�er formulas. Moreover, without the presene ofa term t in the relevant set D+ (i.e., Pr(Reljt) = 0), a negative term sore is derivedfrom Pr(Nreljt). Suh a negative term sore exatly reets the entrenhment degreeof the orresponding disbelief. In other words, if a term t only appears in the non-relevant set D�, it may beome a strong disbelief of a user's information need. Thisdisbelief an then be used by the agent to rejet non-relevant douments. Aordingly,the ombined reall and preision sore F1 is better than that as obtained via othermethods. In addition, the modi�ed keyword lassi�er MKC method is appreiablybetter than the KC method beause it an take into aount the asymmetri distri-bution of lass values (e.g., many non-relevant douments vs. relevant douments). Ifthe majority lass (e.g., non-relevant) is not the target lass (e.g., relevant), the termsore as derived by Eq.(4.3) is dominated by the negative terms. As a onsequene,the agent's knowledge base will only be �lled with many highly entrenhed disbeliefs.While the disbeliefs an help improve preision in IR, it does not help retrieve relevantdouments at all.The modi�ed keyword lassi�er Eq.(4.8) takes into aount the possible asym-metri lass value distribution by weighting positive evidene and negative evidenewith di�erent fators (i.e., the � and � parameters). In information �ltering situations,the positive learning threshold � is set muh higher than the negative learning thresh-old �. Therefore, a disbelief will only be indued if the orresponding term is found



224 CHAPTER 5. EXPERIMENTS AND RESULTSfrom a large number of non-relevant douments. This assumption better aptures thereality in information �ltering situations where there is a relatively higher hane thatan arbitrary term is found in non-relevant douments. To be onsidered as a negativekeyword (disbelief), the term must appear quite frequently in the non-relevant setD�. Our experimental results on�rmed the above observation. Upon loser exam-ination of the agent system's knowledge base, it was found that the knowledge basewas dominated by disbeliefs when the KC method was used to indue entrenhmentorderings. However, when the MKC method was used, the agent's knowledge baseontained more evenly distributed beliefs and disbeliefs. This is the reason why theagent system's retrieval performane is better when the MKC method is used. As aresult, the MKC method is adopted as the standard method to indue the epistemientrenhment orderings within AIFS.
5.5 Experiment on Adaptive LearningOne important property of adaptive information agents is their abilities to ontinu-ously learn users' hanging information needs so as to improve the agents' retrievalperformane over time. If our adaptive agents are e�etive in learning users' infor-mation needs, improvement of the agents' retrieval performane should be observedover time. To evaluate the agent system's learning e�etiveness, the F1 sores wereplotted against the number of training examples enountered by the system. The F1measure is used instead of the F1 utility or the F3 utility beause the utility values are



5.5. EXPERIMENT ON ADAPTIVE LEARNING 225related to the number of relevant douments in a doument olletion. For example,if there are 10 relevant douments out of the �rst 1000 douments in a olletion andan agent performs quite well so that all the 10 relevant douments are retrieved, theutility sore is positive. However, if there is no relevant doument in the following1000 douments and the agent is still performing well by rejeting all the non-relevantdouments, the utility sore will drop to zero. Therefore, the utility funtions are notgood indiators for the agents' adaptive learning performane. On the other hand,the F1 measure allows us to monitor if an agent's performane is really hanging inde-pendent of the number of relevant douments ontained in a olletion. To evaluatean agent's learning and lassi�ation performane over time, the doument olletionis evenly divided into several subsets to observe the agent's performane in di�erentperiods. The hypothesis is that if the proposed belief revision framework for adap-tive information agents is e�etive, the F1 sores should improve over time. In otherwords, an up turning urve should be observed. To test this hypothesis, both theReuters-21578 and the AP-89 olletions were used. A set of topis, some with manyrelevant douments and some with few or no relevant douments, were used to testthe agents' learning performane under various retrieval situations.For TREC topi 10 (112 relevant douments) and topi 17 (106 relevant dou-ments), the hypothesis is on�rmed in that the agent's lassi�ation performane inthe last period (douments 70,000 - 80,000) is improved when ompared with the �rstperiod (douments 1 - 10,000). These results are plotted in Figure 5.1 and Figure 5.2
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Figure 5.1: Adaptive Learning (TREC Topi 10)

Figure 5.2: Adaptive Learning (TREC Topi 17)respetively. The plotting after the 80,000 doument point should be ignored beausethe number of douments in this interval is not the same as that of the previous in-
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Figure 5.3: Adaptive Learning (TREC Topi 37)

Figure 5.4: Adaptive Learning (TREC Topi 21)tervals. There is utuation in the middle periods. This utuation of performane isexpeted sine a user's information needs will hange over time. Therefore, the u-



228 CHAPTER 5. EXPERIMENTS AND RESULTStuated �gures reet the periods when an agent is learning new information needs. Ingeneral, the lowest points in these utuated periods are still higher than the pointplotted after the initial period (douments 1 - 10,000). This indiates that the agenthas aquired the user's basi information interests after the initial learning period. ForTREC topi 37 (7 relevant douments), the agent an also learn the user's preferenesquikly even with a small number of positive training examples as demonstrated inFigure 5.3. This is reeted by the positive F1 sore after the �rst period (douments1 - 10,000). The agent's performane keeps improving sine then. The maximal �l-tering performane is obtained during the fourth period (douments 30,000 - 40,000),and this performane is maintained sine then. The maximal �ltering performaneahieved after the fourth period is due to the stable interests of the user exhibited inthese later learning periods.However, for TREC topi 21 (2 relevant douments) as depited in Figure 5.4,the agent's learning proess is not so obvious. Partiularly, there is a serious drop ofperformane in a relatively late period (douments 40,000 - 50,000) when improvedperformane is expeted. Upon loser examination, it was found that there was onerelevant doument in the orresponding doument subset. Unfortunately, the agentsystem rejeted all the douments. Consequently, the F1 sore dropped to zero. Suha zero sore does not neessarily indiate that the agent performed very poorly. Ingeneral, if there is only a small number of relevant douments with respet to a giveninformation need, it will be quite diÆult for an agent to learn an aurate user model.



5.5. EXPERIMENT ON ADAPTIVE LEARNING 229Therefore, the agent's lassi�ation performane may utuate onsiderably due tomissing some relevant douments. As a whole, with few positive training examples, itis quite diÆult for the agent to learn a user's positive information needs. It seems thatthe proposed belief revision learning model is e�etive if there is a reasonable numberof positive training examples to gradually train the agent. The proposed learningmodel may su�er from the same weakness pertaining to the state of the art mahinelearning algorithms suh as the Boosting method [SSS98℄. However, the advantageof the belief revision model is that it enables an agent to learn inrementally ratherthan learning in a bath mode manner.

Figure 5.5: Adaptive Learning (Reuters-21578 Topi 01)The adaptive learning performane of the information agents was also examinedwith referene to the runs based on the Reuters-21578 olletion. Figure 5.5 andFigure 5.6 depit two suh runs. For Reuters topi 1 (2366 relevant douments) and
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Figure 5.6: Adaptive Learning (Reuters-21578 Topi 20)

Figure 5.7: Adaptive Learning (Reuters-21578 Topi 10)topi 20 (237 relevant douments), adaptive learning was realised by the improvedlassi�ation performane reorded in the last period (douments 16,000 - 18,000)
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Figure 5.8: Adaptive Learning (Reuters-21578 Topi 12)when ompared with that obtained in the initial period (douments 1 - 2,000). Theseresults on�rm that the agent system an learn a retrieval ontext over time andemploy the aquired knowledge to make more aurate lassi�ation deisions. Againthe plotting after the 18,000 doument point should be ignored beause there areinsuÆient douments to ompute an agent's average performane �gure after thatperiod. There is not as large a utuation in the middle periods as demonstrated bythe test runs based on the AP-89 olletion (e.g., Figure 5.2). This observation anbe explained in that the information needs of the hypothetial user as representedin many Reuters topis are more or less stable. In fat, the retrieval e�etivenessas demonstrated by many previous studies based on the Reuters-21578 olletionis generally better than that obtained based on the TREC AP olletion [SSS98,YP97℄. The learning and lassi�ation tasks based on the Reuters-21578 olletion



232 CHAPTER 5. EXPERIMENTS AND RESULTSare onsidered easier than that of the TREC-AP olletion. In our experiment, theagent system AIFS was able to learn rapidly (e.g., a sharp up-turning urve) duringthe initial learning period. Further investigation found that there were quite a numberof relevant douments among the �rst 2,000 douments for both topis. Beause ofthe e�etive belief revision mehanism, the agent system was quite responsive to thesepositive training examples and was able to learn high quality user pro�les early inits learning yle. The agents' learning and lassi�ation performane for topis withfew or no relevant douments in the Reuters-21578 olletion is di�erent from thatobtained based on the AP-89 olletion. For Reuters topi 10 (0 relevant douments)and topi 12 (1 relevant doument), the agent system was able to learn as e�etivelyand quikly as the other topis where a large number of positive training examplesexisted. As shown in Figure 5.7 and Figure 5.8, after the initial learning periods, theagent system was able to maintain its maximal �ltering performane in the subsequentperiods. This di�erene an be explained in that the information needs as presentedin most of the Reuters topis are relatively stable. One the agent system learns thebeliefs about the users' information needs, the system an make use of its knowledge topredit the relevane of forth-oming douments. In the ase that there is no relevantdoument for a topi, the agent system an make use of its disbeliefs e�etively torejet all non-relevant douments.



5.6. EXPERIMENT ON TRANSMUTATION METHODS 2335.6 Experiment on Transmutation MethodsThe objetive of running this experiment is to evaluate the various belief revisionmethods. Stritly speaking, it is the orresponding adjustment methods being testedin an empirial setting. Aording to previous theoretial analysis, the Maxi-adjustmentmethod should be superior to the standard AGM adjustment method beause the be-liefs of a user's information needs will be retained unless there is really a reason(e.g., a logial impliation) to support the ontration [Wil96a, LtHB01a, LtHB01b℄.However, the omputational ost of the Maxi-adjustment method is a major onernwhen it is applied to proess large and omplex appliations. It is believed that theomputationally more eÆient Anytime Maxi-adjustment method an produe loseapproximations of the results as generated by the Maxi-adjustment method [Wil97℄.The Anytime approah is theoretially sound, but to our knowledge its e�etivenessand eÆieny in large real-life appliations are yet to be validated. So, one of thegoals of this experiment is to examine the properties of the Anytime mehanism inan empirial setting. In addition, as the Rapid Anytime Maxi-adjustment method(RAM) is proposed in this thesis, this experiment also aims at evaluating the e�e-tiveness of the RAM method and omparing its performane with that ahieved bythe Anytime Maxi-adjustment method.Two text �ltering tasks were used to examine the various adjustment methods.The �rst text �ltering task was onduted based on the TREC topi 22 with thelargest number of relevant douments (524) in the AP-89 olletion. It is also one of



234 CHAPTER 5. EXPERIMENTS AND RESULTSAdjustment Methods Time F1 measure F1 Utility F3 UtilityStandard AGM 12H44M45S 0.129 -121 -23Maxi-adjust 271H7M56S 0.236 -93 176Anytime Maxi-adjust 48H50M43S 0.241 -88 192Rapid Anytime Maxi-adjust 32H28M18S 0.248 -86 198Table 5.4: Comparison of Adjustment Methods (TREC Topi 22)
the most time-onsuming runs among the 50 TREC topis. Moreover, TREC topi37 with a few relevant douments (7) was also used to test the various adjustmentmethods. The motive of using these two TREC topis to test the various adjustmentmethods is to ompare their performane under quite di�erent retrieval situations(e.g., one with many beliefs to learn and one with only a few beliefs to learn). Inorder to test the salability of the belief revision framework, the AP-89 olletion wasused instead of the Reuters-21578 olletion. The results are depited in Table 5.4 andTable 5.5 respetively. The time limit applied to both the anytime Maxi-adjustmentmethod and the RAM method was 5000ms in this experiment. For a retrieval domainwith many positive beliefs, it takes substantially longer time for the Maxi-adjustmentmethod to learn and revise the beliefs into an agent's knowledge base. In fat, it is22 times longer than using the standard AGM adjustment method.This problem an be explained based on the urrent learning and revision method.In all our experiments, the standard doument pre-proessing approah is to take thetop 50 terms with the highest TFIDF weights to represent a doument. Based on our



5.6. EXPERIMENT ON TRANSMUTATION METHODS 235urrent entrenhment indution method (MKC), a relevant doument may have upto 50 beliefs indued and revised into a theory base. If all the terms are new to theagent system, these beliefs will have exatly the same entrenhment degree. In otherwords, it is possible to have 50 or even more beliefs with the same rank pertaining toan epistemi entrenhment ordering. The maxi-adjustment algorithm omputes theminimal inonsistent subsets of beliefs if there is more than one belief in a partiularrank during a belief revision operation. The minimal subset omputation is exponen-tial with time omplexity O(2n) in the worst ase, where n is the number of beliefs ina partiular rank. As demonstrated in this empirial testing, the Maxi-Adjustmentmethod does not sale up well for demanding appliations suh as text �ltering fora large doument olletion. The agent system took 271 hours to �lter the AP-89olletion if the Maxi-adjustment method was used. Moreover, it is surprising to �ndthat the learning e�etiveness of the Maxi-adjustment method is not better than thatof the Anytime Maxi-adjustment method nor the RAM method. The reason may bethat although the Maxi-adjustment method an theoretially retain more beliefs inan agent's knowledge base than the other methods do, these beliefs may not be signif-iant (e.g., beliefs with low entrenhment degrees). Some of these insigni�ant beliefsmay eventually ause the agent system to make inaurate lassi�ation deisions.Aordingly, both the F1 and the F3 utility sores ahieved by the orrespondingagent were low beause of the penalty applied to the wrong lassi�ation.The standard AGM adjustment method produes the fastest belief revision op-



236 CHAPTER 5. EXPERIMENTS AND RESULTSeration. This method was invoked in the agent system by setting zero (i.e., no timelimitation) for the time limit parameter in the Anytime standard AGM adjustmentproedure. The omplete algorithm of the standard AGM adjustment method is do-umented in Appendix D. However, the learning e�etiveness of the agent systembased on the standard AGM adjustment method is not as good as that of the otheradjustment methods. After a loser examination of the agent system's theory base,it was found that some useful beliefs were not aptured in the agent's theory basewhen the standard AGM adjustment method was applied. The reason is that thestandard AGM belief revision operation will ontrat any ontraditory beliefs as wellas beliefs with entrenhment degrees lower than or equal to these ontraditory beliefsfrom an agent's knowledge base. This �nding on�rms previous theoretial analysisin that the standard AGM belief revision operator may not be suitable for adaptivetext �ltering appliations [LtHB01b℄. In our initial experiment, both the AnytimeMaxi-Adjustment method and the Rapid Anytime Maxi-Adjustment method (RAM)produed promising results. The performane �gures of these two methods are om-parable, but the RAM method is slightly better. Sine the RAM method does notinvolve the omputation of minimal inonsistent subsets when belief ontration takesplae, it is faster than the Anytime Maxi-Adjustment method as validated by the re-spetive text �ltering tasks. In addition, the F1 measure, F1 utility and F3 utilityahieved by the RAM method are also slightly better than those obtained based on theAnytime Maxi-Adjustment method. It was found that some disbeliefs in the agent'stheory base after applying the RAM method did not exist in the agent system's the-



5.6. EXPERIMENT ON TRANSMUTATION METHODS 237ory base if the Anytime Maxi-Adjustment method was applied. These beliefs mightbe lost during a belief revision operation when the time limit of the Anytime Maxi-adjustment method was exeeded. As the RAM method is faster than the AnytimeMaxi-adjustment method (e.g., no minimal subsets of beliefs are omputed), thereis less hane that some signi�ant beliefs are lost beause the time limit of a be-lief revision operation is reahed. As a result, more aurate doument lassi�ationis ahieved based on a larger number of reliable beliefs about the urrent retrievalontext. Adjustment Methods Time F1 measure F1 Utility F3 UtilityStandard AGM 0H48M13S 0 0 0Maxi-adjust 4H49M02S 0.767 12 16Anytime Maxi-adjust 2H45M16S 0.769 13 19Rapid Anytime Maxi-adjust 2H26M33S 0.769 13 19Table 5.5: Comparison of Adjustment Methods (TREC Topi 37)When there were only a few positive examples to be learnt from a topi, the var-ious adjustment methods, exept standard AGM adjustment, produed omparableresults as depited in Table 5.5. The standard AGM adjustment method produed thepoorest result measured in terms of the F1 measure, F1 utility, and F3 utility. Afterexamining the agent's theory base, it was observed that some positive beliefs learntby the other adjustment methods were not present if the standard AGM adjustmentmethod was applied. This is perhaps aused by the fat that some beliefs with equalor lower entrenhment degree may be ontrated from the agent's knowledge base



238 CHAPTER 5. EXPERIMENTS AND RESULTSalong with the belief ausing the inonsisteny. Without an adequate representationof the retrieval ontext, the agent ould not identify the relevant douments. A-ordingly the F1 measure, F1 utility and F3 utility were all zeros when the standardadjustment method was invoked.The Maxi-adjustment method, Anytime Maxi-adjustment method, and RapidAnytime Maxi-adjustment method ahieved omparable learning e�etiveness. Againit took longer to �lter the AP-89 olletion if the Maxi-adjustment method was ap-plied. The additional time was onsumed while the Maxi-adjustment method pro-essed some disbeliefs with the same rank. In fat, there were only a few disbeliefswith the same entrenhment degree (i.e., in the same rank) in the agents' theory basesfor this �ltering task. Consequently, the Maxi-adjustment method did not onsumesubstantially more time to learn the hypothetial user's hanging information needswhen ompared with the RAM method. The small time di�erene between the Maxi-adjustment method and the Anytime Maxi-adjustment method also indiated thatthe anytime feature was only invoked oasionally to terminate a belief revision op-eration when the Anytime Maxi-adjustment proedure was exeuted. However, afterexamining the agents' theory bases, it was found that some disbeliefs aptured inthe agent's theory base when the Maxi-adjustment method was applied did not ap-pear in the agent's theory base if the anytime Maxi-adjustment method or the RAMmethod was invoked. This probably explains the small di�erene of the F1 measure,F1 utility, and F3 utility when these methods were invoked. For this �ltering task,



5.7. EVALUATION BASED ON THE REUTERS-21578 COLLECTION 239the Anytime Maxi-adjustment method produed the same set of positive beliefs asthe RAM method did. This is the reason why their learning e�etiveness is the same.However, the Anytime Maxi-adjustment method still onsumed a bit more time tolearn the retrieval ontext beause it enumerated the minimal inonsistent subsets inseveral entrenhment ranks.As a whole, this preliminary experiment provides new empirial evidene to sup-port the onept of anytime belief revision [Wil97℄. The Anytime Maxi-adjustmentmethod ahieves omparable learning e�etiveness to that of the Rapid Anytime Maxi-adjustment method if there is a small number of beliefs to be learnt by the agents.However, if there are many beliefs to be learnt from a retrieval topi, the RAM methodis more promising than the Anytime Maxi-adjustment method in terms of both learn-ing e�etiveness and omputational eÆieny. Therefore, the RAM method is appliedto our belief-based information agent system AIFS. The remaining experiments re-ported in this thesis are all based on the RAM adjustment algorithm and the MKCentrenhment indution method.
5.7 Evaluation of AIFS based on the Reuters-21578ColletionThe overall �ltering performane of the AIFS prototype system based on the Reuters-21578 olletion is depited in Figure 5.9. The system was evaluated against 20



240 CHAPTER 5. EXPERIMENTS AND RESULTSReuters topis. The �rst olumn in Figure 5.9 shows the topi number, and the seondolumn lists the number of relevant douments pertaining to eah topi. These �guresrepresent the atual number of relevant douments judged by human assessors. Theremaining olumns show the lassi�ation auray, reall, preision, F1 measure, F1utility, F3 utility, and �ltering time in seonds. The last row in Figure 5.9 showsthe average result aross topis. The proposed agent system ahieves an averageF1 of 0:486, an average F1 utility sore of 160:4, and an average F3 utility sore of285:1. The average time of �ltering a topi for the \Modi�ed Lewis Split" subset(19; 702 douments) of the Reuters-21578 olletion is 1; 791:1 seonds (around 30minutes). Therefore, on average our belief-based agent system AIFS spends about0:091 seond to learn and to lassify if a doument is relevant with respet to a user'shanging information needs. These eÆieny �gures produe onrete evidene thatthe proposed logial framework is feasible for the development of adaptive informationagents whih deal with large on-line information retrieval tasks.From among the 20 topis, the most time onsuming one is topi 1 whih involvesa signi�ant number of belief revision operations to learn both beliefs (i.e., positivekeywords) and disbeliefs (i.e., negative keywords). The proessing time related totopi 1 represents our worst ase of �ltering for the Reuters-21578 olletion. Theagent spent about 1:04 seonds to proess (e.g., lassi�ation and learning) a doumentin this worst ase senario. However, the e�etiveness result of topi 1 is quite good.The lassi�ation auray, the F1 sore, the F1 utility, and the F3 utility are 0:907,



5.7. EVALUATION BASED ON THE REUTERS-21578 COLLECTION 2410:533, 2098, 3674 respetively.

Figure 5.9: Overall Results of AIFS by Reuters-21578 TopisIn order to gain more insight into the performane of the belief-based agentsystem, a base line agent system (VSpae) was developed and applied to the same�ltering task. All the experimental onditions remained the same exept that theVSpae agent system was developed based on the Vetor Spae model [SM83℄ andusing the Rohio learning method [Ro71℄ to revise the term weights aptured in a
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Figure 5.10: Overall Results of VSpae by Reuters-21578 Topisprototype vetor representing the hypothetial user's information needs. The VetorSpae model together with the Rohio learning method is a well-known quantitativeapproah for developing IR and IF systems. This approah has been suessfullyapplied to proess large and omplex IR tasks [Sal90℄. In the base line system, thedoument pre-proessing proedure is exatly the same as the belief-based agent sys-tem AIFS. The performane �gures of the base line agent system are depited in
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Figure 5.11: Comparison (AIFS vs. VSpae) by Reuters-21578 TopisFigure 5.10, and the omparison between the AIFS agent system and the base linesystem is shown in Figure 5.11. In Figure 5.11, a positive value represents how muhthe belief-based agent system out-performs the base line system, and a negative �gureindiates that the belief-based agent system is inferior to the base line system. Allthe positive �gures are highlighted in Figure 5.11.The average F1, F1 utility, and F3 utility ahieved by the base line system are



244 CHAPTER 5. EXPERIMENTS AND RESULTS0:479, 115:6, and 169:4 respetively. On average it only took 0:017 seond to proessa doument. So, the Vetor Spae based information agent model is more eÆientthan our belief-based adaptive information agent model. In fat, the base line systemis 5 times faster than the belief-based agent system in �ltering the Reuters-21578douments. However, in terms of learning and lassi�ation e�etiveness, the belief-based agent system AIFS outperforms the base line agent in these �ltering tasks. It isshown that the average F1, F1 utility and F3 utility ahieved by AIFS are all superiorto the equivalent values produed by the base line agent system. The di�erenes are0:007, 44:8, and 115:7 respetively as depited in the last row of Figure 5.11. Thelast olumn (total exeution time in seonds) indiates how many seonds more areonsumed by the belief-based agent system to proess the douments. Sine eah�ltering topi has distint harateristis (e.g., number of relevant douments), theaverage F1 sore, F1 utility, and F3 utility aross di�erent topis may not be anelegant way to show the overall performane of the system. A better approah isto arry out a topi-by-topi omparison among systems. In this experiment, theAIFS system out-performed the VSpae system in 7 topis if their performane wasmeasured in terms of the F1 sores, whereas the VSpae system out-performed theAIFS system in only 4 topis. If the IR e�etiveness is measured in terms of theF1 utility or the F3 utility, the number of topis that AIFS performed better thanVSpae was also more than the number of topis that VSpae performed better thanAIFS. As a whole, the initial experimental result shows that the belief-based agentmodel out-performs the vetor spae based agent model in many of the �ltering tasks



5.8. EVALUATION OF AIFS BASED ON THE TREC-AP COLLECTION 245based on the Reuters-21578 olletion. The ost of ahieving this improved retrievalperformane is spending about 0:073 seonds more to proess eah doument. Thissmall omputational ost seems aeptable even for demanding interative informationretrieval ativities.
5.8 Evaluation of AIFS based on the TREC-APColletionThe overall �ltering performane of the AIFS system against the AP-89 olletionis depited in Figure 5.12 and Figure 5.13 respetively. Figure 5.12 illustrates theresult pertaining to the �rst 25 TREC topis, and Figure 5.13 shows the result ofthe remaining 25 topis as well as the average sores. In eah table, the �rst olumnshows the topi number, and the seond olumn lists the number of relevant dou-ments pertaining to a topi. These �gures represent the atual number of relevantdouments judged by the TREC assessors. The remaining olumns show the lassi-�ation auray, reall, preision, F1 sore, F1 utility, F3 utility, and �ltering timein seonds. The last row in Figure 5.13 shows the average result aross topis. AIFSahieved an average F1 of 0:175, an average F1 utility sore of �7:7, and an averageF3 utility sore of 27:1. These performane �gures are not as good as that obtainedbased on the Reuters-21578 olletion. However, given that the TREC-AP basedadaptive IR represents muh more diÆult learning and lassi�ation tasks than thatbased on the Reuters-21578 olletion, it is more appropriate to ompare the results
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Figure 5.12: Overall results of AIFS by TREC Topis (1-25)produed by di�erent systems based on the TREC-AP olletion. The average timefor �ltering a topi of the AP-89 dataset (84; 678 douments) is 34; 772:8 seonds(around 9 hours and 39 minutes). Therefore, on average our belief-based agent sys-tem spends about 0:41 seond to lassify if a doument is relevant and not, and at thesame time uses the relevane feedbak information attahed to a doument to learnthe hypothetial user's hanging information needs. The average �ltering time per
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Figure 5.13: Overall results of AIFS by TREC Topis (26-50)TREC-AP doument is 4:5 times longer than the average time spent on learning andlassifying a Reuters-21578 doument by the same agent system. The reason is thatthe AP olletion is muh larger and there are signi�antly more beliefs to be learntby the agent system. Nevertheless, this eÆieny �gure indiates that the proposedlogial framework is feasible for the development of adaptive information agents toproess omplex IR tasks sine on average the agent system only needs less than half



248 CHAPTER 5. EXPERIMENTS AND RESULTSa seond to learn and lassify a doument. The worst ase in terms of omputationaleÆieny in this experiment is TREC topi 17. It took about 2:2 seonds to proess adoument. Suh a response time is still aeptable to on-line interative informationretrieval tasks beause it may take up to a few seonds for a human user to respondto a message generated by a omputer system.

Figure 5.14: Overall Results of VSpae by TREC Topis (1-25)The performane �gures of our base-line agent system (VSpae) are depited in
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Figure 5.15: Overall Results of VSpae by TREC Topis (26-50)Figure 5.14 and Figure 5.15 respetively. Figure 5.14 shows the base line result forTREC topis 1-25, and Figure 5.15 shows the base line result for TREC topis 26-50.The average �gures are shown in the last row of Figure 5.15. In terms of omputationaleÆieny, the vetor spae based agent model is a sure winner. It took 7; 977:7 seonds(2 hours and 12 minutes) to proess a TREC topi on average, and 0:09 seond toproess a doument of the TREC-AP olletion. The base line system is at least 4:5
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Figure 5.16: Comparison (AIFS vs. VSpae) by TREC Topis (1-25)times faster than the belief-based agent system. A diret omparison between theresult of AIFS and that of VSpae is depited in Figure 5.16 and Figure 5.17. Ingeneral, a positive performane �gure suh as the F1 sore indiates that the AIFSsystem out-performs the base-line system, whereas a negative �gure implies that AIFSis not performing as well as the base-line system. However, positive �gures in the lastolumns (exeution time in seonds) of Figure 5.16 and Figure 5.17 mean that the
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Figure 5.17: Comparison (AIFS vs. VSpae) by TREC Topis (26-50)AIFS system takes longer time to ondut information �ltering. The highlighted ellsin Figure 5.16 and Figure 5.17 indiate that AIFS performed better than VSpae. Interms of the average F1 measure, the base-line agent system is slightly better thanAIFS (e.g., �0:075). However, the average F1 utility of AIFS is better than that of thebase-line system (e.g., 16:6). The base-line system ahieved a slightly better averageF3 utility (e.g., �3:9). For a topi by topi omparison based on the F1 measure, there



252 CHAPTER 5. EXPERIMENTS AND RESULTSare 23 topis where the belief-based agent system performs better than or as well asthe base-line agent system. Based on the F1 utility sores, there are 21 topis whereAIFS performs better than or at least as well as the base-line system. AIFS performsbetter than or as well as the base-line system over 20 TREC topis if it is assessedbased on the F3 utility sores. As a whole, we are unable to draw a onlusion that thebelief-based information agent model out-performs the vetor spae based informationagent model. The AIFS model produed omparable result as that ahieved by theVSpae model. The base line agent system is de�nitely more eÆient than the belief-based agent system in this experiment. The slightly higher average F1 utility soreof AIFS than that of VSpae demonstrates the potential of a belief-based IR model.Sine this is the �rst implementation of a belief revision based information agentmodel, there is still room for improvement in terms of omputational eÆieny andIR e�etiveness in the future. Given the fat that it is quite diÆult to develop logi-based IR models [CRSR95℄, the AIFS system is the �rst fully operational logi-basedIR system whih an proess IR tasks based on large doument olletions.Apart from examining the base line system, more insights about the perfor-mane of AIFS an be obtained by omparing its lassi�ation e�etiveness withthat of the partiipating systems in TREC-7 [Hul98℄. Sine the SIGMA informationagent system (Chapter 2, Setion 2.4) is the only adaptive information agent sys-tem partiipated in the adaptive �ltering task of TREC-7, it makes sense to ompareSIGMA's performane with that of AIFS. Figure 5.18 and Figure 5.19 depit the F1
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Figure 5.18: Comparison (AIFS vs. SIGMA) by TREC Topis (1-25)and F3 utility sores as obtained by AIFS and SIGMA. Figure 5.18 shows the om-parison over TREC topis 1-25, and Figure 5.19 shows the omparison over TRECtopis 26-50. The last row in Figure 5.19 depits the average �gures from AIFS andSIGMA, and their di�erenes. Sine only the F1 and F3 utility sores are availablefrom TREC-7 (http://tre.nist.gov/pubs/tre7/t7_proeedings.html), om-parison between AIFS and SIGMA is done based on these two measures only. The
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Figure 5.19: Comparison (AIFS vs. SIGMA) by TREC Topis (26-50)�rst olumn in Figure 5.18 and Figure 5.19 depits the TREC topi numbers. Theseond and the third olumns depit the F1 and F3 sores of AIFS, and the forth andthe �fth olumns show the F1 and F3 sores of SIGMA. A positive �gure in the lasttwo olumns means that AIFS outperforms SIGMA in a partiular TREC topi. Allthe positive �gures in these two olumns are highlighted. By omparing the F1 sores(the sixth olumn), AIFS outperforms SIGMA in all topis exept TREC topi 23. By



5.8. EVALUATION OF AIFS BASED ON THE TREC-AP COLLECTION 255omparing the F3 sores (the last olumn), AIFS outperforms SIGMA in 42 topis.Apparently, our belief-based adaptive information agent system AIFS ahieved muhbetter IR performane than that of the SIGMA information agent system. However,we annot onlude that AIFS is de�nitely more e�etive than SIGMA beause AIFSwas applied to �lter the AP-89 subset only. Moreover, both aepted and rejeteddouments were used by AIFS to learn a user's hanging information needs.

Figure 5.20: Comparison of F1 utility (AIFS vs. Average TREC-7)Figure 5.20 plots AIFS's F1 utilities against the average F1 utilities of all thepartiipating systems in the adaptive �ltering task of TREC-7 over the 50 TREC top-is. Eah bar in Figure 5.20 represents the di�erene between the F1 sore obtainedfrom AIFS and the average F1 sore obtained from the TREC-7 partiipants for the
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Figure 5.21: Comparison of F3 utility (AIFS vs. Average TREC-7)orresponding topi. The average F1 sores from the TREC-7 partiipants in theadaptive information �ltering task are treated as base line �gures for our omparison.If there is a bar above the x-axis, it means that the performane of AIFS is betterthan the average performane of the TREC-7 partiipants for that partiular topi.A bar below the x-axis indiates that the performane of AIFS is not as good asthe average performane of the TREC-7 partiipants for the partiular topi. As anbe seen, AIFS's performane is better than the average performane of the TREC-7partiipants in the adaptive information �ltering task in many oasions (in 44 TRECtopis). In addition, �gure 5.21 plots AIFS's F3 utilities against the average F3 util-ities among the partiipating systems of TREC-7 over the 50 TREC topis. A bar



5.8. EVALUATION OF AIFS BASED ON THE TREC-AP COLLECTION 257above the x-axis means that AIFS's performane is better than the average perfor-mane of the TREC-7 partiipants. AIFS's F3 utilities are above the average of theTREC-7 partiipants for the adaptive �ltering task in 32 TREC topis. Although ourexperiment is slightly di�erent from the adaptive �ltering task of TREC-7 (e.g., onlythe AP-89 dataset is proessed by AIFS), these topi-by-topi omparisons providethe basis for an initial assessment of AIFS's general performane. In general, the beliefrevision based information agent model is promising as demonstrated by the resultsprodued by our very �rst prototype system. The preise �gures of the topi-by-topiomparison between AIFS and the partiipating systems of the TREC-7 adaptiveinformation �ltering task are given in Appendix F.Clariteh is among the best adaptive �ltering systems in TREC-7 [Hul98℄. Theomparison between the F1 and F3 utilities of AIFS and that of Clariteh shows thatAIFS is not as good as Clariteh. However, AIFS's performane is lose to that ofClariteh based on a topi-by-topi omparison. There are 24 topis where AIFS'sF1 sores are higher than that of Clariteh, and there are 20 topis where AIFS'sF3 sores are higher than that of Clariteh. Nevertheless, there are 26 topis whereClariteh's F1 sores are better than that of AIFS, and there are 30 topis whereClariteh's F3 sores are better than that of AIFS. The preise �gures of the topi-by-topi omparison between AIFS and Clariteh are tabulated in Appendix G.



Chapter 6
Conlusions and Future Diretions
6.1 ConlusionsThe AGM belief revision framework provides a rigorous theoretial foundation to buildthe next generation of adaptive information agents. The logial language provides theexpressive power to represent omplex retrieval ontexts. The AGM belief funtionsformally haraterise the agents' learning ativities, and ensure that the abstration ofretrieval ontexts is revised in a minimal and onsistent fashion. Therefore, informa-tion mathing in these agents adheres to the logial unertainty priniple. In addition,expetation inferene provides a sound and robust framework to develop the agents'lassi�ation mehanisms whih enhane proative IR. The lose onnetion betweenbelief revision and expetation inferene allows a seamless integration of the learn-ing and the lassi�ation funtions in adaptive information agents. The belief-basedinformation agent system is more e�etive than the vetor spae based information258



6.1. CONCLUSIONS 259agent system for the adaptive �ltering tasks onduted based on the Reuters-21578olletion. Moreover, the belief-based information agent system is also eÆient indealing with large IR appliations. It takes less than half seond to �lter a doumentfor the AP-89 olletion whih ontains over eighty thousand douments. The beliefrevision based IR model is among a few implemented logi-based IR models, andis the �rst logi-based IR model with both IR e�etiveness and omputational eÆ-ieny suessfully evaluated based on large IR benh-marking olletions suh as theReuters-21578 olletion and the AP-89 olletion. This is the �rst researh providingonrete evidene that logi-based IR model is not only e�etive but also eÆient forlarge and realisti IR appliations. In addition, the work reported in this thesis alsodemonstrates the �rst large sale implementation and validation of the AGM beliefrevision framework in an empirial setting.
6.1.1 Entrenhment IndutionMutual Information MI and a variant of the Expeted Cross Entropy EH are note�etive beause of the mis-math between how an entrenhment degree is indued andhow the entrenhment degree is interpreted by the belief-based lassi�ation model.Both the Keyword Classi�er KC and Modi�ed Keyword Classi�er MKC whih arebased on the statistial method of Kullbak Divergene are e�etive. MKC is themost e�etive entrenhment indution method measured in terms of the F1 sore, F1utility and F3 utility for the IR tasks performed based on the Reuters-21578 olletion.



260 CHAPTER 6. CONCLUSIONS AND FUTURE DIRECTIONS6.1.2 Adaptive LearningThe belief revision based adaptive information agents an learn hanging retrievalontexts. Their learning performane is reeted by the improvement of the F1 soresover time in several IR tasks based on the TREC-AP olletion or the Reuters-21578olletion. However, if there are only a few relevant douments (i.e., positive trainingexamples) in an IR topi, the agents' learning and lassi�ation e�etiveness mayutuate beause of insuÆient information to learn an aurate representation of aretrieval ontext.6.1.3 Transmutation MethodsSeveral transmutation methods whih implement the AGM belief funtions have beenevaluated based on two adaptive �ltering tasks of the TREC-AP olletion. Thestandard transmutation method whih exatly implements the AGM belief revisionfuntions is not as e�etive as the Maxi-adjustment method or the Rapid Maxi-adjustment method. The Maxi-adjustment transmutation method is not as e�etiveas its anytime ounterpart and is the least eÆient transmutation method. TheAnytime Maxi-adjustment method and the Anytime Rapid Maxi-adjustment (RAM)method produed omparable performane if there are not many positive beliefs abouta retrieval ontext to be learnt from. Nevertheless, the RAM method is more eÆientthan the Anytime Maxi-adjustment method when there are many beliefs to be revisedinto an agent's knowledge base. Through our experiments, it is on�rmed that the



6.1. CONCLUSIONS 261anytime approximations of the AGM belief revision operations are both e�etive andeÆient for large real-life appliations.
6.1.4 General DisussionWith referene to the set of desirable features of intelligent IR systems disussedin Setion 1.3 of Chapter 1, the belief revision based adaptive information agentmodel is promising in many aspets. The belief revision based information agents anautonomously lassify douments from a large stream of inoming douments withminimum human intervention. These agents are adaptive sine they an onstantlyrevise their knowledge bases in aordane with the hanging retrieval ontexts andpredit the relevane of douments with respet to the revised retrieval ontexts. Thebelief-based agent system is salable for proessing large and omplex IR appliations.The �rst prototype of belief revision based information agent system only requires lessthan half seond to proess a doument for the AP-89 olletion. The belief revisionbased information agents are also proative beause they an make use of the relation-ships among information items to infer the possibly interesting douments whih arenot expliitly requested by the users. In addition, these agents are explanatory as theyan justify their lassi�ation deisions based on the relationships among informationitems. Finally, for the requirement of balaned preision and reall IR behaviour,the initial experiments show that the average preision of the agent system is slightlyhigher than its average reall for both the TREC-AP and the Reuters-21578 runs.



262 CHAPTER 6. CONCLUSIONS AND FUTURE DIRECTIONSHowever, this may not be suh a bad feature given the fat that information seekersare often overwhelmed by too muh rather than too little information.
6.2 Future DiretionsThe urrent researh work in belief revision based adaptive information agents rep-resents an initial study towards applying theoretial AI models to pratial IR appli-ations. During the ourse of this researh, it was found that there were other issuesand researh questions related to the urrent study. However, beause of the limitedtime, these issues are left to be takled by future researh.
6.2.1 Disovering Contextual KnowledgeDuring the ourse of developing the belief revision based IR model, it was found thatautomated means of learning IR ontexts is ritial for the suess of the informationagents. Essentially, the entrenhment indution proedure onerns about induingusers' information preferenes. The more hallenging indution task is the disoveryof the orresponding IR ontexts where the users' information needs arise. This on-textual information is essential for the agents to infer the users' impliit informationneeds. For instane, given the ontextual knowledge that siene students who areinterested in items desribed by the term \Java" are probably studying omputersienes (i.e., java^ siene! omputer), and students with major in omputer si-



6.2. FUTURE DIRECTIONS 263enes normally learn programming (i.e., omputer ! programming), an informationagent will reommend douments about \Computer Programming" to a user who isa siene student issuing a query of \Java". It is possible for the agents to disoversuh ontextual knowledge from a student enrolment database. However, mining suhontextual knowledge is not a trivial task. Indeed, there are still many outstanding re-searh questions to be takled in the �eld of text mining. The text mining frameworkproposed in this thesis is based on the well-known assoiation rule mining tehniques.The notions of rule support and rule on�dene in assoiation rule mining are proba-bilisti measures, whereas epistemi entrenhment orderings do not satisfy the basiprobability axioms in general. This gives rise to a fundamental researh hallenge ofhandling the mis-math between these two paradigms. In addition, a novel methodwhih is based on a rigid measure of term property is proposed to indue the infor-mation prelusion relationships. For instane, only the absolute positive terms andnegative terms are seleted to onstrut the information prelusion rules. From theinitial experiments, it was found that not many suh rigid rules exist in a olletion.On the other hand, relaxing the rigid seletion riterion to allow more terms to gointo the rule generation proesses jeopardises the reall of the information agents be-ause some of the relevant items are mistakenly identi�ed as non-relevant. A moree�etive text mining method for the disovery of information prelusion relationshipsis required.



264 CHAPTER 6. CONCLUSIONS AND FUTURE DIRECTIONS6.2.2 Belief Revision for Abdutive Classi�ation
A formal analysis of the relationship between the AGM belief revision and minimalabdution has been onduted [PNF95℄. In the ontext of adaptive information agents,entrenhment-based abdution an be applied to enhane the agents' informationmathing (lassi�ation) funtions. The proposed belief revision based learning modelrevises an agent's knowledge base only if expliit user's relevane feedbak is reeived.Then, subsequent lassi�ation is onduted by mathing the revised knowledge aboutthe urrent retrieval ontext with inoming doument haraterisations. However, itis possible for the agents to abdut doument relevane given little or no relevanefeedbak from the users. Suh an information mathing apability is akin to the onefound in the reently proposed probabilisti relevane model [LC01℄. If a doumentrepresentation is not logially entailed by an agent's knowledge base, a shadow beliefrevision operation an be invoked to minimally revise the knowledge base suh thatthe revised beliefs entail the doument haraterisation. If the minimal hanges satisfyertain riteria in terms of epistemi entrenhment, the orresponding doument isdeemed relevant. Unlike the revision proesses triggered by users' relevane feedbak,the abduted sentenes are not physially added to the agents' knowledge bases.In general, suh a lassi�ation method an improve the reall of the informationagent system sine some partially relevant douments may be onsidered relevantafter the abdution proess. An entrenhment-based abdutive framework an beseen as a diret implementation of the logial unertainty priniple for IR. Some



6.2. FUTURE DIRECTIONS 265tehnial issues need to be resolved before suh an abdutive reasoning frameworkan be applied to develop operational information agent systems. The fundamentalissue is the development of the entrenhment-based doument seletion riterion.
6.2.3 Further Optimisation of the Information Agent ModelSymboli IR models are omputationally expensive and so are the adaptive infor-mation agents built on top of suh models. Optimisation tehniques (e.g., featureseletion based on TFIDF, removing less entrenhed beliefs, reduing the frequenyof belief revision, using a subset of the propositional language, et.) were applied tothe belief revision based agent model so that an eÆient prototype system ould bebuilt. As indiated from our preliminary experiments, the belief revision based agentmodel is less eÆient than its vetor spae based ounterpart. It is going to be along battle to develop a symboli information agent model that is as eÆient as apurely quantitative model. One possible approah to improve the eÆieny of the ex-isting information agent model is to apply Latent Semanti Indexing (LSI) [DDF+90℄to redue the dimensionality of the doument spae before applying the belief revi-sion logi for learning and lassi�ation in information agents. However, sine LSIis also omputationally expensive, it remains a problem for optimising the omputa-tional eÆieny of on-line adaptive information agents. An alternative is to explore aphrase-based rather than word-based doument representation sheme. The researhhypothesis is whether a phrase-based doument representation an redue the number



266 CHAPTER 6. CONCLUSIONS AND FUTURE DIRECTIONSof tokens required for representing douments, and hene the number of belief revisionoperations taken to learn a retrieval ontext. Given a smaller knowledge base in anagent, the time spent on inferring doument relevane (i.e., lassi�ation) may alsobe redued. Finally, with the advanes in theorem proving tehniques, it is possibleto optimise the degree() funtion whih is the work horse of the belief revision algo-rithm. Consequently, both the learning and the lassi�ation proesses in adaptiveinformation agents beome more eÆient.
6.2.4 Possibilisti Information AgentsIt has been proved that the numerial ounterparts of the epistemi entrenhmentorderings are the neessity measures [DP91℄. For instane, � 6 � is equivalent toN(�) � N(�) for any �; � 2 L; 6 represents the epistemi entrenhment orderingbetween � and �. The ordering indued by the neessity measure suh as N(�) is rep-resented by �. For any possibilisti formula suh as (�;m), the greatest lower boundertainty m derived from the neessity measure equals the degree of aeptane ofthe orresponding formula degree(B; �). This orrespondene not only establishesthe lose onnetion between the AGM belief revision and possibilisti logi, but alsoprovides an alternative for modelling the learning and lassi�ation funtions of adap-tive information agents. In a possibilisti knowledge base, inonsistenies among be-liefs are allowed. An inonsisteny tolerant possibilisti dedution framework is usedto draw onlusions based on the most reliable (ertain) subset of information in



6.2. FUTURE DIRECTIONS 267a knowledge base. A reent psyhologial study has shown that the nonmonotonipostulates haraterising possibilisti logi are ompatible with the harateristis ofhuman reasoning [NBR00℄. It is also reported that possibilisti rather than proba-bilisti reasoning is loser to the kind of approximate reasoning exerised by humanexperts [RN98℄. Therefore, it is intuitively attrative to apply possibilisti logi tomodel adaptive IR situations where inonsistent retrieval ontexts may arise. If theinformation needs pertaining to di�erent topis are aptured by a single knowledgebase, the hane of developing an inonsistent knowledge base inreases. A possi-bilisti framework for IR has been explored [LtHB01, LtHB01b℄. From a theoretialstand point, the learning proesses in information agents may be sped up beause theomputations spent on maintaining onsistent knowledge bases are saved. However,the extra omputational osts involved in �nding maximal onsistent belief sets fordeduing doument relevane (i.e., lassi�ation) may outweigh the agents' eÆienygains obtained during learning. This is a severe problem if the information agents aredeployed for on-line interative IR where the agents' on-line performane is mainlyinuened by the lassi�ation proesses. Empirial studies are needed to examinethe advantages and drawbaks of the possibilisti information agent model.
6.2.5 Knowledge Fusion and Collaborative FilteringWhen a large number of information agents are deployed for IR ativities, there will bea need to share the domain knowledge among the agents or sharing the agents among



268 CHAPTER 6. CONCLUSIONS AND FUTURE DIRECTIONSan information seeking ommunity. The former ativities are related to the researhtopi of knowledge fusion, whereas the latter may be empowered by ollaborative�ltering. For knowledge fusion, the main issue is how to ombine several epistemientrenhment orderings into a oherent one while retaining as muh information fromindividual entrenhment orderings as possible. The theories about knowledge fusionamong multiple knowledge bases need to be explored. A related issue is how to sharethe knowledge aquired by the adaptive information agents among the users withinan information seeking ommunity. With these apabilities, the advantages of bothontent-based �ltering (the fous of this thesis) and ollaborative �ltering are uni�edunder a single information agent arhiteture. To implement ollaborative �ltering,an exploration of the tehniques for generalising ontextual knowledge aquired by agroup of information agents or speialising the ontextual knowledge aquired by ageneri information agent is needed. Furthermore, a more sophistiated agent librarystruture should be sought to failitate the re-use of the ontextual knowledge aquiredby the adaptive information agents.
6.2.6 Web-based Adaptive Information AgentsThe Internet and the Web present very hallenging IR problems. As reported fromprevious studies, queries passed to the Internet searh engines are often short andinomplete. This indiates that information seekers have diÆulties in expressingtheir impliit information needs by arti�ial query languages. Even for a domain



6.2. FUTURE DIRECTIONS 269spei� query, a searh engine may return thousands of hits. The adaptive informationagents proposed in this thesis are quite appliable to solve the problem of informationoverload on the Web. The lient-server agent arhiteture depited in Chapter 4represents a feasible solution to the Web searh problem. With the help of the serverside adaptive information agents, information seekers residing on the lient sides arepushed with relevant Web information (e.g., Web pages or net news). This kindof servie is partiularly useful for satisfying users' long-term reurring informationneeds. The development of a proxy server housing the adaptive information agents,the wrappers omponents interfaed with external Internet searh engines or otherinformation agents, and the intelligent user interfae agents whih an onstantlymonitor users' on-line ations will ertainly omplement the urrent prototype agentsystem and make the system fully operational on the Web. To improve the externalvalidity of the urrent researh work, huge Web olletions (e.g., from the TRECarhive) an be used to examine the salability power of the Web-based adaptiveinformation agents. Moreover, usability studies involving real information seekers anbe performed to evaluate the Web-based agent system as a whole.
6.2.7 Adaptive Information Agents for E-ommereThe belief revision based adaptive information agents an be applied to other relatedappliations to improve the external validity of the underlying agent model. Forinstane, the �rst two essential stages in agent-mediated eletroni ommere are



270 CHAPTER 6. CONCLUSIONS AND FUTURE DIRECTIONSneeds identi�ation and produt brokering [GMM98℄. During these stages, pro�lesof onsumers' requirements for produts are reated by intelligent agents. Based ona onsumer's feedbak about her urrent produt preferenes, a pro�ling agent anonstantly revise the ontent of the orresponding onsumer pro�le and reason aboutthe onsumer's atual requirements with respet to her latest produt preferenes.This senario is quite similar to the adaptive IR proesses. In fat, pro�ling onsumers'needs and reommending produts an be seen as a speial ase of the general adaptiveIR proesses. In the ontext of eletroni ommere, information objets are aboutonsumer produts. An initial investigation into the framework of applying the beliefrevision agent model to adaptive onsumer pro�ling and produt reommendationhas been performed [LtHB00℄. In addition, a novel belief revision based negotiationmodel has also been proposed [Lau02a℄. However, more work is required to developand evaluate the belief revision based adaptive pro�ling or negotiation system foreletroni ommere.
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Publiations Related to AdaptiveInformation Agents
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Appendix B
An example of a TREC topi
<top><head> Tipster Topi Desription<num> Number: 001<dom> Domain: International Eonomis<title> Topi: Antitrust Cases Pending<des> Desription:Doument disusses a pending antitrust ase.<narr> Narrative:To be relevant, a doument will disuss a pending antitrust ase andwill identify the alleged violation as well as the government entityinvestigating the ase.<on> Conept(s):1. antitrust suit, antitrust objetions, antitrust investigation,antitrust dispute<fa> Fator(s):<def> Definition(s):Antitrust - Laws to protet trade and ommere from unlawfulrestraints and monopolies or unfair business praties.</top>
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Appendix C
An Example of a Reuters-21578doument
<REUTERS TOPICS="YES" LEWISSPLIT="TRAIN" CGISPLIT="TRAINING-SET"OLDID="5544" NEWID="1"><DATE>26-FEB-1987 15:01:01.79</DATE><TOPICS><D>ooa</D></TOPICS><PLACES><D>el-salvador</D><D>usa</D><D>uruguay</D></PLACES><PEOPLE></PEOPLE><ORGS></ORGS><EXCHANGES></EXCHANGES><COMPANIES></COMPANIES><TEXT>&#2;<TITLE>BAHIA COCOA REVIEW</TITLE><DATELINE> SALVADOR, Feb 26 - </DATELINE><BODY>Showers ontinued throughout the week inthe Bahia ooa zone, alleviating the drought sine earlyJanuary and improving prospets for the oming temporao,although normal humidity levels have not been restored,Comissaria Smith said in its weekly review.</BODY></TEXT></REUTERS> 275



Appendix D
The Standard AGM AdjustmentAlgorithm
FUNCTION AnytimeAGM(OldB, �, Ndegree, TimeLimit)Odegree := Degree(OldB; �)REMARKS: MaxDegree = 1 in our implementationIF Degree(OldB;:�) = MaxDegreeRETURN OldBENDIFIF Ndegree � OdegreeNewB := Revision(OldB, �, Odegree, Ndegree, TimeLimit)ELSE NewB := AGMContration(OldB, �, Odegree, Ndegree, TimeLimit)
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277ENDIFRETURN NewBEND FUNCTIONFUNCTION AGMContration(OldB, �, Odegree, Ndegree, TimeLimit)REMARKS: MinDegree = 0 in our implementationIF Ndegree = OdegreeRETURN OldBENDIFHighB := Cut(OldB, Rank(MaxDegree), Rank(Odegree) - 1)ProblemB := Cut(OldB, Rank(Odegree), Rank(Ndegree) - 1)LowB := Cut(OldB, Rank(Ndegree), Rank(MinDegree))NewB := HighBFOR x := 1 TO NoElements(ProblemB)IF ElapsedTime() > TimeLimit AND TimeLimit > 0EXITENDIFIF ProblemB[x℄.belief = �SKIP NEXTENDIFIF Degree(OldB; ProblemB[x℄ _ �) > Odegree



278 APPENDIX D. THE STANDARD AGM ADJUSTMENT ALGORITHMNewB := NewB + ProblemB[x℄ELSEIF Ndegree > MinDegreeProblemB[x℄.degree := NdegreeNewB := NewB + ProblemB[x℄ENDIFENDIFNEXTIF Ndegree > MinDegreeNewB := NewB + (�, Ndegree)NewB := NewB + LowBENDIFRETURN NewBEND FUNCTION



Appendix E
The Anytime Maxi-AdjustmentAlgorithm
The Anytime Maxi-adjustment algorithm illustrated in this setion is developed basedon Williams' idea presented in [Wil97℄. However, it is not a re-prodution of Williams'algorithm. In partiular, this algorithm is based on the onept of identifying andextrating the ProblemB segment of �nite partial entrenhment ranking to produethe losest approximation of a belief revision operation rather than based on theMoveUp() and MoveDown() funtions disussed in [Wil97℄. The algorithm illus-trated in this setion is optimised to avoid the enunmeration of the minimal subsetsin a partiular entrenhment rank if it is not really neessary.FUNCTION AnytimeMaxi(OldB, �, Ndegree, TimeLimit)Odegree := Degree(OldB; �)REMARKS: MaxDegree = 1 in our implementation
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280 APPENDIX E. THE ANYTIME MAXI-ADJUSTMENT ALGORITHMIF Degree(OldB;:�) = MaxDegreeRETURN OldBENDIFIF Ndegree � OdegreeNewB := Revision(OldB, �, Odegree, Ndegree, TimeLimit)ELSE NewB := MaxiContration(OldB, �, Odegree, Ndegree, TimeLimit)ENDIFRETURN NewBEND FUNCTIONFUNCTION MaxiContration(OldB, �, Odegree, Ndegree, TimeLimit)IF Ndegree = OdegreeRETURN OldBENDIFHighB := Cut(OldB, Rank(MaxDegree), Rank(Odegree) - 1)ProblemB := Cut(OldB, Rank(Odegree), Rank(Ndegree) - 1) - f�;OdegreegLowB := Cut(OldB, Rank(Ndegree), Rank(MinDegree))NewB := HighBprover := NEW TheoremProver()



281AddAxioms(prover, Beliefs(HighB))REMARKS: The main loop begins hereREMARKS: Enumeration by entrenhment rank rather than individual beliefFOR rank := 1 TO NoRanks(ProblemB)IF ElapsedTime() > TimeLimit AND TimeLimit > 0EXITENDIFREMARKS: Extrating all beliefs from a rankSingleRankB = Cut(ProblemB, rank, rank)REMARKS: May need to ompute minimal subsets entailing �IF NoElements(SingleRankB) > 1AddAxioms(prover, Beliefs(SingleRankB))IF NOT Proved(prover, �)NewB := NewB + SingleRankBELSERemoveAxioms(prover, Beliefs(SingleRankB))problemsets := SortedPowerSet(SingleRankB)REMARKS: problemsets e.g., [a, b, , ab, b, a, ab ℄ with entrenhment degreesminimalsubsets := {}REMARKS: This loop may be very omputational expensive O(2n)



282 APPENDIX E. THE ANYTIME MAXI-ADJUSTMENT ALGORITHMFOR x := 1 TO NoElements(problemsets)IF (NOT SuperSet(problemsets[x℄, minimalsubsets))AddAxioms(prover, Beliefs(problemsets[x℄))IF Proved(prover, �)minimalsubsets := minimalsubsets + problemsets[x℄ENDIFRemoveAxioms(prover, Beliefs(problemsets[x℄))ENDIFNEXThangedset := Union(minimalsubsets)unhangedset := SingleRankB - hangedsetIF NOT unhangedset = {}NewB := NewB + unhangedsetAddAxioms(prover, Beliefs(unhangedset))ENDIFIF Ndegree > MinDegreeFOR y := 1 TO NoElements(hangedset)hangedset[y℄.degree := NdegreeNEXTNewB := NewB + hangedset



283ENDIFENDIFREMARKS: There is only one belief in this rankREMARKS: Use the same proedure as RAMELSEonebelief := SingleRankBAddAxioms(prover, onebelief.belief)IF Proved(prover, �)IF Ndegree > MinDegreeonebelief.degree := NdegreeNewB := NewB + onebeliefENDIFRemoveAxioms(prover, onebelief.belief)ELSENewB := NewB + onebeliefENDIFENDIFNEXTIF Ndegree > MinDegreeNewB := NewB + (�, Ndegree)



284 APPENDIX E. THE ANYTIME MAXI-ADJUSTMENT ALGORITHMNewB := NewB + LowBENDIFRETURN NewBEND FUNCTION



Appendix F
AIFS vs. TREC-7 AdaptiveFiltering Systems
Figure F.1 and Figure F.2 depit the F1 and F3 utility sores as obtained by AIFSand the adaptive information �ltering systems partiipated in TREC-7. Figure F.1shows the omparison over TREC topis 1-25, and Figure F.2 shows the ompari-son over TREC topis 26-50. The last row in Figure F.2 depits the average �g-ures from AIFS and the �ltering systems in TREC-7, and their di�erenes. Sineonly the F1 and F3 utility sores are available from TREC-7 proeeding Web site:(http://tre.nist.gov/pubs/tre7/t7_proeedings.html), omparison betweenAIFS and the adaptive �ltering systems in TREC-7 is done based on these two mea-sures only. The �rst olumn in Figure F.1 and Figure F.2 depits the TREC topinumbers. The seond and the third olumns depit the F1 and F3 sores of AIFS,and the forth and the �fth olumns show the average F1 and F3 sores ahieved bythe adaptive �ltering systems in TREC-7. A positive �gure in the last two olumnsmeans that AIFS's result is better than the average performane of the adaptive �l-tering systems partiipated in TREC-7 for a partiular topi. All the positive �gures285



286 APPENDIX F. AIFS VS. TREC-7 ADAPTIVE FILTERING SYSTEMSin these two olumns are highlighted. By omparing the F1 sores (the sixth olumn),AIFS's performane is better than the average performane of the TREC-7 adaptive�ltering systems in 44 topis. By omparing the F3 sores (the last olumn), AIFS'sperformane is better than the average performane of the TREC-7 adaptive �lteringsystems in 32 topis. It should be noted that a topi-by-topi omparison is neessarysine eah topi represents an IR task with quite di�erent harateristi. Unless anaurate normalisation proedure that takes into aount the intrinsi harateristiof eah topi an be developed, omputing the mean and standard deviation basedon the �gures aross the various topis does not lead to a more aurate evaluationamong di�erent IR models. Apparently, the performane of our belief-based adaptiveinformation agent system AIFS is better than the average performane of the TREC-7adaptive �ltering systems in more than half of the TREC topis.
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Figure F.1: Comparison AIFS vs. Filtering Systems in TREC-7 for Topis (1-25)



288 APPENDIX F. AIFS VS. TREC-7 ADAPTIVE FILTERING SYSTEMS

Figure F.2: Comparison AIFS vs. Filtering Systems in TREC-7 for Topis (26-50)



Appendix G
Comparison AIFS vs. Clariteh
Figure G.1 and Figure G.2 depit the F1 and F3 utility sores as obtained by AIFSand Clariteh whih is among the best adaptive �ltering system in TREC-7. The �rstolumn in Figure G.1 and Figure G.2 depits the TREC topi numbers. The seondand the third olumns depit the F1 and F3 sores of AIFS, and the forth and the �ftholumns show the average F1 and F3 sores ahieved by Clariteh. A positive �gurein the last two olumns means that AIFS's result is better than that of Clariteh forthat partiular topi. All the positive �gures in these two olumns are highlighted.
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290 APPENDIX G. COMPARISON AIFS VS. CLARITECH

Figure G.1: Comparison AIFS vs. Clariteh in TREC-7 for Topis (1-25)
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Figure G.2: Comparison AIFS vs. Clariteh in TREC-7 for Topis (26-50)



Bibliography 

[AB99] 

[ACL+OO] 

[ AF J M95] 

[AG96] 

[AGM85] 

[AS94] 

G. Amati and P.D. Bruza. A logical approach to query reformulation mo- 
tivated from belief change. Proceedings of the Workshop on Logical and 
Uncertainty Models for Information Systems (LUMIS) , 1999. Available 
from ht t p: //www . dcs. gla. ac. uk/lumis99/programme-40. ht ml. 

Y .  Aridor, D. Carmel, R. Lempel, A. Soffer, and Y . S .  Maarek. Knowledge 
agents on the web. In Matthias Klusch and Larry Kerschberg, editors, 
Proceedings of the 4th International Workshop on Cooperative Infomna- 
tion Agents (CIA’2000), volume 1860 of Lecture Notes in Artificial Intel- 
ligence, pages 15-26, Boston, Massachusetts, July 2000. Springer-Verlag. 

R. Armstrong, D. Freitag, T. Joachims, and T. Mitchell. Webwatcher: A 
learning apprentice for the world wide web. In AAAI Spring Symposium 
on Information Gathering, pages 6-12, 1995. 

G. Amati and K. Georgatos. Relevance as deduction: a Logical View of 
Information Retrieval. In F. Crestani and M. Lalmas, editors, Proceed- 
ings of the Second Workshop on Information Retrieval, Uncertainty and 
Logic WIRUL ’96, pages 21-26. University of Glasgow, Glasgow, Scot- 
land, 1996. Technical Report TR-1996-29. 

C.E. Alchourrbn, P. Gardenfors, and D. Makinson. On the logic of the- 
ory change: partial meet contraction and revision functions. Journal of 
Symbolic Logic, 50:510-530, 1985. 

R. Agrawal and R. Srikant. Fast algorithms for mining association rules 
in large databases. In Jorge B. Bocca, Matthias Jarke, and Carlo Zan- 
iolo, editors, VLDB ’94, Proceedings of 20th International Conference on 
Very Large Data Bases, pages 487-499, Santiago de Chile, Chile, Septem- 
ber 12-15 1994. Morgan Kaufmann Publishers. 

292 



BIBLIOGRAPHY 293 

[Ba197] 

[Bal98] 

[Bar89a] 

[Bar89b] 

[BC92] 

[BGMS98] 

[BGNR96] 

[BH94] 

[BH96] 

[BH98] 

M. Balabanovic. An adaptive web page recommendation service. In 
W. Lewis Johnson and Barbara Hayes-Roth, editors, Proceedings of 
the First International Conference on Autonomous Agents (Agents '97), 
pages 378-385, Marina del Rey, California, February 5-8, 1997. ACM 
Press. 

M. Balabanovic. Exploring versus exploiting when learning user models 
for text recommendation. User Modeling and User-Adapted Interaction, 
8(1-2):71-102, 1998. 

H. Barlow. Unsupervised learning. Neural Computation, l(3) :295-311, 
1989. 

K. Barwise. Logic and information. In K. Jon Barwise, editor, The 
Situation in Logic, pages 37-57. CSLI Publications, 1989. 

N. Belkin and W. Croft. Information Filtering and Information Retrieval: 
Two sides of the same coin? Communications of the ACM, 35(12):29-38, 
1992. 

B. Bessant, E. Grkgoire, P. Marquis, and L. Saddotis. Combining non- 
monotonic reasoning and belief revision: A practical approach. In Fausto 
Giunchiglia, editor, Proceedings of the 8th International Conference on 
Artificial Intelligence: Methodology, Systems, and Applications (AIMSA- 
98), volume 1480 of LNAI, pages 115-128. Springer, September 21-23 
1998. 

F. Bergadano, D. Gunetti, M. Nicosia, and G. Ruffo. Learning logic 
programs with negation as failure. In L. Raedt, editor, Advances in 
Inductive Logic Programming. IOS Press, New York, New York, 1996. 

P.D. Bruza and T.W.C. Huibers. Investigating Aboutness Axioms Using 
Information Fields. In W.B. Croft and C.J. van Rijsbergen, editors, 
Proceedings of the 17th Annual International ACM SIGIR Conference 
on Research and Development in Information Retrieval, pages 112-121, 
Dublin, Ireland, July 1994. ACM Press. 

P.D. Bruza and T.W.C. Huibers. A Study of Aboutness in Information 
Retrieval. Artificial Intelligence Review, 10: 1-27, 1996. 

K.Bharat and M. Henzinger. Improved algorithms for topic distillation 
in a hyperlinked environment. In W. Bruce Croft, Alistair Moffat, C. J. 



294 BIBLIOGRAPHY 

van Rijsbergen, Ross Wilkinson, and Justin Zobel, editors, Proceedings 
of the 21st Annual International ACM SIGIR Conference on Research 
and Development in Information Retrieval (SIGIR-98), pages 104-11 1, 
Melbourne, Australia, August 1998. ACM Press. 

[BL98] P.D. Bruza and B. van Linder. Preferential Models of Query by Nav- 
igation. In F. Crestani, M. Lalmas, and C.J. van Rijsbergen, editors, 
Information Retrieval: Uncertainty and Logics, volume 4 of The Kluwer 
International Series on Information Retrieval, pages 73-96. Kluwer Aca- 
demic Publishers, 1998. 

[BP98] D. Billsus and M. Pazzani. Learning collaborative information filters. In 
J. Shavlik, editor, Proceedings of the 15th International Conference on 
Machine Learning, pages 46-54, Madison, Wisconsin, July 1998. Morgan 
Kaufmann Publishers. 

[BP99] D. Billsus and M.J. Pazzani. A personal news agent that talks, learns and 
explains. In Brian Drabble, editor, Proceedings of the Third International 
Conference on Autonomous Agents (Agents '99), pages 268-275, Seattle, 
Washington, May 1-5 1999. ACM Press. 

[BPR+99] F. Bergadano, A. Puliafito, S. Riccobene, G. Ruffo, and L. Vita. Java- 
based and secure learning agents for information retrieval in distributed 
systems. Information Sciences, 113( 1-2) :55-84, 1999. 

[Bro95] T.A. Brooks. People, Words, and Perceptions: A Phenomenological In- 
vestigation of Textuality. Journal of the American Society for Informa- 
tion Science, 46(2):103-115, 1995. 

[Bru96] P.D. Bruza. Intelligent Filtering using Nonmonotonic Inference. In Pro- 
ceedings of the 1 st Australian Document Computing Symposium, pages 
1-7, Melbourne, Australia, March 1996. Department of Computer Sci- 
ence, RMIT. 

[BS95] M. Balabanovic and Y. Shoham. Learning information retrieval agents: 
Experiments with automated web browsing. In Proceedings of the AAAI 
Spring Symposium on Information Gathering from Heterogenous Dis- 
tributed Resources, pages 13-18, Palo Alto, California, 1995. 

[BSA94] C. Buckley, G. Salton, and J. Allan. The effect of adding relevance 
information in a relevance feedback environment. In W. Bruce Croft 
and C. J. van Rijsbergen, editors, Proceedings of the Seventeenth Annual 



BIBLIOGRAPHY 295 

[BSWOO] 

[CBS90] 

[CC92] 

[CHSS98] 

[Coh95] 

[Con02] 

[Cor00] 

[Cre98] 

[ C RS R9 5]

[CvR95] 

International ACM SIGIR Conference on Research and Development in 
Information Retrieval, pages 292-300, Dublin, Ireland, July 1994. ACM 
Press. 

P. Bruza, D. Song, and K. Wong. Aboutness from a commonsense 
perspective. Journal of the American Society for Information Science, 
51( 12):1090-1105, 2000. 

V. Chaitanya, A. Bharati, and R. Sangal. Natural language processing, 
complexity theory and logic. In Foundations of Software Technology and 
Theoretical Computer Science, page 410. Springer, 1990. 

Y. Chiaramella and J. P. Chevallet. About retrieval models and logic. 
The Computer Journal, 35(3):233-242, June 1992. 

H. Chen, A. Houston, R. Sewell, and R. Schatz. Internet browsing 
and searching: User evaluations of category map and concept space 
techniques. Journal of the American Society for Information Science, 
49(7):604-618, 1998. 

W. Cohen. Text categorization and relational learning. In A. Priedi- 
tis and S. Russell, editors, Proceedings of ICML-95, 12th International 
Conference on Machine Learning, pages 124-132, Tahoe City, California, 
July 9-12, 1995. Morgan Kaufmann Publishers. 

Text REtrieval Conference. TREC: English Relevance Judgments, 2002. 
Available from http : //trec.nist.gov/data/qrels_eng/index. html. 

Compaq Computer Corporation. Alta Vista Net Guide, 2000. Available 
from http : //www.altavista.com/. 

Fabio Crestani. Logical Imaging and Probabilistic Information Retrieval. 
In M. Lalmas F. Crestani and C.J. van Rijsbergen, editors, Information 
Retrieval: uncertainty and logics, pages 247-279. Kluwer Academic Pub- 
lishers, Norwell, Massachusetts, 1998. 

F. Crestani, I. Ruthven, M. Sanderson, and C.J. van Rijsbergen. The 
troubles with using a logical model of IR on a large collection of docu- 
ments. In D.K. Harman, editor, proceedings of the fourth Text REtrieval 
Conference (TREC-4), Gaithersburg, Maryland, November 1995. NIST. 

F. Crestani and C. J. van Rijsbergen. Information retrieval by logical 
imaging. Journal of Documentation, 51 (1):3-17, 1995. 



296 BIBLIOGRAPHY 

[Dal88] M. Dalal. Investigations into a theory of knowledge base revision: Pre- 
liminary report. In Proceedings of the 7th National Conference on Artifi- 
cial Intelligence (AAAI'88) pages 475-479, St. Paul, Minnesota, August 
1988. 

[DDF+90] S. Deerwester, S. Dumais, G. Furnas, T. Landauer, and R. Harshman. 
Indexing by latent semantic analysis. Journal of the American Society 
for Information Science, 41 (6):391-407, 1990. 

[DF93] S. Dixon and N. Foo. Connections between the ATMS and AGM Be- 
lief Revision. In Ruzena Bajcsy, editor, Proceedings of the Thirteenth 
International Joint Conference on Artificial Intelligence, pages 534-539, 
Chambery, France, 1993. Morgan Kaufmann Publishers. 

[DH73] R. Duda and P. Hart. Pattern Classification and Scene Analysis. John 
Wiley & Sons, New York, New York, 1973. 

[DIU98] J. Delgado, N. Ishii, and T. Ura. Content-based collaborative informa- 
tion filtering: Actively learning to classify and recommend documents. 
In Matthias Klusch and Gerhard Weif( editors, Proceedings of the 2nd 
International Workshop on Cooperative Information Agents 11: Learn- 
ing, Mobility and Electronic Commerce for Information Discovery on the 
Internet, pages 206-215, Paris, France, July 4-7, 1998. Springer-Verlag. 
LNAI 1435. 

[dK86] J. de Kleer. An assumption-based truth maintenance system. Artificial 
Intelligence, 28:127-162, 1986. 

[DP91] D. Dubois and H. Prade. Epistemic entrenchment and possibilistic logic. 
Artificial Intelligence,  50(2):223-239, 1991. 

[Dre81] F. Dretske. Knowledge and the Flow of Information. The MIT Press, 
Cambridge, Massachusetts, 1981. 

[dV97] Alvaro del Val. Nonmonotonic Reasoning and Belief Revision: Syntactic, 
Semantic, Foundational, and Coherence Approaches. Journal of Applied 
Non-Classical Logics, 7(2):213-240, 1997. 

[DWR97] N. Davies, R. Weeks, and M. Revett. Information agents for the World 
Wide Web. In Hyacinth S. Nwana and Nader Azarmi, editors, Software 
Agents and Soft Computing, volume 1198 of Lecture Notes in Computer 
Science, pages 81-99. Springer-Verlag, 1997. 



BIBLIOGRAPHY 297 

[EM01] 

[FH96] 

[FK96] 

[Gal921 

[Gar88] 

[Gar90] 

[Gar92] 

[GCS98] 

[Geo96] 

H. Ekbia and A. Maguitman. Context and relevance: A pragmatic ap- 
proach. In Varol Akman, Paolo Bouquet, Richmond Thomason, and 
Roger A. Young, editors, Modeling and Using Context, pages 156-169. 
Springer-Verlag, 2001. 

R. Feldman and H. Hirsh. Mining associations in text in the presence 
of background knowledge. In Evangelos Simoudis, Jia Wei Han, and 
Usama Fayyad, editors, Proceedings of the 2nd International Conference 
on Knowledge Discovery in Databases and Data Mining, pages 343-346, 
Portland, Oregon, August 1996. AAAI Press. 

I. Ferguson and G. Karakoulas. Multiagent learning and adaptation in 
an information filtering market. In Sandip Sen, editor, Working Notes 
for the A A A I  Symposium on Adaptation, Co-evolution and Learning in 
Multiagent Systems, pages 28-32, Stanford, California, 1996. 

J. R. Galliers. Autonomous Belief Revision and Communication. In 
P. Gardenfors, editor, Belief Revision, pages 220-246. Cambridge Uni- 
versity Press, Cambridge, UK, 1992. 

P. Gardenfors. Knowledge in flux: modeling the dynamics of epistemic 
states. The MIT Press, Cambridge, Massachusetts, 1988. 

P. Gardenfors. The dynamics of belief systems: Foundations vs. Coher- 
ence theories. Revue Internationale de Philosophie, 172:24-46, 1990. 

P. Gardenfors. Belief revision: An introduction. In P. Gardenfors, editor, 
Belief Revision, pages 1-28. Cambridge University Press, Cambridge, 
UK, 1992. 

S. Green, P. Cunningham, and F. Somers. Agent mediated collaborative 
web page filtering. In Matthias Klusch and Gerhard Weifi, editors, Pro- 
ceedings of the 2nd International Workshop on Cooperative Information 
Agents 11: Learning, Mobility and Electronic Commerce for  Information 
Discovery on the Internet, volume 1435 of Lecture Notes in Artificial 
Intelligence, pages 195-205. Springer-Verlag, July 4-7 1998. 

K. Georgatos. Ordering-based representations of rational inference. In 
Josk Julio Alferes, Luis Moniz Pereira, and Ewa Orlowska, editors, Pro- 
ceedings of the European JELIA Workshop (JELIA-96): Logics in Ar- 
tificial Intelligence, pages 176-191. Springer, September 30-October 3 
1996. 



298 BIBLIOGRAPHY 

[GM881 P. Gardenfors and D. Makinson. Revisions of knowledge systems using 
epistemic entrenchment. In Moshe Y. Vardi, editor, Proceedings of the 
Second Conference on Theoretical Aspects of Reasoning About Knowl- 
edge, pages 83-95, Pacific Grove, California, March 1988. Morgan Kauf- 
mann. 

[GM941 P. Gardenfors and D. Makinson. Nonmonotonic inference based on ex- 
pectations. Artificial Intelligence, 65(2) :197-245, 1994. 

[GMM98] R. Guttman, A. Moukas, and P. Maes. Agent-mediated electronic com- 
merce: A survey. Knowledge Engineering Review, 13(2):147-159, June 
1998. 

[Gre98] Warren R. Greiff. A theory of term weighting based on exploratory data 
analysis. In W. Bruce Croft, Alistair Moffat, C. J. van Rijsbergen, Ross 
Wilkinson, and Justin Zobel, editors, Proceedings of the 2lst Annual 
International ACM SIGIR Conference on Research and Development in 
Information Retrieval (SIGIR-98), pages 11-19, Melbourne, Australia, 
August 24-28 1998. ACM Press, New York. 

[GSKS99] N. Good, J. Schafer, J. Konstan, A. Borchers, B. Sarwar, J. Herlocker, 
and J. Riedl. Combining collaborative filtering with personal agents for 
better recommendations. In Proceedings of the 6th National Conference 
on Artificial Intelligence (AAAI-99), pages 439-446, Menlo Park, Cali- 
fornia., July 18-22 1999. MIT Press. 

[Ha771 W.L. Harper. Rational Conceptual Change. In Proceedings of the 1976 
Meeting of the Philosophy of Science Association, volume 2,  pages 462- 
494. Philosophy of Science Association, 1977. 

[Hod931 W. Hodges. Logical Features of Horn Clauses. In D.M. Gabbay, C.J. 
Hogger, J.A. Robinson, and J. Siekmann, editors, Handbook 0.f Logic in 
Artificial Intelligence and Logic Programming, volume 1, pages 449-503. 
Clarendon Press, Oxford, UK, 1993. 

[Hu198] D. Hull. The TREC-7 Filtering Track: Description and Analysis. 
In E.M. Voorhees and D.K. Harman, editors, Proceedings of the sev- 
enth Text REtrieval Conference (TREC- 7), pages 33-56, Gaithers- 
burg, Maryland, November 9-11 1998. NIST. Available from http : 

//trec.nist .gov/pubs/trec7/t7-proceedings. html. 



BIBLIOGRAPHY 299 

[Hun951 

[Hun961 

[Hun971 

[HvL96] 

[HW98] 

[JBBOOl 

[JFM97] 

[ J S W98] 

A. Hunter. Using default logic in information retrieval. In Christine 
Froidevaux and Jurg Kohlas, editors, Proceedings of the ECSQAR U Eu- 
ropean Conference on Symbolic and Quantitive Approaches t o  Reasoning 
and Uncertainty, volume 946 of Lecture Notes in Artificial Intelligence, 
pages 235-242. Springer-Verlag, July 1995. 

A. Hunter. Intelligent text handling using default logic. In Proceedings of 
the IEEE Conference on Tools with Artificial Intelligence, pages 34-40. 
IEEE Computer Society Press, 1996. 

A. Hunter. Using Default Logic for Lexical Knowledge. In Dov Gabbay, 
editor, Proceedings of the first international joint conference on qualita- 
tive and quantitative practical reasoning (ECSQAR U FAPR 97), volume 
1244 of Lecture Notes in Computer Science, pages 322-335. Springer- 
Verlag, 1997. 

T. Huibers and B. van Linder. Formalising Intelligent Information Re- 
trieval Agents. In Proceedings of the 18th British Computer Society An- 
nual Information Retrieval Colloqium, pages 125-143, Manchester, UK, 
1996. Manchest er Metropolitan University. 

T. Huibers and B. Wondergem. Towards an axiomatic aboutness the- 
ory for information retrieval. In M. Lalmas F. Crestani and C.J. van 
Rijsbergen, editors, Information Retrieval: uncertainty and logics, pages 
297-318. Kluwer Academic Publishers, Norwell, Massachusetts, 1998. 

W. Jie, S. Bressan, and 0. Beng. Mining term association rules for auto- 
matic global query expansion: methodology and preliminary results. In 
Qing Li, Z. Meral Ozsoyoglu, Roland Wagner, Yahiko Kambayashi, and 
Yanchun Zhang, editors, Proceedings of the First International Confer- 
ence on Web Information Systems Engineering, volume 1, pages 366-373, 
Hong Kong, China, 2000. IEEE Computer Society. 

T. Joachims, D. Freitag, and T. Mitchell. Webwatcher: A tour guide 
for the world wide web. In Martha E. Pollack, editor, Proceedings of 
the Fifieenth International Joint Conference on Artificial Intelligence, 
pages 770-775, Nagoya, Japan, August 23-29, 1997. Morgan Kaufmann 
Publishers. 

N. Jennings, K. Sycara, and M. Wooldridge. A roadmap of agent research 
and development. Journal of Autonomous Agents and Multi-Agent Sys- 
tems, 1(1):7-38, 1998. 



300 

[Ke198] 

[KF95] 

[KF98] 

[Kir98] 

[KLMSO] 

[Kra97] 

[Kri7l] 

[KS97] 

BIBLIOGRAPHY 

K. Kelly. The learning power of belief revision. In Itzhak Gilboa, edi- 
tor, Theoretical Aspects of Reasoning About Knowledge: Proceedings of 
the Seventh Conference (TARK 1998), pages 111-124, San Francisco, 
California, 1998. Morgan Kaufmann Publisher. 

G. Karakoulas and I. Ferguson. A computational market for information 
filtering in multi-dimensional spaces. In Working Notes of the AAAI Fall 
Symposium on AI Applications in Knowledge Navigation and Retrieval, 
1995. 

G. Karakoulas and I. Ferguson. Applying SIGMA to the TREC-7 fil- 
tering track. In E.M. Voorhees and D.K. Harman, editors, Proceedings 
of the seventh Text REtrieval Conference, pages 258-263, Gaithersburg, 
Maryland, November 1998. NIST. 

S. Kirsch. The future of Internet Search: Infoseek’s experiences searching 
the Internet. ACM SIGIR FORUM, 32(2):3-7, 1998. 

S. Kraus, D. Lehmann, and M. Magidor. Nonmonotonic Reasoning, Pref- 
erential Models and Cumulative Logics. Artificial Intelligence, 44( 1): 167- 
207, 1990. 

G. Kraetzschmar. Distributed Reason Maintenance for Multiagent Sys- 
tems. PhD thesis, School of Engineering, University of Erlangen- 
Nurnberg, Erlangen, Germany, 1997. 

Saul Kripke. Semantical considerations on modal logic. In Leonard 
Linsky, editor, Reference and modality, pages 63-73. Oxford University 
Press, Oxford, UK, 1971. 

D. Koller and M. Sahami. Hierarchically classifying documents using 
very few words. In Douglas H. Fisher, editor, Proceedings of ICML- 
97, 14th International Conference on Machine Learning, pages 170-178, 
Nashville, Tennessee, 1997. Morgan Kaufmann Publishers, San Francisco, 
California. 

[KYMW97] T. Kindo, H. Yoshida, T. Morimoto, and T. Watanabe. Adaptive per- 
sonal information filtering system that organizes personal profiles au- 
tomatically. In Martha E. Pollack, editor, Proceedings of the Fifteenth 
International Joint Conference on Artificial Intelligence, pages 716-721, 
Nagoya, Japan, August 23-29, 1997. Morgan Kaufmann publishers. 



BIBLIOGRAPHY 301 

[La1981 

[Lan97] 

[Lau02a] 

[Lau02b] 

[Law001 

ILB981 

[LB99] 

[LCOl] 

[LDV99] 

[Lev77] 

[LG98] 

M. Lalmas. Logical models in information retrieval: Introduction and 
overview. Information Processing & Management, 34( 1):19-33, 1998. 

J. Lang. Possibilistic Logic: Algorithms and Complexity. In J. Kohlas and 
S. Moral, editors, Handbook of Algorithms for Uncertainty and Defeasible 
Reasoning. Kluwer Academic Publishers, Norwell, Massachusetts, 1997. 

R.Y.K. Lau. Belief Revision for Adaptive Negotiation Agents. In Proceed- 
ings of the Fourth Workshop on Agent Mediated Electronic Commerce 
(AMEC IV) (Poster Section), Bologna, Italy, July 16 2002. Available 
from http://www.eecs.harvard.edu/amec4. 

R.Y.K. Lau. The State of the Art in Adaptive Information Agents. In- 
ternational Journal on Artificial Intelligence Tools, 11 (1) :19-61, March 
2002. 

S. Lawrence. Context in web search. IEEE Data Engineering Bulletin, 
23(3):25-32, 2000. 

M. Lalmas and P.D. Bruza. The Use of Logic in Information Retrieval 
Modeling. Knowledge Engineering Review, 13(3) :263-295, 1998. 

D. Losada and A. Barreiro. Using a Belief Revision Operator for Doc- 
ument Ranking in Extended Boolean Models. In Fredric Gey, Marti 
Hearst, and Richard Tong, editors, Proceedings of the 22nd Annual ACM 
Conference of Research and Development in Information Retrieval (SI- 
GIR '991, pages 66-72, Berkeley, California, 1999. ACM Press. 

V. Lavrenko and W. Croft. Relevance-based language models. In 
W. Bruce Croft, David J. Harper, Donald H. Kraft, and Justin Zobel, 
editors, Proceedings of the 24th Annual International ACM SIGIR Con- 
ference on Research and Development in Information Retrieval (SIGIR- 
O l ) ,  pages 120-127, New Orleans, Louisiana, September 9-13 2001. ACM 
Press. 

H. Lieberman, N. Van Dyke, and A. Vivacqua. Let's Browse: A Collab- 
orative Browsing Agent. Knowledge-Based Systems, 12:427-431, 1999. 

I. Levi. Direct Inference. The Journal of Philosophy, 74:5-29, 1977 

S. Lawrence and C. Giles. Context and page analysis for improved web 
search. IEEE Internet Computing, 2(4):38-46, 1998. 



302 BIBLIOGRAPHY 

[Lie951 H. Lieberman. Letizia: An agent that assists web browsing. In Chris S. 
Mellish, editor, Proceedings of the Fourteenth International Joint Con- 
ference on Artificial Intelligence, pages 924-929, Montreal, Canada, Au- 
gust 20-25, 1995. Morgan Kaufmann publishers. 

[LM92] D. Lehmann and M. Magidor. What does a conditional knowledge base 
entail? Artificial intelligence, 55( 1)-60, 1992. 

[Los991 R. Losee. The Science of Information: Measurement and Applications. 
Academic Press, New York, New York, 1999. 

[LR92] M. Lalmas and C.J. van Rijsbergen. A Logical Model of Information 
Retrieval based on Situation Theory. In Proceedings of the 14th British 
Computer Society Annual Information Retrieval Colloqium, pages 1-13, 
Lancaster, United Kingdom, 1992. 

[LRJ94] B. Logan, S. Reece, and K. S. Jones. Modelling information retrieval 
agents with belief revision. In W. Bruce Croft and C. J. van Rijsbergen, 
editors, Proceedings of the Seventeenth Annual International ACM SI- 
GIR Conference on Research and Development in Information Retrieval, 
pages 91-100, Dublin, Ireland, 1994. 

[LSCs98] S.H. Lin, C.S. Shih, M.C. Chen, J.M. Ho, M.T. KO, and Y.M. Huang. Ex- 
tracting classification knowledge of internet documents with mining term 
associations: A semantic approach. In Proceedings of the 2lst Annual 
International ACM SIGIR Conference on Research and Development in 
Information Retrieval (SIGIR '98), Information Retrieval Experiments, 
pages 241-249, Melbourne, Australia, 1998. 

[LtHB99] R.Y.K. Lau, A.H.M. ter Hofstede, and P.D. Bruza. A Study of Belief 
Revision in the Context of Adaptive Information Filtering. In Lucas C. 
Hui and Dik L. Lee, editors, Proceedings 0.f the Fzfth International Com- 
puter Science Conference (ICSC'99), volume 1749 of Lecture Notes in 
Computer Science, pages 1-10, Hong Kong, China, 1999. Springer. 

[LtHBOO] R.Y.K. Lau, A.H.M. ter Hofstede, and P.D. Bruza. Adaptive 
Profiling Agents for Electronic Commerce. In Joan Cooper, ed- 
itor, Proceedings of the 4th CollECTeR Conference on Electronic 
Commerce, Breckenridge, Colorado, April 2000. Available from 
http://www.collecter.org/past_collecter.htrnl. 



BIBLIOGRAPHY 303 

[ L t HBO 1 a] 

[ L t HBO 1 b] 

[ L t HBO 1 c] 

[Mae94] 

[Mak93] 

[Man871 

[MBOO] 

[MBVL99] 

[MG91] 

[MM981 

R.Y.K. Lau, A.H.M. ter Hofstede, and P.D. Bruza. Belief Revision for 
Adaptive Information Filtering Agents. International Journal of Coop- 
erative Information Systems, 10( 1-2):57-79, March-June 2001. 

R.Y.K. Lau, A.H.M. ter Hofstede, and P.D. Bruza. Maxi-Adjustment 
and Possibilistic Deduction for Adaptive Information Agents. Journal of 
Applied Non-Classical Logics, 11(1-2):169-201, 2001. 

R.Y.K. Lau, A.H.M. ter Hofstede, and P.D. Bruza. Nonmonotonic Rea- 
soning for Adaptive Information Filtering. In Michael Oudshoorn, editor, 
Proceedings of the Twenty-Fourth Australasian Computer Science Con- 
ference (ACSC2001), pages 109-1 16, Gold Coast , Australia, January 29- 
February 2 2001. IEEE Press. 

P. Maes. Agents that reduce work and information overload. Communi- 
cations of the ACM, 37(7):31-40, July 1994. 

D. Makinson. General Patterns in Nonmonotonic Reasoning. In D.M. 
Gabbay, C.J. Hogger, J.A. Robinson, and D. Nute, editors, Handbook of 
Logic in Artificial Intelligence and Logic Programming, volume 3, pages 
35-110. Oxford University Press, Oxford, UK, 1993. 

M. Mansuripur. Information Theory. Prentice-Hall, Englewood Cliffs, 
New Jersey, 1987. 

F. Menczer and R. Belew. Adaptive retrieval agents: Internalizing local 
context and scaling up to the web. Machine Learning, 39(2-3):203-242, 
2000. 

M. Martin-Bautista, M. Vila, and H. Larsen. A Fuzzy Genetic Algorithm 
Approach to  an Adaptive Information Retrieval Agent. Journal of the 
American Society for Information Science, 50(9) :760-771, 1999. 

D. Makinson and P. Gardenfors. Relations between the logic of theory 
change and the nonmonotonic logic. In Andrk Fuhrmann and M. Mor- 
reau, editors, The Logic of Theory Change, pages 185-205. Springer- 
Verlag, 1991. 

A. Moukas and P. Maes. Amalthaea: An evolving information filtering 
and discovery system for the WWW. Journal of Autonomous Agents and 
Multi-Agent Systems, 1( 1):59-88, 1998. 



304 BIBLIOGRAPHY 

[MRFS90] G. A. Miller, Beckwith R., C. Fellbaum, D. Gross, and E(. J. Miller. Intro- 
duction to wordnet: An on-line lexical database. Journal of Lexicography, 
3(4):234-244, 1990. 

[MSG97] U. Manber, M. Smith, and B. Gopal. Webglimpse: combining brows- 
ing and searching. In Proceedings of the USENIX Technical Conference, 
pages 195-206, Anaheim, USA, January 1997. ACM Press. 

[MSST93] M. Meghini, F. Sebastiani, U. Straccia, and C. Thanos. A Model of 
information Retrieval based on Terminological Logic. In Proceedings of 
the 16th Annual International ACM SIGIR Conference on Research and 
Development in Information Retrieval, pages 298-307, Pittsburgh, PA, 
1993. ACM Press. 

[NBL95] J.Y. Nie, M. Brisebois, and F. Lepage. Information retrieval as counter- 
factual. The Computer Journal, 38(8):643-657, 1995. 

[NBROO] R. Neves, J.F. Bonnefon, and E. Raufaste. Rationality in human non- 
monotonic inference. In Chitta Baral and Miroslaw Truszczynski, editors, 
Proceedings of the 8th International Workshop on Non-Monotonic Rea- 
soning NMR ’2000, Breckenridge, Colorado, April 2000. Available from 
http://xxx.lanl.gov/html/cs.AI/OOO3O73. 

[NCPSl] F. Nunamaker, J. Chen, and T. Purdin. System development. Journal 
of Management Information Systems, 7(3):89-106, 1991. 

[Nie89] J.Y. Nie. An Information retrieval Model based on Modal Logic. Infor- 
mation Processing & Management, 25(5):477-491, 1989. 

[Oar971 D.W. Oard. The state of the art in text filtering. User Modeling and 
User-Adapted Interaction, 7(3):141-178, 1997. 

[OKW+97] J. Odubiyi, D. Kocur, S. Weinstein, N. Wakim, S. Srivastava, C. Gokey, 
and J. Graham. SAIRE: A scalable agent-based information retrieval 
engine. In W. Lewis Johnson and Barbara Hayes-Roth, editors, Proceed- 
ings of the 1st International Conference on Autonomous Agents, pages 
292-300, Marina del Rey, California, February 5-8, 1997. ACM Press. 

[O’L97] D.E. O’Leary. The Internet, Intranets, and the AI Renaissance. IEEE 
Computer, 30(1):71-78, 1997. 



BIBLIOGRAPHY 305 

[OS951 

[PB97] 

[PB99] 

[ P MB96] 

[ PNF951 

[PorSO] 

[PW95] 

[QuiSS] 

[Rij86] 

[Rij89] 

A. O’Riordan and H. Sorensen. An intelligent agent for high-precision 
text filtering. In Proceeding of the International Conference on Informa- 
tion and Knowledge Management (CIKM’95), pages 205-211, Baltimore, 
Maryland, 1995. ACM Press. 

M.J. Pazzani and D. Billsus. Learning and revising user profiles: The 
identification of interesting web sites. Machine Learning, 27(3):313-331, 
1997. 

H. Proper and P. Bruza. What is Information Discovery About? Journal 
of the American Society for  Information Science, 50(9):737-750, 1999. 

M.J. Pazzani, J. Muramatsu, and D. Billsus. Syskill and Webert: Identi- 
fying interesting web sites. In Proceedings of the Thirteenth National 
Conference on Artificial Intelligence, pages 54-61, Portland, Oregon, 
1996. MIT Press. 

M. Pagnucco, A. Nayak, and N. Foo. Abductive reasoning, belief expan- 
sion and nonmonotonic consequence. In H. Decker, U. Geske, A. Kakas, 
C. Sakama, D. Seipel, and T. Urpi, editors, Proceedings of the ICLP’95 
Joint Workshop on Deductive Databases and Logic Programming and 
Abduction in Deductive Databases and Knowledge- based Systems, pages 
143-158, Shonan Village Center, Japan, June 1995. 

M. Porter. An algorithm for suffix stripping. Program, 14(3):130-137, 
1980. 

Pavlos Peppas and Mary-Anne Williams. Constructive modelings for 
theory change. Notre Dame Journal of Formal Logic, 36( 1):120-133, 
Winter 1995. 

J. Quinlan. Induction of decision trees. Machine Learning, 1 (1):81-106, 
1986. 

C. J. van Rijsbergen. A non-classical logic for information retrieval. The 
Computer Journal, 29(6):481-485, 1986. 

C.J. van Rijsbergen. Towards an Information Logic. In N.J. Belkin and 
C. J. van Rijsbergen, editors, Proceedings of the 12th Annual Interna- 
tional ACM SIGIR Conference on Research and Development in Infor- 
mation Retrieval, pages 77-86, Cambridge, Massachusetts, June 1989. 
ACM Press. 



306 BIBLIOGRAPHY 

[RN98] E. Raufaste and R. Neves. Empirical evaluation of possibility theory in 
human radiological diagnosis. In Proceedings of the 13th European Con- 
ference on Artificial Intelligence ECAI98, pages 124-128, Sussex, UK, 
1998. Universities of Brighton. 

[RNM+94] P. Resnick, I. Neophytos, S. Mitesh, P. Bergstrom, and J. Riedl. Grou- 
plens: An open architecture for collaborative filtering of netnews. In 
Proceedings of the 1994 Conference on Computer Supported Cooperative 
Work (CSCW’94), pages 175-186. Addison-Wesley, 1994. 

[Rob771 S. Robertson. The probability ranking principle in IR. Journal of Docu- 
mentation, 33:294-304, 1977. 

[Roe711 J. Rocchio. Relevance Feedback in Information Retrieval. In G. Salton, 
editor, The SMART retrieval system:experiments in automatic document 
processing, pages 313-323. Prentice-Hall, Englewood Cliffs, New Jersey, 
1971. 

[Sal891 G. Salton. Automatic Text Processing-The Transformation, Analysis, 
and Retrieval of Information b y  Computer. Addison-Wesley, Reading, 
Massachusetts, 1989. 

[Salgo] G. Salton. 
Database Engineering Bulletin, 13( 1):2-9, March 1990. 

Full text information processing using the smart system. 

[Sal911 G. Salton. Developments in automatic text retrieval. Science, 253:974- 
980, August 1991. 

[SB88] G. Salton and C. Buckley. Term-weighted approaches to automatic text 
retrieval. Information Processing and Management, 24(5):513-523, 1988. 

[SB90] G. Salton and C. Buckley. Improving retrieval performance by rele- 
vance feedback. Journal of the American Society for Information Science, 
41(4):288-297, 1990. 

[SDG+85] R.W. Schvaneveldt, F.T. Durso, T.E. Goldsmith, T.J. Breen, N.M. 
Cooke, R.G. Tucker, and J.C. De Maio. Measuring the structure of ex- 
pertise. International Journal of Man-Machine Studies, 23(6) :699-728, 
1985. 

[Seb94] F. Sebastiani. A Probabilistic Terminological Logic for Modelling In- 
formation Retrieval. In W.B. Croft and C.J. van Rijsbergen, editors, 



BIBLIOGRAPHY 307 

[Seb98] 

[SM83] 

[SM95] 

[SO0971 

[SP0871 

[SSH99] 

[SSS98] 

[Sta81] 

[TKSOO] 

Proceedings of the 17th Annual International ACM SIGIR Conference 
on Research and Development in Information Retrieval, pages 122-130, 
Dublin, Ireland, July 1994. ACM Press. 

F. Sebastiani. On the role of logic in information retrieval. Information 
Processing & Management, 34( 1):1-18, 1998. 

G. Salton and M.J. McGill. Introduction to Modern Information Re- 
trieval. McGraw-Hill, New York, New York, 1983. 

U. Shardanand and P. Maes. Social information filtering: Algorithms for 
automating “word of mouth”. In Proceedings of ACM CHI’95 Conference 
on Human Factors in Computing Systems, volume 1, pages 210-217. 
ACM, 1995. 

H. Sorensen, A. O’Riordan, and C. O’Riordan. Profiling with the IN- 
Former text filtering agent. J. UCS: Journal of Universal Computer Sci- 
ence, 3(8):988-1010, August 1997. 

W. Spohn. Ordinal conditional functions: A dynamic theory of epis- 
temic states. In W. Harper and B. Skyrms, editors, Causation in Deci- 
sion, Belief Change and Statistics, volume 2,  pages 105-134. D. Reidel, 
Dordrecht, Netherlands, 1987. 

B. Shapira, P. Shoval, and U. Hanani. Experimentation with an infor- 
mation filtering system that combines cognitive and sociological filtering 
integrated with user stereotypes. Decision Support Systems, 27( 1-2) :5- 
24, 1999. 

R. Schapire, Y. Singer, and A. Singhal. Boosting and Rocchio applied to 
text filtering. In W. Bruce Croft, Alistair Moffat, Cornelis J. van Rijsber- 
gen, Ross Wilkinson, and Justin Zobel, editors, Proceedings of SIGIR-98, 
2 ls t  ACM International Conference on Research and Development in In- 
formation Retrieval, pages 215-223, Melbourne, Australia, 1998. ACM 
Press. 

R. Stalnaker. Probability and conditionals. In William L. Harper, 
R. Stalnaker, and Glenn Pearce, editors, Ifs: conditionals, belief, de- 
cision, chance, time, pages 107-128. Reidel/Kluwer, 1981. 

D. Tauritz, J. Kok, and I. Sprinkhuizen-Kuyper. Adaptive Information 
Filtering using Evolutionary Computation. Information Sciences, l22(  2- 
4):121-140, 2000. 



308 BIBLIOGRAPHY 

[TNMH97] K. Takahashi, Y. Nishibe, I. Morihara, and F. Hattori. Collecting shop 
and service information with software agents. Applied Artificial Intelli- 
gence, 11(6):489-500, 1997. 

[TsuOO] H. Tsukimoto. Extracting rules from trained neural networks. IEEE 
Transactions on Neural Networks, 11 (2):377-389, March 2000. 

[VH99] E. Voorhees and D. Harman. Overview of the Eighth Text REtrieval 
Conference (TREC-8). In E.M. Voorhees and D.K. Harman, editors, 
Proceedings of the eighth Text REtrieval Conference (TREC-8),  pages 
1-24, Gaithersburg, Maryland, November 17-19 1999. NIST. Available 
from http : //trec . nist . gov/pubs/trec8/t8~proceedings. html. 

[vR79] C. J. van Rijsbergen. Information Retrieval. Butterworths, London, 
United Kingdom, 1979. 

[vRHP81] C. van Rijsbergen, D. Harper, and M. Porter. The selection of good search 
terms. Information processing and Management, 17(2):77-91, 1981. 

[WDOO] M. Wooldridge and K. Decker. Agents on the net: Infrastruc- 
ture, Technology, Applications. IEEE Internet Computing, 4(2) :46-48, 
March/April 2000. 

[WFGOl] I. Wang, N. Fiddian, and W. Gray. Using market mechanisms to con- 
trol agent allocation in global information systems. Lecture Notes in 
Computer Science, 2113:547-556, 2001. 

[Wi194] M.-A. Williams. Transmutations of knowledge systems. In Jon Doyle, 
Erik Sandewall, and Pietro Torasso, editors, Kl? '94: Principles of Knowl- 
edge Representation and Reasoning, pages 619-629, Bonn, Germany, 
May 24-27 1994. Morgan Kaufmann Publishers. 

[Wi195] M.-A. Williams. Iterated theory base change: A computational model. 
In Chris S. Mellish, editor, Proceedings of the Fourteenth International 
Joint Conference on Artificial Intelligence, pages 1541-1547, Montrkal, 
Canada, August 20-25, 1995. Morgan Kaufmann Publishers. 

[Wil96a] M.-A. Williams. Applications of belief revision. In B. Freitag, H. Decker, 
M. Kifer, and A. Voronkov, editors, Transactions and Change in Logic 
Databases, volume 1472 of Lecture Notes in Computer Science, pages 
287-316. Springer, September 23-27, 1996. 



BIBLIOGRAPHY 309 

[Wi196b] 

[Wi197] 

[WJ95] 

[WSOO] 

M.-A. Williams. Towards a practical approach to belief revision: Reason- 
based change. In Luigia Carlucci Aiello, Jon Doyle, and Stuart Shapiro, 
editors, KR '96: Principles of Knowledge Representation and Reason- 
ing, pages 412-420, Cambridge, Massachusetts, 1996. Morgan Kaufmann 
Publishers. 

M.-A. Williams. Anytime belief revision. In Martha E. Pollack, editor, 
Proceedings of the Fifteenth International Joint Conference on Artificial 
Intelligence, pages 74-79, Nagoya, Japan, August 23-29, 1997. Morgan 
Kaufmann Publishers. 

M. Wooldridge and N. Jennings. Intelligent Agents: Theory and Practice. 
Knowledge Engineering Review, 10 (2) : 1 15-1 52, 1995. 

M.-A. Williams and A. Sims. SATEN: An Object-Oriented Web- 
Based Revision and Extraction Engine. In Chitta Baral and Miroslaw 
Truszczynski, editors, Proceedings of the 8th International Workshop 
on Non-Monotonic Reasoning NMR '2000, Breckenridge, Colorado, April 
2000. Available from http : //zzz.lanl.gov/html/cs.AI/O003073. 

[WSBCOl] K. Wong, D. Song, P. Bruza, and C. Cheng. Application of aboutness 
to functional benchmarking in information retrieval. ACM Transactions 
on Information Systems, 19(4):337-370, October 2001. 

[XC96] 

[YKLOO] 

[YP97] 

J. Xu and W.B. Croft. Query expansion using local and global docu- 
ment analysis. In Hans-Peter Frei, Donna Harman, Peter Schauble, and 
Ross Wilkinson, editors, Proceedings of the 19th Annual International 
ACM SIGIR Conference on Research and Development in Information 
Retrieval, pages 4-11, Zurich, Switzerland, 1996. 

Edmund Yu, Ping Koo, and Elizabeth Liddy. Evolving intelligent text- 
based agents. In Carles Sierra, Gini Maria, and Jeffrey S. Rosenschein, 
editors, Proceedings of the 4th International Conference on Autonomous 
Agents (AGENTS-OO), pages 388-395, Atalonia, Spain, June 3-7, 2000. 
ACM Press. 

Y. Yang and J. Pedersen. A comparative study on feature selection in 
text categorization. In Douglas H. Fisher, editor, Proceedings of ICML- 
97, 14th International Conference on Machine Learning, pages 412-420, 
Nashville, Tennessee, July 8-12, 1997. Morgan Kaufmann Publishers, 
San Francisco, California. 



310 BIBLIOGRAPHY 

[ZHOO] S. Zelikovitz and H. Hirsh. Improving short text classification using un- 
labeled background knowledge. In Patrick Langley, editor, Proceedings 
of ICML-00, 17th International Conference on Machine Learning, pages 
1183-1190, Stanford, California, June 29-July 2, 2000. Morgan Kauf- 
mann Publishers, San Francisco, California. 


	01front.pdf
	02chapter1.pdf
	03chapter2.pdf
	04chapter3.pdf
	05chapter4.pdf
	06chapter5.pdf
	07chapter6.pdf
	08appendixes.pdf
	09bibliography.pdf



