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ABSTRACT

The extraction of Multiword Lexical Units (MLUSs) in lexica is
important to language related methods such as Natural Language
Processing (NLP) and machine translation. As one word in one
language may be translated into an MLU in another language, the
extraction of MLUSs plays an important role in Cross-Language
Information Retrieval (CLIR), especially in finding the translation
for wordsthat are not in a dictionary.

Web mining has been used for trandating the query terms that are
missing from dictionaries. MLU extraction is one of the key parts
in search engine based translation. The MLU extraction result will
finally affect the trandtion quality.

Mog statitical approaches to MLU extraction rely on large
statistical information from huge corpora. In the case of search
engine based trandation, those gpproaches do not perform well
because the size of corpus returned from a search engineis usudly
small. In this paper, we present a new string measurement and
new Chinese MLU extraction process that works well on small
corpora.
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1. INTRODUCTION

As more and more documents written in various languages
become available on the Internet, increasingly users wish to
explore documents that were written in their native language
rather than English. Cross-language information retrieval (CLIR)
systems enable users to retrieve documents written in more than
one language through a single query. Obvioudly translation is
needed in the CLIR process. The common gpproach is to trandate
the query into the document language using a dictionary.
Dictionary based translation has been adopted in cross-language
information retrieval because bilingual dictionaries are widely
available, dictionary based approaches are easy to implement, and
the efficiency of word trandation with a dictionary is high.
However, because of the vocabulary limitation of dictionaries,
very often the translations of some words in a query can’t be
found in a dictionary. This problem is called the Out of
Vocabulary (OQV) problem.

The OOV problem usualy happens when trandating Multiword
Lexica Units (MLUs) such as proper names, phrases or newly
created words. As the length of input queries is usudly short,
query expansion does not provide enough information to recover
the missing words. Furthermore, very often the OOV terms are
key terms in a query. In particular, the OOV terms such as proper
names or newly created technical terms carry the most important
information in a query. For example, a query “SARS, CHINA”

may be entered by auser in order to find information about SARS
in China However SARS isanewly created term and may not be
included in adictionary which was published only afew years ago.
If the word SARS is l€ft out of the trandated query or translated
incorrectly, it ismog likely that the user will prectically be unable
to find any relevant documentsat all.

Web mining has been used for OOV term trandation [4; 5; 7; 9;
13]. It is based on the observation that there exist web pages
which contain more than one language. Investigation has found
that, when a new English term such as a new technical term or a
proper nameis introduced into another language (target language),
the translation of this term and the origind English term very
often appear together in documents written in the target language
in an attempt to avoid misunderstanding. Mining this kind of web
pages can help discover the trandation of the new terms. Some
earlier research already addressed the problem of how those kinds
of documents can be extracted by using web search engines such
as Google and Y ahoo. Popular search engines allow us to search
English terms for pages in a certain language, e.g., Chinese or
Japanese. The result returned by a web search engine is usudly a
long ordered list of document titles and summaries to help users
locate information. Mining the result lists is a way to find
trandations to the unknown query terms. Some studies[3; 13]
have shown tha such approaches are rather effective for proper
name trandation. To distinguish such approaches from other web
mining based trandation approaches, we cal those approaches
“search engine based trandation agpproaches’. Search engine
based approaches usualy consist of three steps:

1. Document retrieval: use a web search engine to find the
documents in target language that contain the OOV term in
original language. For example, when finding the trandation
of an English term in Chinese, the English term will be put
in the search engine and ask the search engine return
Chinese result only. Collect the text (i.e. the summaries) in
the result pages returned from the web search engine.

2.  Tem extraction: extract the meaningful terms in the
summaries where the OOV term gppears. Record the terms
and their frequency in the summaries. As a term in one
language could be translated to a phrase or even a sentence,
the mgor difficulty in term extraction is how to extract
correct MLUs from summaries.

3. Trandation selection: select the appropriate translation from
the extracted words. As the previous step may produce a
long list of terms, trandation selection hasto find the correct
trandation from theterms.

Step 2 and step 3 are the core steps of search engine based
trandation. In this paper, we present our contribution to term
extraction and translation selection. Specifically, we introduce a
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statistics based approach to extraction of terms to improve the
precision of the translations.

2. PreviousWork

In this section, we briefly review some saistica based
approaches on term extraction. Detailed analysis of these
approacheswill be given in the evaluation section.

Term extraction ismainly the task of finding MLUs in the corpus.
The concept of MLU is important for applications that exploit
language properties, such as Natural Language Processing (NLP),
information retrieval and machine trandation. An MLU isagroup
of words that always occur together to express a specific meaning.
The minimal size of a MLU should be 2. For example,
compound nouns like Disney Land, compound verbs like take into
account, adverbial locutions like as soon as possible, idioms like
cutting edge. In most cases, it is necessary to extract MLUSs, rather
than words, from a corpus because the meaning of an MLU is not
always the compositional of each individual word in the MLU.
For example, you cannot interprete the MLU “cutting edge’ by
combining the meaning of ‘cutting’ and the meaning of ‘edge’.

Finding MLUs from the summaries returned by a search engineis
important in search engine based translaion because a word in
one language may be translated into a phrase or even a sentence.
If only words are extracted from the summaries, the later process
may not be able to find the correct trandation because the
trandation might be a phrase rather than aword.

For Chinese text, a word consisting of several characters is not
explicitly delimited since Chinese text contains sequences of
Chinese characters without spaces between them. Chinese word
segmentation is the process of marking word boundaries. The
Chinese word segmentation is actually similar to the extraction of
MLUsin English documents since the MLU extraction in English
documents also needs to mark the lexicon boundaries between
MLUs Therefore, term extraction in Chinese documents can be
considered as Chinese word segmentation. Many existing systems
use lexical based or dictionary based ssgmenters to determine
word boundaries in Chinese text. However, in the case of search
engine based trandation, as an OOV term is an unknown term to
the system, these kinds of segmenters usually cannot correctly
identify the OOV terms in the sentence. Incorrect segmentation
may bresk a term into two or more words Therefore, the
trandation of an OOV term cannot be found in a later process.
Some researchers suggested approaches that are based on
co-occurrence statistics model for Chinese word segmentation to
avoid thisproblem [4; 5; 8; 9; 13].

One of the most popular gtatistics based extraction approaches is
to use mutua information [6; 12]. Mutual information is defined
as.

PXY) g NF(xY)
POIACY) fofy) @

The mutua information measurement quantifies the distance
between the joint distribution of terms X and Y and the product of
their marginal distributions [1]. When using mutual information in
Chinese segmentation, X, y are two Chinese characters; f(x), f(y),
f(x,y) are the frequencies that x appears, y appears, and x and y
appear together, respectively; N is the size of the corpus. A string
XY will be judged as a term if the MI vaue is greater than a
predefined threshold.

MI(x y) =log, 0g
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Chien [6] suggests a variation of the mutua information
measurement called significance estimation to extract Chinese
keywords from corpora The significance estimation of a Chinese
gring is defined as:

@
HY= O

f@+f()- f(©

Where c is a Chinese string with n characters; a and b are two
longest composed substrings of ¢ with length n-1; f is the
function to calculae the frequency of a string. Two thresholds are
predefined: THF and THSE. This approach identifies a Chinese
string to be aMLU by the following steps. For the whole string c,
if f()>THF, c is consdered a Chinese term. For the two
(n-1)-substrings a and b of c, if SE(c)>=THSE, both a and b are
not a Chinese term. If SE()<THSE, and f(a)>>f(b) or
f(b)>>f(a) , a or b isa Chinese term, respectively. Then for each a
and b, the method is recursively applied to determine whether
their substrings are terms.

However, al mutua information based approaches have the
problem of tuning the thresholds for generic use. Silva and Lopes
suggest an approach caled Local Maxima to extract MLU from
corpora to avoid using any predefined threshold [12]. The
equation used in Local Maximais known as SCP defined as:

2 &)
SCP(S) = i
a fwe..w)f(w,..w)
n-1;

Sis an n-gram string, wy....,w; is the substring of S. A string is
judged as an MLU if the SCP value is greater or equa than the
SCP value of all the substrings of Sand also greater or equd than
the SCP value of its antecedent and successor. The antecedent of
Sis an (n-1)-gram substring of S. The successor of S is a string
that Sisits antecedent.

Although Loca Maxima should be a language independent
approach, Cheng et al.[5] found that it does not work well in
Chinese word extraction. They introduced context dependency
(CD) used together with the Local Maxima The new gpproach is
called SCPCD. The rank for astring isusing the function:

LC(s)RC(s) &)

SCPCD(s) = 1 &
[ fred(w..w) freq(w...w,)

i=1

Sisthe input string, wl..wi is the substring of S, LC() and
RC() are functions to calculate the number of unique
left(right) adjacent characters of S A string is judged as a
Chinese term if the SCPCD value is greater or equa than
the SCPCD vaue of all the substrings of S.

3. PROPOSED APPROACH

The term extraction approaches listed above have been used on
large corpus. However, in our experiments, the performance of
those approaches is not always saisfactory in search engine based



OOQV term trandation approaches. As described in introduction,
web search engine result pages are used for search engine based
OQV term trandation. In most cases, only a few hundreds of top
results from the result pages are used for trandation extraction. As
a result, the corpus size for search engine based approaches is
quite small. In a small collection, the frequencies of strings very
often are too low to be used in the approaches reviewed in Section
2. Moreover, the search engine results are usualy part of a
sentence, which makes the traditional Chinese word segmentation
hard to be applied in this situation. That is why many researchers
[4; 5; 7; 9; 13] try to apply statistical based approaches on search
engine base trandation for term extraction.

In this section, we describe aterm extraction approach specificaly
designed for the search engine based translaion extraction, which
uses term frequency change as an indicator to determine term
boundaries and aso uses the similarity comparison between
individual character frequencies instead of terms to reduce the
impact of low term frequency in small collections. Together with
the term extraction approach, we also describe a bottom-up term
extraction approach that can help to increase the extraction
quality.

3.1 Frequency Change Measurement

The approaches mentioned in Section 2 use a top-down approach
that starts with examining the whole sentence and then examining
subgtrings of the sentence to extract MLUs until the substring
becomes empty. We propose to use a bottom-up approach that
starts with examining the first character and then examines super
strings. Our gpproach is based on the following observations for
small document collections:

Observation 1: In a small collection of Chinese text such as a
collection of search engine result pages, the frequencies of the
characters in a MLU are similar. This is because in a small
collection of text, there are a smal number of MLUs the
characters appearing in one MLU may not appear in other MLUSs.
On the other hand, some times MLUs with similar meanings will
share similar characters and those characters are unlikely to be
used in other unrelated MLUs. For example, 1% (Fighter
Aircraft) and #k["#% have the same meaning in Chinese.
They share similar Chinese characters. Therefore although
the term’s frequency is low, the individual characters of the
term might still have relatively high and also similar
frequencies. The high frequency can help in term
extraction.

Observation 2: When acorrect Chinese term is extended with an
additional character, the frequency of the new term very often
drops significantly.

According to Observation 1, the frequencies of a term and each
character in the term should be similar. We propose to use the root
mean gquare error (RMS error) given in Equation (5) to measure
the similarity between the character frequencies.

®)

For a given Chinese character sequence, % is the frequency of
each character in the sequence, X is the average frequency of all
the characters in the sequence. Although the frequency of a string
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is low in small corpora, the frequencies of Chinese characters till
have relatively high values. According to Observation 1, if agiven
sequence is an MLU, the characters in the sequence should have a
similar frequency, in other words, S should be small. If the
frequencies of al the characters in a Chinese sequence are equal,
then S =0.Because S represents the average frequency error
of individual characters in the sequence, according to observation
1, in an MLU, thelonger substring of that MLU will have smaller
average frequency error.

According to our observation 1, an MLU can be identified by
Equation 5. However, as Equaion 5 only measures the frequency
smilarity between individua chaacters, any character
combinations may be identified as MLU if their frequencies are
similar; even when they are not occurring together. To avoid this
problem, we introduce sequence frequency f(S) into the formula
Therefore, if the characters are not occurring together, they won’t
be consdered as a sequence and therefore f(S) = 0. Thus any
character combinations can be identified if they appear together as
asequence in the corpra

Finally, we combine the sequence frequency and the RMSE
measurement together. We designed the following equation to
measure the possibility of Sheing aterm:

Rg-1O- 19 ®
s+l [18, _,
\/ng()ﬁ' X)” +1

Where, S is a Chinese sequence; f(S) is the frequency of sin the
corpus. We use S +1 as the denominator instead of usingS to
avoid 0 denominators.

Let S be a Chinese sequence with n characters; S= a&....a,. And
S’isasubgring of Swith lengthn-1; S = a&....a.1.

According to observation 1, we should have:
1 If Sisen MLU, wewill have f(S) »f(S)).

I If Sisan MLU, the longer is S, the smaller the average
mean square error is.

Therefore, in the case S’ is a substring of S with length n-1, we
would haveo<c’. As aresult we will have R(S)>R(S’). In another
case where S’ isa substring of Sand S’ is an MLU while Sis not.
In other words, S has an additional character to an MLU. In this
case, we will have f(S) <f(S’) and the frequency of the additional
character makes the RMSE vaue larger, soo>c’.Therefore, R(S)
<R(S).

In summary, for astring S and its substring S’, the one with higher
R value would most likely be an MLU. Table 1 gives the R vaue
of each possible term in a Chinese sentence chosen from a small
collection of summaries returned from a search engine: “F& J2 ik
BRI JE 1 — T 305 P TRG 22 1 () TR A% (0 indlicates the
lexicon boundary given by a human).

Table 1 Chinesestringsand R(S)

String S R(S)
ke 26.00
FEILE 094




LT 2.89
BB 0.08
—Ff 044
— i 0.21
HE 2.00
H S 2.00
I 8L A 107
Wz 08

i 2 ) 0.07
LT 289

This example clearly shows that if a Chinese MLU has an
additiona character, its R vaue will be significantly smaller than
the R value of the MLU. For example, R(— 7 )=0.44>R(— 7/
#)=0.21, R(% %) =R(# 1% [%)=2.00>R (% i L 1i)=1.07. It
is reasonable that if we segment the Chinese sentence a the
position tha the string’s R value drops greatly. For the example
sentence, it would be segmented as: “F& B/ 2/ —Fi/ 52 35
JE 1RG22 114 /5 8% by the proposed method. The only
difference between the human segmented sentence and the
automatic segmented sentence is that “§3JEHHE” (Stealth
Fighter) is segmented into two words “f& /£ (Stealth) and
“i%> (Fighter) by the proposed method. However, this is
still an acceptable segmentation because those two words
are meaningful.

3.2 A Bottom-up Term Extraction Strategy

As mentioned in Section 3.1, the top-down srategy is firstly to
check whether the whole sentence is an MLU, then reduce the
sentence size by 1 and recursively check sub sequences. It is
reported that over 90% of meaningful Chinese terms consist of
less than 4 characters [9], and on average, the number of
characters in a sentence is much larger than 4. Obviously, awhole
sentence is unlikely to be an MLU. Therefore, checking the whole
sentence for an MLU is unnecessary. In this section, we describe a
bottom-up strategy that extracts terms starting from the first
character in the sentence. The basic idea is to determine the
boundary of a term in a sentence by examining the frequency
change (i.e, the change of the R value defined in Equation (6))
when the size of the term is increasing. If the R value of aterm
with size n+1 drops compared with its largest sub term with sizen,
the sub term with size n is extracted as an MLU. For example, in
Table 1, there is a big drop between the R value of the third term

“EENEE” (2.00) and its super term <% % ERR” (1.07).
Therefore, “% 75/%” is considered as an MLU.

The following algorithm describes the bottom-up term
extraction strategy:

Algorithm BUTE(S)

Input: s=ay.....a, is a Chinese sentence with n Chinese characters
Output: M, aset of MLUs
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1.  Check each character in s, if it is a stop character such as /&
(is, ae), [I(of) , T ..., removeit from s. After removing all
stop characters, sbecomes a;&. ...an m<n.

2. Letb=2,e=2, andM=f

3. Lett=ad....a, tr &d....8e)
If R(ty) >R(t,), then M=M E (t,), b=e+1.
4. e=etl,if et1>m, return M, otherwise goto step 3.

The dgorithm makes the sub sequence uncheckable once it is
identified as an MLU (i.e, b=e+1 in step 3 ensures that the next
valid checkable sequence doesn’t contain t; which was just
extracted as an MLU). However, when using the bottom-up
strategy described above, some longer term might be missed since
the longer term contains several shorter terms. As showed in our

example, “FETZELHE” (Stealth Fighter) consists of two terms
“BZIE> and “HkH%”. When using bottom-up strategy, “FE L
}% would not be extracted because the composite term has been
segmented into two terms. To avoid this problem, we set up a
fixed number W which equals specifies the maximum number of
characters to be examined before reducing the size of the
checkable sequence. The modified algorithm is given below:
Algorithm BUTE-M (9

Input: ssaya. ...a, is a Chinese sentence with n Chinese characters
Output: M, aset of MLUs

1. Check each character in s if it isastop character such as &,
T, M., remove it from s After removing al sop
characters, sbecomes & &. ...a, m<n.

2. Letb=2, e=2, Firgt-term = true, and M=f

3. Leat=ad...a t=ad....8e)
If R(ty) >R(ty),
then M:=M E {t)
If First-term = true
then first-position:= e and First-term:= false
Ifebtl> W
then e=first-position, b:=e+1, Firg-term:=true.
4. e=etl,if er1>m, return M, otherwise goto step 3

In agorithm BUTE-M, the variable first-position givesthe ending
position of the first identified MLU. Only when W characters
have been examined, the first identified MLU will be removed
from the next vaid checkable sequence, otherwise the current
sequence is still being checked for a possible MLU even it
contains an extracted MLU. Therefore, not only the term “f&
J> and “BE % will be extracted but also the longer term “B& 1
kB (Stealth Fighter) will be extracted.

3.3 Trangdation selection

Trandation selection is relatively simple compared with term
extraction. The translation of a word in a source language is
typically determined according to the ranking of the extracted
terms. Each of the terms is assigned a rank, usudly calculated



based on term frequency and term length[13]. The term with the
highest rank in the extracted term list is selected as the translation
of the English term.

As we have described in other papers [9; 10], the traditional
trandation selection approaches select the translaion on the basis
of word frequency and word length [4; 13]. We have suggested an
approach to finding the maost appropriate trandation from the
extracted word list regardiess of term frequency. In our scheme
even alow frequency word will have a chance to be selected. Our
experiments in tha pgper show that in some cases, the most
appropriate trandation is the low frequency word. In this paper,
we only give a brief description of our translation selection
technique. The reader is referred to [9] for a more complete
discussion.

The idea of our approach isto use the trandation disambiguation
technology to select thetrandation from the extracted term list. As
the extracted terms are from the result set returned by the web
search engine, it is reasonable to assume that those terms are
relevant to the English query term that was submitted to the web
search engine. If we assume all those terms are trandations of the
English term, we can apply the translation disambiguation
technique to select the most appropriate term as the trandation of
the English term. We also introduced a filtering technique in our
approach to minimize the length of the extracted term list.

In our approach, the correct trandation will be selected using a
simple trandation disambiguaion technique that is based on
co-occurrence statistic. We use the total correlation which is one
of several generalizations of the mutua information to calculate
the relationship between the query words.

Our modified total correlation equation is defined as

(%% %) +1
(FOO)+D(F ) +1)...(F (%) +1)
Here, % are query words, f(x) is the frequency that the query word
x appearsin the corpus, T (X X,X;...X,) isthe frequency that

all query words appears in the corpus. For each word frequency,
we add 1 because we want to avoid 0 appearing in the equation
when aword’sfrequency is 0.

Clx%%s-%,) =log,

The frequency information required by equation 7 can be easly
collected from local corpus.

4. EVALUATION

We have conducted experiments to evaluate our proposed query
trandation approach. Using the algorithm described in Section 3.2,
we firgly extract Chinese terms from the summaries returned by a
search engine with an English term as the query. These Chinese
terms are considered the candidate trandations of the query
English term. We then use the method described in Section 3.3 to
select the most appropriate trandation. The web search enginethat
we used in the experiments is Google, and the top 300 summaries
returned were used for later processing. The English queries
entered into Google will be enclosed by double quotation to
ensure Google only returns result with exact phrases. Also
specified result pages written in Chinese.
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4.1 Test set

140 English queries from the NTCIR6 CLIR task were used.
Query termswere first trandated using Y ahoo’s online dictionary.
(http://tw.dictionary.yahoo.com/). The remaining OOV terms
which could not be translated were used to evaluate the
performance of our web based query translation approach
described in Section 32 and 3.3 by comparing with other
approaches. There are 69 OOV terms dtogether. The correct
trandation of each OOV term is given by NTCIR.

4.2 System setup

In our experiments, we evaluated the effectiveness of term
extraction approaches in OOV trandation. All the approaches
described in section 2.1 were used in the experiment. The
abbrevigions are MI for Mutud information, SE for the
approach introduced by Chien, SCP for the Loca Maxima
introduced by Silva and Lopes, and SCPCD for the approach
introduced by Jeng-Haur Wang et a.. Our extraction approach
with BUTE-M extraction strategy is abbreviated as SQUT

The OOV term is translated viathe following steps:

1.  From the result pages downloaded from Google, use the 5
different term extraction gpproaches to produce 5 Chinese
term lists.

2. For each term ligt, remove a term if it can be trandated to
English by Yahoo’s online dictionary. This leaves only
OQV terms.

3. From each remaining term list which contains only OOV
terms, select the top 20 terms as trandation candidates.
Select the final translation from the candidate list using our
trandation selection approach described in 3.3.

Finaly we have 5 sets of OOV trandations, as shown in the
Appendix.

4.3 Resultsand discussion

For the 69 OQV terms, by using the 5 different term extraction
approaches, we obtained the translation results shown in Table 2.
Details of thetranslation are showed in appendix.

As we were using the same corpus and the same trandation
selection approach, the difference in translation accuracy is the
result of different term extraction approaches. Thus we can claim
that the approach with the higher trandation accuracy has higher
extraction accuracy.

As we can see from table 2 below, SQUT has the highest
trandation accuracy. SCP and SCPCD provided similar
performance. The approaches based on mutual information
provided lowest performance.

Table2. OOV trandation accuracy

Correct Accuracy (%)
Ml 30 435
SE 41 59.4
SCP 53 76.8
SCPCD 52 754
SQUT 59 85.5



http://tw.dictionary.yahoo.com/

43.1 Mutual information based approaches
In the experiment, M| based agpproach cannot determine the
Chinese term boundaries well. The term lists produced by MI
based approaches contain a large number of partial Chinese terms.
It is quite often that partial Chinese terms were chosen as the
trandation of OOV terms. Some partial Chinese terms selected by
our system arelisted in table 3

Table3 Some Extracted termsby M1

OOV Terms Extracted terms Correct terms
Embryonic Stem Cell JVR e 4 JVR e 4
consumption tax A H B
Promoting ~ Academic | ik LR T
Excellence

Mutua information based term extraction approaches, such as Ml
and SE, are affected by many factors. These approaches rely on
the predefined thresholds to determine the lexicon boundaries.
Those thresholds can only be adjusted experimentally. Therefore,
they can be optimized in static corpus. However, in OOV term
trandation, the corpus is dynamic. The result pages returned from
search engine will be different for different term query entered. It
is impossible to optimized thresholds for generic use. As a result,
the output qudity is not guaranteed.

In addition, mutual information based approaches seem unsuitable
in Chinese term extraction. As there are no word boundaries
between Chinese words, the calculation of M1 values in Chinese
are based on Chinese characters but not words as it does in
English. The average high school graduate in the U.S. has a
vocabulary of 27,600 words [11], while the cardinality of the
commonly used Chinese character set is under 3000 [2]. Since
Chinese characters have much higher frequencies than English
words, one Chinese character will be used in many MLUs while
an English word will have less chance to be used in Multiple
MLUs As areault, an English MLU will have much higher MI
value than a Chinese MLU. The subtle differences in MI values
between Chinese MLUs and non-M LUs make the thresholds hard
to tunefor generic use.

Some filtering techniques are used in SE to minimize the affect of
thresholds. In our experiment, there is 17.2% improvement in
trandation accuracy. Obviously the improvement comes from the
higher quality of extracted terms. However, the limitation of
thresholds is not avoidable.

43.2 Local Maxima based approaches

Without using thresholds, local maxima based approaches have
much better flexibility than MI based approaches, achieving
higher trandation accuracy in our experiment. In comparison, the
SCP gpproach tries to extract longer MLUs while the SCPCD
approach tries to extract shorter ones. The trandation of “Autumn
Struggle”, “Wang Dan”, “Masako” and “Renault” are all
2-character Chinese terms. SCPCD can extract the translation with
no problem while SCP dways has trouble with them. As over
90% of the Chinese terms are short terms, this is a problem for
SCP in Chinese term extraction. In the mean time, SCPCD has

69

trouble in extracting long terms. Overadll, the two local maxima
based approaches have similar performance. However, since in
our experiment, most of the trandations of OOV terms are long
terms, SCP’sperformanceis alittle better than that of SCPCD.

Local maxima based approaches use string frequencies in the
1 %t
calculation of—la f (W W) f (W, W,). In asmal
“di=
corpus, the frequency of a string becomes very low which makes
the calculation of string frequencies less meaningful. Local
Maxima based approaches are not effective in a small corpus. In
comparison, our approach calculates the difference between
character frequencies. In a small corpus, characters till have a
relatively high value. As a result, our approach performs better
than Loca Maxima based approaches in small corpora. For
example, loca maxima based approaches were unable to extract
the trandation of “Nissan Motor Company” because the corpus is
too small - Google only returns 73 results for the query “Nissan
Moator Company”.

433 SQUT Approach

Most of the trandations can be extracted by the SQUT agorithm.
As our gpproach monitors the change in R to determine a string to
be an MLU ingtead of using the absolute value of R, it does not
have the difficulty of using predefined thresholds. In addition, the
use of single character frequencies in RMSE calculations makes
our approach usable in small corpora. Therefore, we have much
higher translation accuracy than M1 based approaches and aso
about 10% improvement over Local Maxima based approaches.

However, the SQUT algorithm has difficulty in extracting the
trandation of “Wang Dan”. In analyzing the result summaries, we
found that the Chinese character “F”(“Wang”) is not only avery
frequent character in the summaries but also used in other terms
such as “#; T.”(the Conqueror), “7iy T (regal); “B T (king); “%
T (queen) and “TH]” (dynasty). Those terms also appear
frequently in the result summaries. In our gpproach, where we are
using the count of individual characters, the very high frequency
of “F breaks observation 2. Thusthe translation of “Wang Dan”
cannot be extracted. However, in most cases, our observations are
true in small corpora as demonstrated by the high trandation
accuracy of our approach in quey expanson from
Chinese/English web search summaries.

5. Conclusion and Future Work

In this paper, we proposed a bottom-up term extraction approach
to be used in smal corpora The method introduces a new
measurement of a Chinese string based on frequency and RMSE,
together with a Chinese MLU extraction process based on the
change of the new string measurement that does not rely on any
predefined thresholds. The method considers a Chinese string as a
term based on the change of R’s value when the size of the string
increases rather than the absolute value of R. Our experiments
show that this gpproach is effective in web mining for trandation
extraction of unknown query terms.

Although the proposed approach shows impressive accuracy for
OOQV term trandation, there are still some works to be conducted
in the future. Our experiments were conducted using a small scale
test set which only has 69 OOV terms from NTCIR6 CLIR task
queries. It might be necessary to test our approach under larger
scae test set such as a test st that has over 1000 OOV terms.
Although there are 140, only 50 of them have document relevance



results given by NTCIR. Thereare only 11 OOV terms in those 50
queries. As a result, the number of OOV terms is not enough to
distinguish the different approaches. While many researchers[4; 5;
7; 9; 13] had showed that better query translation quality should
improve the CLIR performance, it might be necessary to test
actual benefits of high translation accuracy in CLIR in the future
when we have appropriate testing data.
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7. Appendix Sample of translated terms

OO0V term SQUT scp SCPCD SE M
Autumn Struggle: Amb: BRI A ! !
Jonnie Walker: RyER KL KT g i
Charity Golf Tournament: BRI B T R R I R R
Embryonic Stem Cell: i i 4 Y 3 40 WS 41
Florence Griffith Joyner: iy Ham AR T H E AR pra e pra e
FloJo: o S i AR LA 27 ity ity ity ity
Michael Jordan: AT AT &Y it It
Hu Jin teo: [kt S [kt [kt [kt
Wang Dan: Kz St Bt Bt
Tiananmen ISR Rzl Rzl PR PR
AkiraK urosawa: HE PR PR PR PR
K eizo Obuchi: D= A= N E N E A=
Environmental Hormone: LR BB 52 BB % BB 52
Acquired Immune Deficiency Syndrome: | 12 K 8= Ak A B B TP B
Social Problem: R e HerR



http://unauthorised.org/anthropology/anthro-l/august-19

KiaMotors: R falHbeE [olitanca fili fili

Self Defense Force: EEES EECS EECS A kR A ks

Animal Cloning Technique: By Te Bk B4y v e 4 4k

Political Crisis: R faik Buh i BuA s

Public Officer: AL N AN ATWA R ATWA R

Research Trend: s L WU IS5 T

Foreign Worker: HhES T HMESS T HMESS T HMESS T

World Cup: JLLs i A AT AR AR

Apple Computer: HR AT EEEH 4L LTS BTN

Waeapon of Mass Destruction: RIS RBEB e RS | Malas

Energy Consumption: AEUR P e 2 RES

International Space Station: By bty By Na] By b

President Habibie: ey LU LE R85 A L L 44 5% W L b 4 W LE L

Underground Nuclear Test: T A R AR B R R

F117: W i BE B [EF7 KETL RETL

Stealth Fighter: [T KE JASE [EF7 RETL

Masako: i KT T b b

Copyright Protection: il e Vi A Pt PEHE A5 g A

Daepodong: R PAS(iERE PAS(iERE PAS(iERE PAS(iERE

Contactless SMART Card: AR EmA s | AN | ER2EN

Han Dynasty: Bl PNLY Wi Wi Wi

Promoting Academic Excellence: TARTIGR BRI | s FUBE At UG | AR

ChinaAirlines; T A e % e 52 e 52 R4

El Nino [ RIS W% g EIpT

Mount Ali: oy Sl B 11y B L1y B L1y B L1y

K azuhiro Sasaki: PebeA 33k et X i etk A etk A N

Seattle Mariners: P AER K P AE il 2K T P AE i 7K T

Takeshi Kitano: it E[d35iy E[d35iy E[d35iy A

Nissan Motor Company: RUEVLii A AL P T AL AL

Renault: GEd i ik Hil figs

war crime: Ui kTR i 4 5 kTR

Kim Dae Jung: &R &R &R &R PG

M edecins Sans Frontieres: B MBS SR S 53

volcanic eruptions: Kl

Clinton: e AR T bk SRR

Science Camp: R FHEE R (AL 2

Kim Il Sung; & H P Lk Lk Lk

anticancer drug: HUEEEY)

consumption tax: PR T #eR flERe e R 8

Uruguay Round: EETERLrS [EETERERS [EETEREr

Economic Collaboration: By B B [T LAy
ESHE PE PE PE PNE

KimJong Il:
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