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Abstract. This paper presents an experimental study that examines the per-

formance of various combination techniques for content-based image retrieval 

using a fusion of visual and textual search results. The evaluation is compre-

hensively benchmarked using more than 160,000 samples from INEX-MM2006 

images dataset and the corresponding XML documents. For visual search, we 

have successfully combined Hough transform, Object’s color histogram, and 

Texture (H.O.T). For comparison purposes, we used the provided UvA features. 

Based on the evaluation, our submissions show that Uva+Text combination 

performs most effectively, but it is closely followed by our H.O.T- (visual only) 

feature. Moreover, H.O.T+Text performance is still better than UvA (visual) 

only. These findings show that the combination of effective text and visual 

search results can improve the overall performance of CBIR in Wikipedia col-

lections which contain a heterogeneous (i.e. wide) range of genres and topics. 

1   Introduction 

Recently there has been a renewed spurt of the research activity in multimedia infor-

mation retrieval [1-3]. This can be partly due to the rapid proliferation of the Internet. 

The current World Wide Web increasingly uses structured XML documents that con-

tain not only the text information, but also other media information such as images, 

videos, and speech. Images have been playing an important role in human life as one 

of the most important information resources. The amount of images on the Web is 

increasing exponentially due to the advent of various digital devices such as digital 

cameras and scanners. Nowadays the problem is not finding information, but how to 

find useful information efficiently and effectively. Image retrieval techniques have 

attracted intensive interests from both the industry and the research communities. 

Currently there are two paradigms in image retrieval: text-based and content-based. 

Text-based image retrieval techniques perform retrieval using keywords. Most of the 

state-of-the-art systems, such as Google and Yahoo!, belong to this paradigm. Al-

though text description is closer to the concepts in human mind, they rely heavily on 

manual annotation of images for keyword matching, which is tedious and costly. In 

addition, it is hard to define a unified set of keywords to be used for annotation.  Al-

though the concept of using game players to help label images on the web via an 

online game is very interesting [4], the final effect of this approach to effectively label 



images still needs to be verified due to Internet abuse [24]. Content-based image re-

trieval turns to visual features for searching similar images, which alleviates the bur-

den of manually labelling images. However, due to the well-known semantic gap be-

tween low-level visual features and the corresponding high-level concepts, visual 

features are generally not sufficient  for searching similar images [5].  

In order to mitigate this semantic gap, multi-modal image retrieval, which uses both 

text and content-based searching, is attracting uprising interests [6]. It has been proved 

that better retrieval results will be achieved by appropriately fusing different modal 

information [7]. In most cases, especially on the Web, images do not exist separately. 

Instead, there is much relevant information surrounding these images. Combing dif-

ferent modality, e.g. images and textual information, would improve the retrieval 

accuracy; fusion of the image and the text will also make the query more flexible for 

users. A user could search the image database by the image and/or the text. Although 

combining the image with the text together has been studied just recently, there are 

still some open issues needing further study, such as how to combine the content and 

text-based image retrieval results together. 

The main goal of this research is to develop and evaluate algorithms for structured 

document retrieval systems using comprehensive database of XML documents con-

taining text and image information. The document collection used is provided by the 

INEX 2006 organizing committee. The corpus contains 166,559 images in formats 

such as PNG, JPG and GIF. This complex selection of images depicting both natural 

and man-made objects (such as landscape, people, animals, buildings, and logos) 

comes in different sizes as well as different color depths. This project aims at creating 

a Content Based Image Retrieval (CBIR) system which can deal with a large set of 

heterogeneous images and will work together with an existing text-based search en-

gine in order to elevate the quality of the final retrieval results. 

In this research, a text and an image-based search engine are used concurrently and 

the results are obtained by fusing two or more independent result sets. Therefore, the 

primary contribution is to answer the challenging question of how to fuse multiple 

results to form optimal query results for users. This involves the fusion of the XML 

document retrieval results of multiple search algorithms on the same collection. Que-

ries consist of both text (keywords) and/or example images. Two document retrieval 

algorithms are used: a text-based retrieval using a TF-IDF variant, and an image-

based retrieval using image feature similarity.  

 

2   Related Work 

This section summarizes some previous work in image feature extraction and multi-

modal image retrieval. 

Image feature extraction 

Compared with text-based image retrieval which takes advantage of keywords or 

metadata such as captions, authors, and textual descriptions, content-based image 

retrieval is more complicated and has to extract the appropriate visual features first 

[5].  



Color is one of the most widely used visual features. The choice of a color space is 

of great importance to the proper color-based image retrieval. HSV and YCbCr are 

two commonly used color spaces which can better model the human color perception 

[8]. The histogram, which describes the distribution of colors in an image, is a tradi-

tional representation of the “color” feature. It is usually high dimensional and contains 

more global information of the image.  

Texture is another important feature which represents some important aspects of 

many real-world images, such as bricks, coins, trees, etc. Texture has characteristics 

such as periodicity and scale, and could be represented in terms of direction, coarse-

ness, contrast, etc. In this sense, texture features contain the high-level semantics for 

image retrieval [5, 8]. Texture features could be divided into two categories: the struc-

tural texture and the statistical texture. The structural method represents the texture by 

identifying structural primitives and their location rules, which consists of morpho-

logical operator and adjacency graph. The statistical approach, which is one of the 

earliest methods to classify textures, describes texture by the spatial distribution of 

image density.  

Hough transform is a kind of feature extraction method which can identify objects 

with a particular shape in an image. It includes two kinds of transform methods: the 

classical transform and the generalized transform. The classical Hough transform is 

usually used to detect the regular curves such as lines, circles, ellipses, etc. The gener-

alized transform is applicable for the detection of positions of arbitrary shapes which 

cannot be described by using the simple features.  

We will use color histogram, statistical texture, and generalized Hough transform in 

our experiment.  

Fusing Image and Text retrieval 

One challenge for image retrieval is to find a simple but effective way to form a 

query. Most content-based image retrieval systems support query-by-example in 

which users should provide visual example of the contents they seek. In this case im-

ages are searched on the basis of matching of content features such as color, shape, 

and texture. Therefore, this method is more intuitive, and an appropriate key-image is 

dispensable to start a query. However, this query method has two drawbacks. Firstly, a 

user may not find such an appropriate image which can represent the use’s query need 

completely in some cases. Secondly, the representation of the image is not as flexible 

as the textual description, and most users have been used to adopting keywords to start 

their query and describe their needs. 

Text-based image retrieval can address these problems, which is based on the as-

sumption that the textual description can express the semantics of images [9]. It allows 

users to search images by specifying their own query in terms of a limited vocabulary 

of semantic concepts. But synonymy and polysemy are two large existing problems in 

information retrieval [10]. Many words have more than one distinct meaning. Users in 

different contexts may express the same needs by using different terms. In addition, 

there are many ways to describe the same object. In different contexts or when used by 

different people, the same terms can be taken differently. The prevalence of synonymy 

and polysemy tends to degrade precision and recall performance of the system.  

It is believed by many researchers that combining the keyword-based approach and 

the content-based approach together can benefit from the strengths of both paradigms, 



and these two paradigms can supplement each other. R. Zhang et al. [6] in their paper 

show that multi-modal image retrieval is a promising way to improve image retrieval 

and enhance users’ querying modalities. There are several ways for multi-modal fu-

sion, such as linear combination, min-max aggregation, and voting production combi-

nation [7]. These methods can be classified into two categories: fusion at feature level 

and fusion at output level. It has proven that the fusion on output level outperforms the 

fusion on feature level in most cases [7].  

E. Chang et al. [11] suggest that the user can start a query by a few keywords, and 

after a few relevant images are returned, the image features with their annotation can 

be used to perform a multi-modal query refinement. J.L. Martinez-Fernandez et al. 

presents similar ideas [12]. They refine the text-based search results with the addition 

of content-based image retrieval. Based on their successful previous work on organiz-

ing images according to the visual similarity for image retrieval, D. Cai et al. [13] use 

low-level features to cluster images into semantic clusters obtained by the textual 

features. R. Basancon et al. [14] presents the opposite idea. They first search the can-

didate images using content-based methods, and then use the textual description of 

these candidate images as query keywords to search again. 

However, regardless of whether the text-based results are refined using content-

based methods or vice versa, it is still insufficient to improve the performance of im-

age retrieval. The reason is that owing to the intrinsic drawbacks of text- and content-

based approaches, it is hard to confirm which method could achieve better results in 

terms of a specific query. It is our hypothesis that the late combination would assure 

better searching results. D. Tjondronegoro et al. [15]indicate, by a series of experi-

ments, that the results of content-based retrieval with the help of text-based retrieval is 

much better than any individual text-based or image-based retrieval. During the work 

in the INEX 2005, they designed two search engines: an XML document search en-

gine using both structural and content information and a content-based image search 

engine. When a query is submitted, these two engines work respectively at the same 

time, and then the retrieval results are merged together by treating the visual features 

as the text terms. The question of how to fuse content-based retrieval with text-based 

retrieval, however, still needs further consideration. There are no common agreements 

on the fusion approaches. 

3   System Architecture 

The framework of the prototype system is shown Figure 1. Users interact with a 

Graphical User Interface (GUI) to write queries and browse results. The GUI merges 

results from an integrated document searching that fuses image-text results. The data-

base stores images and the XML documents which display (i.e. provide links) them. 

Three (3) image related tables are used in the database: Images, Features, and Ad-

hocXML (as shown in Figure 2). The Images table stores the information about the 

images, including the image ID (e.g. 22625), its original filename (e.g. DVD-

RW_Spindle.jpg), the collection set and the subfolder name. The Features table stores 

the image feature extracted using the feature extractor. The AdhocXML table stores the 

Adhoc XML filename and the absolute XPath of where the related image appears in 

the document. This allows the system to back-track the original XML document which 



uses the image and also allows it to fuse the image and text search results. The se-

lected image features for this experiment include color histograms 

(RGB/HSV/YCbCr), textures, detectable lines (Hough transformation), and the UvA 

features provided by INEX2006 organizing committee (developed by a research group 

in University of Van Amsterdam). The UvA feature uses Natural Image Statistics, 

Color invariant edge detection and regional descriptors to represent an image. These 

features of every image are stored in the database for CBIR. All image features are 

represented by vectors. Different distance measures such as the correlation coefficient, 

Euclidean distance, and Manhattan distance have been implemented and can be cho-

sen from the Graphical User Interface. The Euclidean distance between two vectors is 

used for the final submission. All individual distances are normalized to the range of 

[0, 1]. 

 

 

Figure 1: System Architecture 

 

Figure 2: Database Entity-Relationship 

Graphical User Interface (GUI) 

Using the GUI, users can choose which features to be combined and adjust the 

weights of each individual feature, as well as the metrics of distance calculation. The 

GUI also provides a preview picture box and the information of the image.  

 



Memory Management 

Due to the large amount of data and high dimensionality of the image feature, a 

data access technique is required to avoid system resources overload (while calcula-

tions are performed in the memory). The system is designed to perform calculation in 

sequential order. Each time a block of 100 image features is read and stored in the 

memory buffer, only the normalized distance (from the query image) is kept in the 

buffer, while the rest are overwritten. This method is found to be efficient and reliable 

(i.e. no buffer overflow) during our experiments. 

4   Using Visual Retrieval Techniques 

The image features used in this project are color histogram, texture and detectable 

lines (Hough transform).  

Color histogram 

Color histogram has been widely used in CBIR to represent the global image color 

attribute. For our experiment, we compared the use of RGB, HSV, and YCbCr color 

spaces. RGB color histogram is invariant with translation and viewing-axis rotation, 

and varies only slowly with the angle of view. Therefore, it is particularly suited for 

recognizing an object of unknown position and rotation within a scene. Moreover, 

translation of an RGB image into the illumination invariant rg-chromaticity space 

allows the histogram to operate well in varying light levels [16]. HSV Histogram is 

one of the most commonly used by people (especially artist) to select color. It is a 

cylindrical coordinate system where the angle defines hue, the radius defines satura-

tion, and the vertical axis defines color of an image. As compared to RGB, which is an 

additive model, HSV encapsulates information about each color in a more under-

standable and recognizable manner to humans who perceive color via its color name, 

vibrancy and darkness/brightness. Similarity distance between HSV color space often 

performs better than RGB (e.g. [17]). The YCbCr color histogram represents the lu-

minance level using a single component, Y, and other color information is stored 

individually using Cb and Cr. This feature is frequently used in skin color detection 

projects (e.g. [18]) as values extracted from Cb and Cr can effectively represent skin 

color of most human races. Figure 3 illustrates that these various color spaces will 

return different results for the same query, thus we aim to compare the effectiveness of 

each color representation for different topics. 

 

 

 

 
Figure 3: Sample Results from Retrieval using Various Color Histogram (From top to 

bottom: RGB, HSBV, YCbCr Results) 

 



 

Object Histogram 

A pre-processing of object extraction is performed on every image and hence only 

the histogram of the extracted segments is calculated. This technique is useful when 

performing queries with standout and dominant object(s). The algorithm described in 

[19] can efficiently extract building and human apart from the background. The object 

extraction accuracy generally increases when the color of the background is much 

different from the object itself. Several researches, including our previous work [15, 

20],  shows that object extraction can be used to enhance the image retrieval system 

performance. Figure 4 shows an example of object-extraction result on an airplane 

image which has a distinctive object features. 

Hough Transform 

Hough transform is widely used in digital image processing to detect arbitrary 

shapes and identify lines (e.g. [21]). For the Wikipedia images dataset, we expect that 

this method can effectively distinguish some topics such as buildings, coins and some 

arbitrary shapes since they have unique lines strength characteristics. Figure 5 shows 

the use of Hough transform to detect coin shapes. 

 

 

Figure 4: Object extraction algorithm 

 

Figure 5: Hough Transform detect Coin Shapes 

Texture 

Texture can often represent the visual properties of an image which are unable to 

represent by color intensity alone. For example, while sea and sky are  both blue, but 

their texture features are different In this project we used a 6D texture-vector which 

comprises of the intensity, contrast, smoothness, skewness, uniformity and random-

ness, using a method which has been described in our previous work [19]. We expect 

that texture feature is likely to perform well in locating images with distinctive and 

strong unique patterns.  

UvA Features 

This feature uses Natural Image Statistics, Color invariant edge detection and re-

gional descriptors to represent an image. The paper [22] presents a 120D features 



using different texture parameters. In our project, we will compare UvA features with 

our features set. 

Similarity measurement metrics 

We implemented and compared the performance of the following similarity meas-

urement metrics: Euclidean [23], Manhattan [23],  Chebyshev, Bray Curtis and Cor-

relation.  Euclidean distance is commonly used in most of the image retrieval system 

and Correlation is able to indicate the strength and direction of 2 vectors to show how 

closely one image correlate to another.  To represent the greatest of their differences 

along any coordinate dimension, the Chebyshev distance of any two points is defined 

as: 

2 1 2 1max( , )D x x y y= − −   

Whereas, Bray Curtis distance is defined as:  

1

1

( )

n

ik jk

k

n

ik jk

k

x x

D

x x

=

=

−

=

+

∑

∑
 

5   Using Text Retrieval Techniques 

The system that we have used for XML text based retrieval is the GPX search engine 

[23]. The system is described in detail in this proceedings collection under the title 

“GPX - Gardens Point XML IR at INEX 2006”. The MM Fragments task was applied 

without any changes to the system. For the MM Images task we had to index the new 

collection but no other work or modifications were required. The system ignored 

search by image source. All clauses such as about (.,src:988336) were simply ignored 

by the system. It was left to the image retrieval system to take account of example 

images and fuse the CBIR results with the text retrieval results, as outlined in the next 

section. 

6   Combining Visual and Textual Search Results 

The fusion of search results is performed in twofold: 1) combination of image fea-

tures, and 2) fusion of text-based search and image-based search results. To combine 

multiple image features, a weighted sum is performed on the individual distances 

calculated using different features. This is based on the hypothesis that the combina-

tion of more evidence will increase the reliability of the similarity calculation.  

To combine the results of text-based and image-based search engines, we use the 

result of the text search as the base, while the image search result is used to boost the 

confidence. Our text-image fusion algorithm relies on a hypothesis that if a document 

appears in both text and image based search results, then the final ranking of the 

document should be pushed to the top. This hypothesis has not been thoroughly 

proven as our experiment shows that sometimes the individual search results (either 



image-based or text-based) can still be better than the combined. More details will be 

discussed in Section 7 (Evaluation). 

 

7 Evaluation 

Our system’s prototype is designed using VB.Net language in Microsoft .NET 2.0. 

The database used is Microsoft Access. The image feature extraction is performed 

using MATLAB with Image Processing Toolbox. The image collection used is pro-

vided by INEX 2006 (http://inex.is.informatik.uni-duisburg.de/2006/). The corpus 

contains 166,559 images of different format such as PNG, JPG and GIF. All of the 

images come in different size, different color depth and present various type of con-

tent from landscape, buildings, people, and buildings. Table 1 summarizes the topics 

of INEX 2006 MM tasks. For each task, we will re-interpret the queries as “Find 

*other* images about X like this one". 

 

Topic ID Topic Title 

1 Sunset sky 

2 Historic castle 

3 Barcelona 

4 Bactrian Coins 

5 Masjid (Mosque) Malaysia 

6 Da Vinci’s Color Paintings 

7 Mountain for hiking 

8 Images of bees with flowers 

9 Golden gate bridge 

10 Stringed musical instruments 

11 Frank Lloyd Wright Buildings 

12 Rodin “Burghers of Calais” 

13 Official logos of parties in Sweden 

Table 1: INEX 2006 Image Retrieval Topics 

We experimented with various combinations of features and found that the combi-

nation of Hough transform (H), the Object color histogram (O) and the Texture (T) 

with equal weighting performs best (among other combinations). 

To illustrate the benefits/weaknesses of using text- or image- results only, or using 

the fusion of text-image results, Figure 6 and 7 shows the text-only search results and 

fused search results of Topic 9, respectively. For this case, our system is able to refine 

the text search by bringing forward the 2 visually similar images with lower ranking.  

To illustrate the benefits of our H.O.T, Figure 8 and 9 shows the results for Topic 4 

using visual features only and fusion of text-image, respectively. In this case, visual 

features effectively locate images with similar color, shapes and texture. However, 

with the fusion of the text and image, the results are actually affected by the Bactrian 

camel which is irrelevant.  



After evaluating various similarity metrics, we found that the results of applying 

different similarity measurement metrics are similar and we decided to use Euclidean 

distance as it is one of the most commonly used similarity measurements, 

 

Figure  6: Text Results of Topic 9 

 

Figure 7: Fused (i.e Text-Image) Search Results of Topic 9 (This shows that fusion of text and 

image search results is better than text search alone) 

 

Figure 8: H.O.T image-based search result for Topic 4 

 
Figure 9: Fused search results of Topic 4 (This shows that H.O.T feature performs 

better when it is used without merging with text results) 

 

 



Figure 10 depicts the official evaluation result from INEX 2006 for QUT submis-

sions (QUT’s performance is highlighted- while the non-highlighted are from other 

participants). Based on the interpolated precision-recall performance, the best tech-

nique is UvA+Text results. However, the H.O.T (visual only) feature performed at a 

similar quality, and in fact is better than UvA (visual) alone. This shows that for cer-

tain image retrieval task, a combination of simpler low-level features can be sufficient 

to produce a decent result. However, visual features cannot fully represent the seman-

tics for an image, which is why text search needs to be exploited to improve the accu-

racy of search results. Moreover, XML documents which use images usually provide 

useful contextual information which sometimes can be close to users’ search intention.  

Furthermore, it is worth noting that detectable lines and shape description are effective 

to search images with distinctive objects such as cars, airplanes, coins, and buildings. 

 

Figure 10: Graph of Interpolated recall precision averages 

8 Conclusions and Future Work 

The experiment result shows that once the text-based image searching results are 

refined using content-based image searching results, the final combined result is gen-

erally better than the individual text or image-based searching results.  

The semantic relation between keywords has not been investigated, and remains a 

subject of future investigation as it is one of the main reasons incurring low precision 

in image retrieval. Ontology contains concepts and their relations, therefore introduc-

ing ontology into multi-modal image retrieval will not only help better analyze the 



text, but are also useful for keyword matching. In this sense, text-based retrieval will 

become concept-based retrieval. We hypothesize that the fusion of concept and con-

tent will achieve much better results than the fusion of text and content. 

In addition, fast access of the image database needs to be studied as it is very large 

and image features are usually high dimensional (from 100 to 1000) and slow down 

content-based matching. 
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