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Abstract 
Present ray tracing algorithms are computationally intensive, 
requiring hours of computing time for complex scenes.  Our 
previous work has dealt with the development of an overall 
approach to the application of visual attention to progressive 
and adaptive ray-tracing techniques.  The approach facilitates 
large computational savings by modulating the supersampling 
rates in an image by the visual importance of the region being 
rendered. 

This paper extends the approach by incorporating temporal 
changes into the models and techniques developed, as it is 
expected that further efficiency savings can be reaped for 
animated scenes.  Applications for this approach include 
entertainment, visualisation and simulation. 
 
CR Categories: I.3.7 (Three-Dimensional Graphics and 
Realism): Animation, Raytracing; I.3.3 (Picture/Image 
Generation): Antialiasing, Display algorithms. 
 
Keywords: image synthesis, animation techniques, motion 
importance. 

1. Introduction 
Research indicates that motion is a strong attractor of visual 
attention [Senders 1976; Stelmach, Tam et al. 1991; Niebur 
and Koch 1995; Wolfe 1996; Osberger and Rohaly 2001; Yee, 
Pattanaik et al. 2001].  There is also physiological evidence for 
the pre-eminence of motion in the hierarchy of visual features, 
due to the presence of receptors sensitive to moving contours 
[Bruce and Green 1990].  These results are consistent with 
psychophysical evidence showing that motion strongly attracts 
visual attention [Wolfe 1996]. 

Experiments have shown that in non-attentive modes the 
sudden onset of stimuli within the periphery brings about 
attentional capture [Yantis and Jonides 1990].  Research has 
also indicates the high correlation of points of regard between 
viewers when observing images containing movement 
[Stelmach, Tam et al. 1991]. 

It can be concluded that much rendering effort can be 
saved by further exploiting visual attention concepts for the 
motion of objects, where rendering resources are concentrated 
on the most visually important regions. 

 
 
 
 
 
 
 
 
 
 
 

Given the attention capturing ability of moving objects 
[Hillstrom and Yantis 1994], it is expected that the best results 
will be gained from adding motion to a previously developed 
visual attention model [Brown, Pham et al. 1999; Brown, 
Pham et al. 2000; Brown, Pham et al. 2001].  This motion 
importance model also extends previous motion models by 
incorporating relative rather than absolute effects. 

Furthermore, new animation techniques are developed to 
exploit the visual importance evaluation offered by the 
temporal change model, including more effective motion 
estimation techniques.  The paper details the theoretical basis 
and the design of the major components of the approach.  
Implementation issues are also discussed at the end of this 
paper. 

Structurally the rest of the paper is organised as follows.  
An analysis of present research into modelling visual attention 
is presented in Section 2.  Section 3 details the development of 
extensions to the visual attention model.  Section 4 then details 
the incorporation of the new temporal change model into an 
adaptive rendering system.  Finally, the paper concludes with a 
discussion of achievements in the design of the model in 
Section 5. 

2. Previous Work 
Previously, the majority of the application research work 

has been carried out into detecting changes in an image for 
compression purposes, in order to reduce the amount of data 
needing to be sent for low bandwidth video applications 
[LeGall 1991].  Recently, in addition to this raw detection and 
compensation for change in an image, there has been the 
application of the previous psychophysical experimental 
results to the determination of the importance and visibility of 
changes occurring within a video stream [De Vleeschouwer, 
Marichal et al. 1997; Osberger and Rohaly 2001].  Models 
have been developed to simulate the visual importance of 
motion within the application areas of video processing and 
image synthesis, in order to further reap efficiency gains not 
possible through raw change detection. 

A multiresolution motion model has been developed by 
Yee [Yee 2000; Yee, Pattanaik et al. 2001], as an addition to 
the visual saliency model of Koch and Ullman. [Koch and 
Ullman 1985] and Itti and Koch [Itti and Koch 2001].  The 
model uses a magnitude value to ascertain the visual 
importance of pixels in the region, using an object ID-based 
method of pixel displacement calculation developed by 
Agrawala [Agrawala, Beers et al. 1995]. 

A simple fuzzy logic motion importance model has also 
been developed by Marichal et al. [Marichal, Delmot et al. 
1996] and De Vleeschouwer et al. [De Vleeschouwer, Delmot 
et al. 1997; De Vleeschouwer, Marichal et al. 1997] for 
applications to low-bandwidth video.  The motion estimation 
is based upon absolute magnitudes of motion, which do not 
account for global quantities of motion.  In addition, the model 
does not account for the direction of motion. 



 

Region-based approaches have also been used to model 
motion importance within a series of images.  Osberger 
[Osberger and Rohaly 2001] has devised an effective threshold 
model to incorporate motion into a video processing system.  
While the motion model reports good results for determining 
motion importance, the parameters are not referenced to any 
psychophysical data.  Motion importance in this approach is 
calculated by the absolute magnitude of the motion.  Even 
though this approach allows for global distribution of motion, 
it does not allow for local difference effects due to directional 
or magnitude values. 

These region-based models only treat motion as a 
magnitude, and do not include its vector component in their 
calculations.  The models also do not differentiate between 
motion and abrupt onset in any fashion.  Therefore, these 
approaches can be improved by incorporating a region-based 
measure of local differences, which accounts for global 
suppression and enhancement effects. 

3. A Visual Attention Model Incorporating 
Temporal Changes 

Temporal changes involve two major categories: actual motion 
of objects in a scene, and sudden changes occurring due to 
luminance changes unrelated to object motion.  Both of these 
have been characterised within this temporal change model, to 
accommodate most effects occurring within an animated 
scene.  In particular, the new model improves on others by 
incorporating the following factors: 

 
• relative forms of motion are used to ascertain the 

importance of the region, as apposed to absolute 
measures used in present models; 

• magnitude and directional factors are treated as 
separate factors contributing to the final motion-based 
visual importance of a region; 

• global effects are also incorporated, to model the 
enhancing and suppressing influences of surrounding 
motion in a scene; 

• parameters for the model are gained from 
psychophysical research, instead of using arbitrary 
values; 

• differentiation of onset effects from those caused by 
the motion of objects in the scene–for example, 
lighting changes. 

 
Figure 1 illustrates how both the magnitude and direction 

of the differences in motion can contribute to a region standing 
out. 

We have chosen to use fuzzy logic in our modelling of 
such perceptual phenomena dues to its efficacy in processing 
imprecise data and its ability to model human reasoning 
[Berkan and Trubatch 1997].  It also enables the fine-tuning of 
parameters in an intuitive fashion, due to the ease of modelling 
human expert rules.  Fuzzy systems implement truth as a 
continuum between true and false.  Therefore, a statement can 
be partially true or false, so its fulfilment value may be 
quantified to be anywhere between 0.0 and 1.0 inclusive.  The 
fulfilment value is modelled using fuzzy membership 
functions, which match the human estimation of truth to the 
fuzzified term.   

 

 
 

 
 
Figure 1 Illustration of the concepts of motion magnitude 

importance and motion direction importance.  Both images 
show regions with vectors attached, indicating their 

direction and magnitude of motion.  The left diagram 
shows a grey region standing out due to a difference in 
velocity magnitude.  The right diagram shows a grey 

region standing out because of its relative difference in 
direction. 

 
In our system the motion difference is fuzzified to three terms 
Low, Medium and High.  The membership functions indicate 
the truth of these terms, with respect to the quantified variable 
being fuzzified (refer to Figure 2).  In the case of motion 
magnitude, the values are the degrees subtended in the visual 
field per second (deg/sec)–this assumes a fixed viewing 
distance.  The direction difference is derived from the 
difference in degrees of the direction vectors of the regions 
being considered.  The abrupt onset function is derived from 
the ratio of the magnitude of the frame to frame luminance 
change. 

In addition, results from experiments by Nothdurft also 
indicate a sigmoidal pop-out effect from local motion 
differences, with a saturation effect past a high level of local 
motion difference [Nothdurft 1993; Nothdurft 1993].  As with 
luminance and colour, the effect is suppressed by surrounding 
motion differences [Nothdurft 1993].  These facts have 
inspired the shape and functionality of the membership 
functions used.  In a similar fashion to the membership 
functions in our previous spatial visual attention system, the 
motion membership functions are adaptive to the magnitude 
and direction of motion detected within the whole visual field.  
This is modelled by an adaptive threshold that draws its value 
from the average value of motion direction differences and 
magnitudes in the whole image–thdir or thhmag and thlmag.  The 
latter two thresholds represent the lower and higher points at 
which the magnitude of motion is tracked by the HVS.  Both 
of these factors contribute to the motion importance of regions. 
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Figure 2 Diagram of the motion evaluation membership 
functions for the magnitude of the motion (top left) and the 

direction of the motion (top right) and object Onset 
(bottom). 

 
The object tracking ability of the HVS is known as smooth 

pursuit, and has been analysed by a number of researchers 
[Westheimer 1954; Robinson 1965; Girod 1988; Daly 1998; 
Verstraten, Cavanagh et al. 2000].  These experimental results 
become important when evaluating the importance of a region 
within the visual field of a viewer.  The motion perceived must 
be able to be tracked, in order to attract attention.  Daly [Daly 
1998] reports a value of 80 deg/sec as an upper threshold of 
the smooth pursuit capabilities of a viewer. 

Therefore, the absolute motion value of the region being 
examined is thresholded to 80 deg/sec before being processed 
for relative motion analysis, to prevent objects above the 
tracking capabilities of the HVS influencing the visual 
importance by relative differences.  In a similar manner, only 
moving regions are considered for the motion importance 
calculations.  This removes the case of stationary objects 
having large relative motion differences causing inappropriate 
pop-out. 

These membership functions are used in the following rule 
base within the motion importance module: 

 
IF MagDiff  IS High  THEN FinImp IS High 
IF MagDiff  IS Med  THEN FinImp IS Med 
IF MagDiff  IS Low  THEN FinImp IS Low 
IF DirDiff  IS High  THEN FinImp IS High 
IF DirDiff  IS Med  THEN FinImp IS Med 
IF DirDiff  IS Low  THEN FinImp IS Low 
IF OnsRatio  IS High  THEN FinImp IS High 

IF OnsRatio  IS Med  THEN FinImp IS Med 
IF OnsRatio  IS Low  THEN FinImp IS Low 
 
The membership functions are used in the same way as the 

other spatial importance rules.  The other rules in the system 
model spatial importance based upon the differences 
luminance, colour, size, and position of segmented regions in 
the image.  The membership functions are similar to the 
motion importance functions and use the same implication 
process to establish an estimate of the stationary visual 
importance of  the region (refer to Figure 3). 

Both the modules within the visual importance system 
aggregate the fulfilment values in a multiple-additive manner 
[Berkan and Trubatch 1997], with a weighting of 0.6 for the 
temporal rules and 0.4 for the spatial rules [Niebur and Koch 
1995; Osberger and Rohaly 2001].  These are then defuzzified 
to form a visual importance estimate for the region being 
examined. 
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Figure 3 Illustration of the spatial feature rules for the 
visual importance module. 

 
We show in Figure 4 a processing example for the rule IF 

DirDiff is High THEN FinImp is High.  This example is for the 
direction difference variable, which evaluates the visual 
importance caused by a difference in direction of a region with 
regards to surrounding objects.  The first diagram in the figure 
shows the direction difference value D being fuzzified into 
fulfilment level µ(D).  The second diagram shows the 
implication process forming a fuzzy set for the consequent 
term FinImp.  This process is repeated for all the rules in the 
fuzzy rule set contributing to Low, Medium or High final 
importance values for the region.  The last diagram shows the 
aggregated fuzzy sets for the FinImp membership functions 
Low and High (Medium omitted for clarity) after all the rules 
have been evaluated.  From this aggregated set, the final 
defuzzified value I is calculated using the Weighted Fuzzy 
Mean method [Leekwijck and Kerre 1999].  We now describe 
how this value I is used in a newly developed animation 
approach. 
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Figure 4  Illustration of the implication process used in 

motion importance rules IF DirDiff IS HighTHEN FinImp 
IS High. 

4. A Motion-based Adaptive Rendering 
Approach 

In order to incorporate the above model into an adaptive 
rendering approach a number of stages must take place.  The 
system must make a segmentation of the scene based upon 
motion information, using previous frames and region 
importance maps.  The approach must also compensate for ego 
motion caused by camera movement.  Next, the temporal 
model is applied to the motion vector estimates from the 
segmented regions to produce a relative visual importance 
value for the moving regions.  Finally, the importance value is 
used to control the adaptive rendering system. 

The major components of this approach are depicted in 
Figure 5. 
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Figure 5 Flow diagram of the major stages in the temporal 

change approach. 
 
In the newly developed approach, the calculations are 
performed from frame to frame, this requires the storage of the 
Previous Frame Buffer to facilitate change analysis.  While the 
image is progressively sampled to the level of one sample per 
pixel, the present and previous frame buffers are analysed for 
motion.  A previous region segmentation is stored in order to 
facilitate the motion importance calculations.  Once region 
motion vectors have been derived for the regions in the scene, 
then these vectors are processed to remove any camera motion.  
The resultant vectors and other spatial information is then fed 
to the motion and spatial membership functions that are 
detailed in Section 3.  The resultant importance values are 
stored in the Region Importance Map.  The region importance 
value is used to modulate the supersampling performed within 
each pixel. 

We now detail the motion estimation techniques used 
within this approach. 

4.1. Motion Estimation Technique 
There are two major methods for motion estimation within the 
area of image synthesis.  The motion estimation can be 
performed in an image-based manner, similar to video systems 
[LeGall 1991], or by using object-based techniques.  Object-
based methods exploit the object-space geometry and 
associated transformation matrices to estimate where a 
geometry segment will be translated to on the screen 
[Agrawala, Beers et al. 1995] [Guenter and Tumblin 1996] 
[Wallach, Kunapalli et al. 1994] [Yun, Guenter et al. 1997].  
Object-based approaches perform better than image-based 
methods in 3D animation applications, due to the unambiguous 
nature of the object ID information.  A number of motion 
estimation techniques have been developed for image 
synthesis to facilitate compression of synthetic movies. A 
region-based motion detection approach is developed which 
has the following features: 

 
• the ability to account for gross and local motion 

effects of regions explicitly–eg. both translation and 
internal rotation of objects; 



 

• the ability to account for non-affine transformations 
of the regions being analysed–ie. non-linear region 
deformations; 

• the ability to remove camera motion effects from the 
derived region motion vectors. 

 
A motion estimation process used by Guenter et al. 

[Guenter, Yun et al. 1993; Yun, Guenter et al. 1997] is pixel-
based, utilising pixel RGB colour, object ID and depth buffer 
values.  The estimation technique uses these parameters as an 
aid in determining, in the forward direction from frame n to 
frame n + 1, the position of a four pixel (2 × 2) square.  While 
Wallach et al. [Wallach, Kunapalli et al. 1994] use hardware 
Gouraud shading and texturing techniques to garner 
information about optical flow within the image being 
generated.  The mode vector of the 16 × 16 pixel optical flow 
block is used as the centre of a brute force search.  Agrawala et 
al. use back projection to ascertain the location of a pixel in the 
previous frame to the one being examined [Agrawala, Beers et 
al. 1995].  The transformation and projection matrices are used 
to obtain the position of a pixel in object-space in the previous 
frame.  The difference between the two gives an object-space 
accurate optical flow motion vector for the pixel. 

As the temporal change approach developed here 
continues the region-based paradigm, it is appropriate that the 
motion estimation technique will be developed from a region-
based perspective.  Furthermore, it can be argued that the 
perceived motion in a scene is region-based in nature, due to a 
person focusing on regions in an image, and not pixels or 
blocks [Marr 1982; Wolfe 1996; Wolfe 2000]. 

The motion estimation scheme detailed here obtains 
regions by segmenting the scene using the object ID as a basis 
for the comparison operations in the segment merging stage.  
Once the image is segmented by object ID, then the regions are 
further segmented by luminance and hue features.  This 
provides a two level hierarchy, facilitating the detection of 
gross region motion effects within the top-level, while internal 
motion effects are detected within the second segmentation 
level. 
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Figure 6 An example of the hierarchy of segmentation used 
in the motion estimation system.  The colour of the segment 

represents object ID segmentations.  The dotted area 
represents one object ID, while the white background 

represents another object ID.  The numbers represent the 
segmented regions. 

 
As well as aiding the correct segmentation of regions for more 
accurate motion calculation, the use of object IDs speeds up 
the merge segmentation algorithm.  The segmentation 
algorithm is now divided into two main processes.  The first is 

the merging of segments that have the same object IDs.  This 
can be performed in a serial fashion by simply scanning the 
segments from top to bottom, left to right, placing them in 
segment lists identified by the mode of the object ID samples 
within the segments. 

The lists of segments are then processed using a simple 
region merge algorithm.  The segments are divided up into 
regions based upon hue and luminance differences (refer to 
Figure 6).  This segmentation approach is incremental in 
nature.  If a segment changes object ID, luminance or hue 
through further sampling, then the segment is reallocated to 
another region, triggering new importance calculations to 
update the importance map. 

Due to the inherent correlation of the object ID with the 
motion in a scene, the segmentation based on object IDs 
provides effective search windows for further internal motion 
estimation.  These windows are more accurate than arbitrary 
sized square regions, which do not necessarily contain the 
blocks causing the perceived motion.  This brings about better 
matches when performing motion prediction within an object 
region. 
 
 

  
 
Figure 7 Illustration of the internal motion search method 
over two frames (frame n on the left, n + 1 on the right), 
within the regions segmented at the level of object IDs–

dotted regions surrounding cube.  A segment which 
changes from frame to frame is highlighted in white.   

Example segment s which change across two object IDs are 
highlighted towards the bottom of the diagram by a cross 

hatch pattern in the second frame. 
 
For video compression systems, motion vectors must be 
collated across the whole scene for every pixel and block 
[LeGall 1991].  Transmitting the change vector, instead of the 
actual image data, reaps efficiency savings.  As this 
application is the computation of region-based visual attention 
using motion differences, there is not such a need to search for 
block motion outside of the area segmented by an object ID.  
This approach only requires estimates of the motion of the 
segmented region across the image, and the internal motion of 
a region.  Therefore, the algorithm works within the object ID 
region to search for internal motion.  This internal motion 
difference can be processed in the same manner as the gross 
region motion, to gain a measure of internal motion 
importance for each region. 

Segment object ID changes may occur across different 
region segmentations, as shown in the lower portion of Figure 
7 by the hatched segments.  They can be classified as the 
appearance of a new object within the segmentation, and 
therefore are treated as an abrupt onset change, as per the 
model developed in Section 2. 

The possible object motions can be divided into two 
categories: rigid and non-rigid.  A combination of these two 
may occur for any object in the scene.  The method developed 



 

here will process both forms by performing a hierarchy of 
motion calculations.  The first level is the gross motion of the 
object ID segmented region, while the second is the internal 
motion of the hue and luminance segmented regions. 

The motion to be calculated for both the region levels is 
translational in nature.  This will still effectively model the 
internal motion of the regions–for example, the spinning of a 
cube (refer to Figure 7).  The object ID level of segmentation 
will compute importance for the translation of the cube 
through the scene.  The second level, which represents the 
segmentation of the gross region into similar hue and 
luminance regions, will give an estimate of the internal motion 
importance of the object. 

To identify the motion of the gross object ID regions is 
straightforward.  The method searches for a corresponding 
region object ID from frame n + 1 in the previous region 
segmentation for frame n.  The centroids of the regions in the 
two frames are then subtracted to form a motion difference 
vector Mr.  This vector is then used to compute the motion 
importance for the gross region motion.  If the object ID 
cannot be found in the previous region importance map, then 
the motion vector Mr is set to zero.  An object entering a scene 
will, on the first frame, be treated as a sudden onset region.  
Frames occurring afterwards containing this object will then 
process its movement in a normal fashion. 

The internal motion of the regions uses a region matching 
technique, similar in nature to the block matching techniques 
used in video compression [LeGall 1991].  In this case the 
method is modified to match regions, not blocks, for efficiency 
purposes.  This motion and onset information is then passed to 
the camera compensation module to remove any camera 
motion from the vector. 

4.2. Camera Compensation Technique 
Before a motion importance value can be computed, the 
component of motion due to the camera must be removed from 
the computed region motion values.  Motion in an image may 
be caused by movements within the scene, and the spatial 
transformation of the camera viewing the scene.  Camera 
motion forms a background motion noise, which needs to be 
suppressed in order to ascertain correctly the true changes in 
the scene for motion importance purposes [Osberger and 
Rohaly 2001]. 

The advantage with image synthesis camera compensation 
is the availability of the world to camera space transformation 
Twc, and the projection matrix P.  These two transformation 
matrices enable a complete model of the contribution of the 
camera to region motion estimates.  Before the region being 
examined is searched for in the previous frame region list, its 
centroid is transformed by the opposite of the difference in 
world to camera transformation matrices, thus removing any 
image-plane motion produced by the view camera. 

The difference between the two camera transformations 
∆Twc is formed by analysing the world to camera space 
transform matrix Twc.  The following equation provides the 
camera transformation matrix between two frames n and n + 1: 
 

∆Twc = Twc, n+1 ⋅ Twc, n
-1 (1) 

 
where: ∆Twc is the camera motion transformation from frame n 
to frame n + 1; Twc, n+1 is the world to camera space 
transformation for the frame n + 1 in the animation; Twc, n

-1 is 
the inverse of the world to camera space transformation for the 
frame n in the animation. 

The inverse of ∆Twc matrix, ∆Twc-1, is then applied to the 
centroid Cr, n+1 of the region being camera compensated, to 
remove the motion caused by the camera.  This means that the 
final 2D motion vector Mr, n+1 for a region r, for frame n + 1 
is: 
 

C’r, n+1  = Cr, n+1 ⋅ P-1 ⋅ ∆T-1
wc, n+1 ⋅ P (2) 

Mr, n+1 = C’r, n+1 - C’r, n (3) 

 
where: C’r, n+1 is the camera compensated centroid for the 
region being examined in frame n + 1; C’r, n is the camera 
compensated centroid of the region in the previous frame n; P, 
P-1 are the view projection matrix and its inverse; Mr, n+1 is the 
final 2D motion vector (∆x, ∆y, z ignored) computed for 
region r in frame n + 1; ∆T-1

wc, n+1 is the inverse world to 
camera space transformation for frame n + 1 in an animation. 

The final calculation is the addition of the internal region 
motion vector with the object ID region vector to produce the 
overall motion of the internal region.  This is accomplished by 
the following equation: 
 

MFinr, n+1 = MObjectIDr, n+1 + MInternalr, n+1 (4) 

 
where: MFinr, n + 1 is the final vector combining the gross and 
internal region motion; MObjectIDr, n+1 is the camera corrected 
gross region motion vector for frame n + 1; MInternalr, n+1 is 
the camera corrected internal region motion vector for frame n 
+ 1. 

The final 2D motion vector MFinr, n+1 is passed to the 
motion evaluation component of the temporal change model to 
derive a motion-based visual importance value. 

4.3. Adaptive Image Synthesis Animation 
In order to exploit these temporal importance values drawn 
from the region importance map, a new framework for 
animation rendering must be fabricated. 

In the past, adaptive rendering for motion has been 
handled in a number of ways.  Distributed rendering is a 
technique used to simulate motion blur caused by shutter speed 
effects in cameras [Glassner 1986].  Other temporal motion 
detection models have been used to perform motion 
compensation for video compression of image synthesis 
animations [Guenter, Yun et al. 1993; Wallach, Kunapalli et 
al. 1994; Agrawala, Beers et al. 1995; Yun, Guenter et al. 
1997].  They typically detect changes in pixels and create pixel 
flow vectors by identifying which object has been intercepted 
at the pixel level and then tracking the transformation of the 
pixel with the object ID to the next frame, using the 3D 
transformation matrices contained within the animation script.  
This method while accurate, is restrictive, as it requires the 
transformation of every pixel within the image to ascertain 
pixel flow vectors for the next scene.  In addition, the methods 
may require hardware support in order to be efficient, due to 
the overhead of performing the calculations for every pixel 
[Wallach, Kunapalli et al. 1994].  The region-based techniques 
developed in this chapter are much more efficient due to the 
eschewing of pixel-based motion estimation, in favour of 
region-based motion estimation. 

A multiresolution model of temporal importance has been 
implemented [Yee 2000; Yee, Pattanaik et al. 2001] in order to 
control sampling rates in a ray tracing system.  The approach 
uses a pixel-based absolute value motion model, which lacks 



 

the ability to deal with the relative motion of regions and 
requires a hardware prerendering of the scene to provide 
information to the motion model used.  From these 
observations it seems that no work has been developed for the 
region-based processing of motion for image synthesis 
efficiency purposes.  In addition, the region-based method 
developed here is more in line with present psychophysical 
thinking on object-based visual attention, and should be more 
efficient being region-based rather than pixel-based in its 
calculations.  Furthermore, in the same manner as the spatial 
model, the motion importance animation technique is truly 
progressive.  The approach uses the early samples of the scene 
to make estimates of region importance, and does not require a 
hardware prerendering to ascertain motion importance values. 

The adaptive and progressive methods used in this 
approach will modify the supersampling rate of a region 
according to its visual importance.  The supersampling 
techniques to be implemented include both constant and 
perceptual methods of pixel subdivision control, modulated by 
the importance of the region containing the pixel.  
Furthermore, the region importance algorithm within the 
progressive rendering approach needs to be modified in order 
to obtain frame-to-frame changes in luminance and region 
motion. 

Even though there are costs involved with maintaining the 
region motion information, the algorithm still scales well, 
being linear in nature in both time and space complexity with 
regard to regions and segments, for both the region 
segmentation and the region importance calculations.  This is 
due in the major part to the algorithm being reliant on image-
space information, in which the number of segments and 
regions varies linearly with the size of the image. 

5. Conclusions and Future Work 
This paper has detailed the development of a novel region-
based temporal importance model.  The major achievements 
are: 
 

• The development of a region-based temporal change 
model that uses region motion differences, not just 
absolute motion values.  This more closely follows 
psychophysical models of visual pop-out. 

• The development of a motion model that more fully 
characterises region motion as being a combination of 
the gross regional motion and the internal regional 
motion.  This allows the model to produce an accurate 
estimation of region motion for both translational 
motion and the internal effects from rotation as well 
as non-rigid deformation of the object in the scene. 

• The development of an improved region segmentation 
algorithm, which utilises the object ID information 
returned from the rendering system.  This removes 
ambiguity problems caused by the coarse 
segmentation of the scene, as the object ID has an 
unambiguous relationship to the image-plane region 
segmentation.  Furthermore, this facilitates more 
accurate and efficient calculation of region motion. 

• The modification of supersampling techniques to 
accommodate region-based motion importance 
values. 

• The development of a novel image synthesis-based 
camera compensation model for motion estimation.  
Camera compensation has been used in video motion 
importance calculations, but this method is novel due 
to the use of object-space transformation information 

to remove camera motion from the derived motion 
vectors. 

 
At this stage, the model and the associated techniques have 

been fully designed and analysed.  The next process is their 
implementation and incorporation into the present visual 
importance rendering system [Brown, Pham et al. 2001].  This 
task is relatively straightforward due to a number of factors.  
Firstly, the frame buffer and region importance map data 
structures already exist and have been implemented.  Finally, 
the framework for still image supersampling modulation has 
already been implemented.  Therefore, the process of 
performing frame-to-frame modification of supersampling 
rates is, again, an incremental implementation process. 

Furthermore, due to the good results from work performed 
with still images in previous work [Brown, Pham et al. 2001], 
it is expected that the application of motion to both the visual 
importance model and the rendering techniques should give 
the same, if not better, results. 
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