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Abstract. This paper deals with problems of parity space-based fault detection for a class
of discrete-time linear Markovian jump systems. A new algorithm is firstly introduced to
reduce the computation of mode-dependent redundancy relation parameter matrices. Different
from the case of linear time invariant systems, the parity space-based residual generator for a
Markovian jump system cannot be designed off-line because it depends on the history of system
modes in the last finite steps. In order to overcome this difficulty, a finite set of parity matrices
is pre-designed applying a unified approach to linear time invariant systems. Then the on-line
residual generation can be easily implemented. Moreover, the problem of residual evaluation
is also considered which includes the determination of a residual evaluation function and a
threshold. Finally, a numerical example is given to illustrate the effectiveness of the proposed
method.
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1 Introduction

Due to the increasing demand for safety and reliability of technique process, research on model-
based fault detection and isolation (FDI) has received considerable attention over the past 30
years, see for example, [1, 5, 6, 7, 9, 11, 12] and references therein. A model-based FDI system is
a dynamic system which takes the input and measurement output of the process as input signals
and delivers alarm information about fault when plant, actuator or sensor faults occur. Parity
space-based fault detection is a time domain approach which constructs a residual generator by
collecting a batch of control input and measurement output data within a window of certain
length and, based on this, to formulate the design of residual generator as an optimal selection
of parity vector (or matrix). As is well known, the realization of parity space-based approach
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involves only solutions of algebraic equations, and system state is completely decoupled from
residual. So, it is a popular approach for general linear time invariant systems and has been
studied extensively by [2, 3], and [4]. For time-varying systems, however, it is not an easy task
to realize parity space-based FDI due to the on-line numerical computation of parity space
equation coefficient matrices.

On the other hand, Markovian jump system is one of the time-varying systems of which one
state takes values discretely in a finite set. This kind of system can be used to represent many
important physical systems subject to random failures and structure changes, such as electric
power systems, control systems of a solar thermal central receiver, communication systems,
aircraft flight control, control of nuclear power plants, manufacturing systems, and networked
control systems. In the past decades, the control and filtering problems have been extensively
studied for Markovian jump systems, see [8, 15, 13] and references therein.

Associated with the increasing demands for system safety and reliability, FDI for Markovian
jump system has been one of the most critical issues surrounding system analysis and design.
More recently, a few achievements have been published in the literature [10, 14, 17, 18]. In [17],
an observer-based residual generator has been designed by solving a two-objective optimization
problem; in [14] and [18], the problems of observer-based fault detection are considered in
the framework of H∞-filtering formulation; in [10], a networked control system was modelled
by a discrete-time Markovian jump system and the problem of H∞ fault detection filter was
designed. To the best of authors’ knowledge, however, the problem of parity space-based fault
detection for Markovian jump systems has not been fully investigated yet, which motivates us
for the present study.

In this paper, we will study the problem of parity space-based fault detection for a class of
discrete-time linear Markovian jump systems. Our attention is focused on the development of a
new algorithm to reduce the numerical computation of redundancy relation parameter matrices.
Then, a finite set of parity matrices will be designed by extending a unified parity space-based
approach to LTI systems. Moreover, the on-line residual generation for Markovian jump systems
will be implemented. Finally, the problem of residual evaluation will be considered to determine
a residual evaluation function and a threshold. To demonstrate the feasibility and effectiveness
of the obtained results, a numerical example is also included.

2 Problem formulation

Consider the following class of Markovian jump systems

{
x(k + 1) = A(θk)x(k) + B(θk)u(k) + Bd(θk)d(k) + Bf (θk)f(k)

y(k) = C(θk)x(k) + Dd(θk)d(k) + Df (θk)f(k)
(1)

for k = 0, 1, 2, . . ., where x(k) ∈ Rn is the state, y(k) ∈ Rq the output, u(k) ∈ Rm the
known input, d(k) ∈ Rp the unknown input, f(k) ∈ Rl the fault to be detected; {θk} is a
discrete homogeneous Markov chain taking values in a finite state space Ω = {1, 2, . . . , N} with
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transition probability matrix Λ = [λij]i,j∈Ω, and λij is defined as

λij = Pr{θk+1 = j | θk = i}

and
∑N

j=1 λij = 1; A(θk), B(θk), Bd(θk), Bf (θk), C(θk), Dd(θk) and Df (θk) are known real
constant matrices for all θk = i ∈ Ω. Denote the matrices associated with θk = i ∈ Ω by

A(θk) = Ai, B(θk) = Bi, Bd(θk) = Bdi, Bf (θk) = Bfi

C(θk) = Ci, Dd(θk) = Ddi, Df (θk) = Dfi

We begin with the parity space-based residual generator for system (1). For a given integer
s > 0, combining together (1) from time instant k − s to k yields the following redundancy
equation

ys(k)−Hus(θk)us(k) = Hos(θk)x(k − s) + Hds(θk)ds(k) + Hfs(θk)fs(k)

where

ys(k) =




y(k − s)
y(k − s + 1)

...
y(k)


 , us(k) =




u(k − s)
u(k − s + 1)

...
u(k)




ds(k) =




d(k − s)
d(k − s + 1)

...
d(k)


 , fs(k) =




f(k − s)
f(k − s + 1)

...
f(k)




Hos(θk) =




C(θk−s)
C(θk−s+1)A(θk−s)

...
C(θk−1)A(θk−2) · · ·A(θk−s+1)A(θk−s)
C(θk)A(θk−1) · · ·A(θk−s+1)A(θk−s)




(2)

Hds(θk) =




Dd(θk−s) 0 · · · · · · 0

(2, 1) Dd(θk−s+1)
. . .

...

(3, 1) (3, 2) Dd(θk−s+2)
. . .

...
...

. . . . . . . . . 0
(s + 1, 1) · · · (s + 1, s− 1) (s + 1, s) Dd(θk)




(3)
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and

(2, 1) = C(θk−s+1)Bd(θk−s)

(3, 1) = C(θk−s+2)A(θk−s+1)Bd(θk−s)

(3, 2) = C(θk−s+2)Bd(θk−s+1)

(s + 1, 1) = C(θk)A(θk−1) · · ·A(θk−s+1)Bd(θk−s)

(s + 1, s− 1) = C(θk)A(θk−1)Bd(θk−2)

(s + 1, s) = C(θk)Bd(θk−1)

The matrix Hus(θk) is constructed by replacing Bd and Dd with B and 0 in (3), respectively;
similarly, the matrix Hfs(θk) is constructed by replacing Bd and Dd with Bf and Df , respec-
tively.

For the purpose of fault detection, the following parity space-based residual generator is defined
as

r(θk) = Ws(θk)(ys(k)−Hus(θk)us(k)) (4)

where r(θk) is the residual vector, Ws(θk) is a mode-dependent matrix satisfying

Ws(θk)Hos(θk) = 0,∀θk = i ∈ Ω

which is refereed to parity matrix. Denoting the parity space of order s by

Ps(θk) = {Ws(θk) |Ws(θk)Hos(θk) = 0}
we then have

r(θk) = Ws(θk)(Hds(θk)ds(k) + Hfs(θk)fs(k))

It is usually not an easy task to update Hos(θk), Hus(θk), Hds(θk), and Hfs(θk) at every time
instant k due to the numerical matrix operations. Notice that, however, there are lots of
repeated operations in Hςs(θk−1) and Hςs(θk), where ς stands for o, u, d, or f in sequence.
Therefore, we first need to develop a recursive algorithm for reducing the on-line calculation of
Hςs(θk), and design residual generator next. In this paper, we propose to pre-design the finite
points of parity matrices Ws(θk), ∀θk = i ∈ Ω, applying the unified approach in [4]. Without
loss of generality, it is assumed that the calculation of Hos(θk), Hds(θk), Hfs(θk), Nb(θk), and
Ps(k) can be completed within time step [k − 1, k].

Denote the dimension and the basis matrix of parity space Ps(θk) by γki and Nbi(k), respectively,
and let

Hds,i(k) = Hds(θk), Hfs,i(k) = Hfs(θk), Psi(k)Nbi(k) = Wsi(k) = Ws(θk)

Then the residual generator corresponding to θk = i ∈ Ω is governed by

ri(k) = Psi(k)Nbi(k)(Hds,i(k)ds(k) + Hfs,i(k)fs(k))
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We now formulate the problem of residual generation as to find matrix Ps(θk) such that, ∀θk =
i ∈ Ω, the matrix Psi(k) = Ps(θk) solves the following minimization problem

min
Psi(k)

‖Psi(k)Nbi(k)Hds,i(k)‖
‖Psi(k)Nbi(k)Hfs,i(k)‖ , k = k0, k0 + 1, · · · (5)

where k0 ≥ s is the initial time step.

After designing of residual generator, the remaining important task of fault detection is the
residual evaluation which concerns with the selection of residual evaluation function Jr(k) and
the determination of a corresponding threshold Jth(k). Thus the following logic unit can be
used to detect the occurrence of a fault{

Jr(k) > Jth(k) ⇒ fault alarm
Jr(k) ≤ Jth(k) ⇒ no fault

(6)

We now restate our objectives in this paper: (i) develop a recursive algorithm for reducing the
on-line computation of Hos(θk), Hus(θk), Hds(θk), and Hfs(θk); (ii) solve minimization problem
(5); and (iii) determine Jr(k) and Jth(k).

3 Main results

In this section, we will first develop a new algorithm for reducing the computation of Hos(θk), Hus(θk),
Hds(θk) and Hfs(θk).

Re-express Hds(θk) as

Hds(θk) =

[
Dd(θk−s) 0

∗ Hds,2(θk)

]
(7)

where

Hds,2(θk) =




Dd(θk−s+1) 0 · · · · · · 0

(2, 1) Dd(θk−s+2)
. . .

...

(3, 1) (3, 2) Dd(θk−s+3)
. . .

...
...

. . . . . . . . . 0
(s, 1) · · · (s, s− 2) (s, s− 1) Dd(θk)




(8)

with

(2, 1) = C(θk−s+2)Bd(θk−s+1)

(3, 1) = C(θk−s+3)A(θk−s+2)Bd(θk−s+1)

(3, 2) = C(θk−s+3)Bd(θk−s+2)

(s, 1) = C(θk)A(θk−1) · · ·A(θk−s+2)Bd(θk−s+1)

(s, s− 2) = C(θk)A(θk−1)Bd(θk−2)

(s, s− 1) = C(θk)Bd(θk−1)
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and “ ∗ ” denote terms of no interest. For given Hds(θk−1), we then update Hds(θk) using

Hds(θk) =

[
Hds,2(θk−1) 0
H̄ds,2(θk) Dd(θk)

]
(9)

where

H̄ds,2(θk) = C(θk)
[

A(θk−1) · · ·A(θk−s+1)Bd(θk−s) · · · A(θk−1)Bd(θk−2) Bd(θk−1)
]

Defining

Bds(θk) = diag
(

Bd(θk−s+1), · · · , Bd(θk−1), Bd(θk)
)

Γ(θk, 1) = A(θk)A(θk − 1) · · ·A(θk−s+2)

Γ(θk, 2) = A(θk)A(θk − 1) · · ·A(θk−s+3)
...

Γ(θk, s− 1) = A(θk)

Γ(θk, s) = I

Γ1(θk) =
[

Γ(θk, 1) Γ(θk, 2) · · · Γ(θk, s− 1)
]

Γ(θk) =
[

Γ(θk, 1) Γ(θk, 2) · · · Γ(θk, s)
]

then H̄ds,2(θk) and Γ(θk) can be rewritten as

H̄ds,2(θk) = C(θk)Γ(θk−1)Bds(θk−1) (10)

Γ(θk) =
[

A(θk)Γ1(θk−1) I
]

(11)

Therefore, for given Hds(θk−1) and Γ(θk), one can obtain Hds(θk) by (9), (10), and (11), which
is summarized into the following Algorithm 1.

Algorithm 1:

Step 1. Get Hds,2(θk−1) from Hds(θk−1) in (7), i.e.

Hds,2(θk−1) =

[
0 0
0 I

] [
Dd(θk−s−1) 0

∗ Hds(θk−1)

] [
0 0
0 I

]

Step 2. Get Γ1(θk−1) from Γ(θk−1) according to Γ(θk−1) =
[

Γ1(θk−1) I
]
;

Step 3. Compute H̄ds,2(θk) by (10)–(11);

Step 4. Obtain Hds(θk) from (9).

Remark 1 It is noted from Algorithm 1 that, for given Γ(θk−1) and Hds(θk−1), H̄ds,2(θk) takes
the main computation cost of Hds(θk), which needs the s times Rn×n ×Rn×p, one time Rq×n ×
Rn×n, and s times Rq×n × Rn×p matrix operations. If one calculates Hds(θk) by (3) directly,
then the 1

2
(s + 1)(s + 2) nonzero terms of Hds(θk) should be updated at every time step k. In

6



order to update terms (2, 1), (3, 2), · · · , (s + 1, s), s times Rq×n × Rn×p matrix operations are
necessary; terms (3, 1), (4, 2), · · · , (s + 1, s− 1) need s− 1 times Rq×n×Rn×n and s− 1 times
Rq×n × Rn×p matrix operations; term (s + 1, 1) needs s − 1 times Rq×n × Rn×n and one time
Rq×n × Rn×p matrix operations. From the analysis we can see that the computation cost of
Hds(θk) using (9), (10) and (11) is less than that of using (3).

Similarly, Hus(θk) and Hfs(θk) can be updated using

Hus(θk) =

[
Hus,2(θk−1) 0
H̄us,2(θk) 0

]
and Hfs(θk) =

[
Hfs,2(θk−1) 0
H̄fs,2(θk) Df (θk)

]
(12)

respectively, where

H̄us,2(θk) = C(θk)Γ(θk−1)Bs(θk−1), H̄fs,2(θk) = C(θk)Γ(θk−1)Bfs(θk−1) (13)

Bs(θk) = diag
(

B(θk−s+1), · · · , B(θk−1), B(θk)
)

(14)

Bfs(θk) = diag
(

Bf (θk−s+1), · · · , Bf (θk−1), Bf (θk)
)

(15)

Huk,2(θk−1) and Hfk,2(θk−1) are entries of

Hus(θk−1) =

[
0 0
∗ Hus,2(θk−1)

]
and Hfs(θk−1) =

[
Df (θk−s−1) 0

∗ Hfs,2(θk−1)

]

respectively.

Defining

Cs(θk) = diag
(

C(θk−s), · · · , C(θk−1), C(θk)
)

Υ(θk) =




I
A(θk−s+1)

...
A(θk−1) · · ·A(θk−s+2)A(θk−s+1)
A(θk) · · ·A(θk−s+2)A(θk−s+1)




it follows from (2) that

Hos(θk) = Cs(θk)Υ(θk−1) (16)

Υ(θk) =




I
Γ(θk−s+1, s− 1)
Γ(θk−s+2, s− 2)

...
Γ(θk−1, 1)

A(θk)Γ(θk−1, 1)




(17)
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Observing that Γ(θk−i) (i = 1, 2, · · · , s− 1) are known at time step k and Γ(θk−i, i) is an entry
of Γ(θk−i), we can get Hos(θk) by computing A(θk)Γ(θk−1, 1) and Cs(θk)Υ(θk−1) according to
(16)–(17), which need one time Rn×n × Rn×n and s times Rq×n × Rn×n matrix operations.
If Hos(θk) is calculated by (2) directly, then one needs 1

2
s(s + 1) times Rq×n × Rn×n matrix

operations. Therefore, the computation cost of Hos(θk) using (16)–(17) is less than that of
using (2).

From the above analysis, we have the following Proposition 1.

Proposition 1 The computation of Hus(θk), Hds(θk), Hfs(θk) and Hos(θk) can be reduced by
using recursive formulas (9)–(11), (12)–(15) and (16)–(17).

Next, we consider to solve the minimization problem (5) for θk = i ∈ Ω. If Nbi(k)Hds,i(k) is
not full-row rank, i.e.

βki = rank(Nbi(k)Hds,i(k)) < γki

then there exists Psi(k) ∈ R(γki−βki)×γki such that Psi(k)Nbi(k)Hds,i(k) = 0. Thus, a solution to
the minimization problem (5) can be obtained by solving Psi(k)Nbi(k)Hds,i(k) = 0 and, in this
case, we have

min
Psi(k)

‖Psi(k)Nbi(k)Hds,i(k)‖
‖Psi(k)Nbi(k)Hfs,i(k)‖ = 0

which means that unknown input ds(k) is completely decoupled from residual ri(k) at k.

If Nbi(k)Hds,i(k) being full-row rank for θk = i, i.e. rank(Nbi(k)Hds,i(k)) = γki, one can solve
the minimization problem (5) by applying the unified approach in [4], which is summarized in
the following Proposition 2.

Proposition 2 Suppose that rank(Nbi(k)Hds,i(k)) = γki, Nbi(k)Hds,i(k)HT
ds,i(k)NT

bi(k) has a
singular value decomposition (SVD) given by

Nbi(k)Hds,i(k)HT
ds,i(k)NT

bi(k) = UkiΣkiU
T
ki, UT

kiUki = I

Σki = diag(σki,1, σki,2, · · · , σki,γki
), σki,1 ≥ σki,2 ≥ · · · ≥ σki,γki

> 0

then P ∗
si(k) = Σ

− 1
2

ki UT
ki solves the minimization problem (5) and

‖P ∗
si(k)Nbi(k)Hds,i(k)‖

‖P ∗
si(k)Nbi(k)Hfs,i(k)‖ =

1

δki,1

where δki,1 is the largest singular value of Σ
− 1

2
ki UT

kiNbi(k)Hfs,i(k).

Remark 2 In [19], Section 2.6 provided with us a review to singular value decomposition.
Using the introduced SVD method one can get an SVD of matrix Nbi(k)Hds,i(k)HT

ds,i(k)NT
bi(k).
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It is noted that the solution to the minimization problem (5) is not unique. For a solution

P ∗
si(k) = Σ

− 1
2

ki UT
ki obtained in Proposition 2, Σ

− 1
2

ki UT
kiNbi(k)Hfs,i(k)HT

fs,i(k)NT
bi(k)UkiΣ

− 1
2

ki has an
SVD given by

Σ
− 1

2
ki UT

kiNbi(k)Hfs,i(k)HT
fs,i(k)NT

bi(k)UkiΣ
− 1

2
ki = Ukf,iΣkf,iU

T
kf,i, UT

kf,iUkf,i = I

Σp = diag(δki,1, δki,2, · · · , δki,γki
), δki,1 ≥ δki,2 ≥ · · · ≥ δki,γki

≥ 0, δki,1 > 0

For any orthogonal matrix Up with appropriate dimensions and diagonal matrix

Σp = diag(σp1, σp2, · · · , σpγki
)

with σp1 ≥ σp2 ≥ · · · ≥ σpγki
≥ 0 and σp1 > 0, it is easy to see that

‖UpΣ
− 1

2
p UT

kf,iΣ
− 1

2
ki UT

kiNbi(k)Hds,i(k)‖
‖UpΣ

− 1
2

p UT
kf,iΣ

− 1
2

ki UT
kiNbi(k)Hfs,i(k)‖

=
‖Σ− 1

2
p ‖

‖Σ− 1
2

p Σ
− 1

2
ki ‖

=
σp1

σp1δki,1

=
1

δki,1

from which we obtain the following result.

Proposition 3 Let Up be any orthogonal matrix with appropriate dimensions and

Σp = diag(σp1, σp2, · · · , σpγki
)

with σp1 ≥ σp2 ≥ · · · ≥ σpγki
≥ 0 and σp1 > 0. Then, for any θk = i ∈ Ω, the set of all parity

matrices satisfying the minimization problem (5) is parameterized by

Wsi(k) = Psi(k)Nbi(k), Psi(k) = UpΣ
− 1

2
p UT

kf,iΣ
− 1

2
ki UT

ki

Remark 3 Proposition 3 implies that the solution to parity matrix Wsi(k) is not unique. One

special choice is Wsi(k) = UT
kf,iΣ

− 1
2

ki UT
kiNbi(k).

Remark 4 In (5), the largest singular value of Psi(k)Nbi(k)Hds,i(k) and Psi(k)Nbi(k)Hfs,i(k)
are respectively used to represent the robustness of residual to unknown input and the sensitiv-
ity of residual to fault. The parity space-based FDI formulation using (5) means a best-case

handling of the influence of faults on residual vector. In the case of Σ
− 1

2
ki UT

kiNbi(k)Hfs,i(k) being
full-row rank, an alternative way is to use the smallest singular value of Psi(k)Nbi(k)Hfs,i(k) as
the sensitivity to fault, which is refereed to ‖Psi(k)Nbi(k)Hfs,i(k)‖−, and formulate the residual
generation problem as

min
Psi(k)

‖Psi(k)Nbi(k)Hds,i(k)‖
‖Psi(k)Nbi(k)Hfs,i(k)‖− , k = 0, 1, · · · (18)

Formulation (18) means a worst-case handling of the influence of faults on residual vector.
More details about performance index of parity space-based approach, please refer to [4].
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We are now in the position to implement on-line residual generation for system (1). We compute
the N possible values of matrices Hos(θk), Hds(θk), Hfs(θk), Nb(θk), and Ps(k) after time step
k − 1. When y(k), u(k), and θk are available, one can calculate residual r(θk) using algebraic
equation (4) immediately. The on-line implement of parity space-based residual generation is
summarized into the following Algorithm 2.

Algorithm 2:

Step 1. Set k0 ≥ s. Denote by ij the mode θj at k = j for j = k0 − s, k0 − s + 1, · · · , k0.

Step 2. For θk0 = ik0 , calculate Hds(θk0), Γ(k0), Hus(θk0), Hfs(θk0), and Hos(θk0) using (9)–
(11), (12)–(15) and (16)–(17), respectively, and let

Hos,ik0
(k0) = Hos(θk0), Hus,ik0

(k0) = Hus(θk0), Hds,ik0
(k0) = Hds(θk0), Hfs,ik0

(k0) = Hfs(θk0)

Step 3. Let k = k0 + 1. For all θk = i ∈ Ω, compute Hos(θk), Hds(θk), and Hfs(θk) using
(9)–(11), (12)–(15) and (16)–(17) again and let

Hos,i(k) = Hos(θk), Hds,i(k) = Hds(θk), Hfs,i(k) = Hfs(θk)

Step 4. Find a basis matrix Nbi(k) of parity space and let

γi(k) = rank(Nbi(k)), βi(k) = rank(Nbi(k)Hds,i(k))

Step 5. If βi(k) < γi(k), then compute Psi(k) by solving Psi(k)Nbi(k)Hds,i(k) = 0 and Wsi(k) =
Psi(k)Nbi(k); if βi(k) = γi(k), then we design Wsi(k) using Proposition 2 and 3.

Step 6. When y(k), u(k) and θk are available, generate residual r(θk) using algebraic equation
(4) immediately.

After residual generation, the remaining important task of fault detection is the residual eval-
uation. In this paper, we choose the 2−norm of rik(k) as a residual evaluation function Jr(k).
Noticing that

‖Psi(k)Nbi(k)Hds,i(k)ds(k)‖ ≤ σ̄(Psi(k)Nbi(k)Hds,i(k))‖ds(k)‖
then the fault free case Jr(k) becomes

{
Jr(k) = 0, if βi(k) < γi(k)
Jr(k) ≤ σp1‖ds(k)‖, if βi(k) = γi(k)

Under the assumption of d(k) being 2-norm bounded, there exists a constant M > 0 such that
‖ds(k)‖ ≤ M . Choosing a threshold Jth as

Jth(k) =

{
0, if βi(k) < γi(k)
σp1M, if βi(k) = γi(k)

thus we can use (6) to detect the occurrence of a fault and deliver a fault alarm information.

Remark 5 It is noted from Proposition 3 that the choice of Σp has no influence on performance
index (5), while the selected Jth(k) depends on σp1.
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4 A numerical example

To illustrate the proposed approach, we consider system (1) with θk ∈ Ω = {1, 2, 3} and

A1 =



−0.3 0 1

0 0.1 0.5
0 −0.3 −0.2


 , A2 =



−0.4 0.1 0
0.3 0.1 −0.2
0.2 0 0.3


 , A3 =




0.5 0 0.4
−0.3 −0.2 0.3

0 0.1 0.4




B =




1
0.5
1


 , Bd =



−0.8
0.6
0.5


 , Bf =




0.6
1
1


 , C1 =

[
1 0 1

]

C2 = =
[

0 1 1
]
, C3

[
1 1 0

]
, Dd = 0.8, Df = 0

Set s = 5, k0 = 5. For k = 1, 2, . . . , 100, it is assumed that the mode θk changes as shown in
Figure 1. Applying Algorithm 1, one can pre-design the finite points of parity matrix Ws(θk)
at every step k on-line. For k = 5, we have

Ws1(5) =



−0.0098 −0.0478 −0.0622 −0.6490 −0.0100 −0.2170
0.0057 0.0153 0.0601 −0.1854 −0.6679 0.5645
−0.0043 −0.0037 0.0360 −0.3721 1.0002 1.0574


 ,

Ws2(5) =



−0.0003 −0.0097 −0.0095 −0.1955 −0.3187 −0.5184
0.0095 0.0437 0.0455 0.6820 −0.0860 −0.2061
0.0102 0.0272 0.0651 0.0719 −1.4533 0.8647


 ,

Ws3(5) =



−0.0131 −0.0570 −0.1038 −0.4280 0.0806 −0.4064
0.0039 0.0043 0.0572 −0.5027 −0.5188 0.4111
−0.0010 0.0051 0.0637 −0.5298 1.1259 0.7641


 ,

The matrices Wsi(k) at k = 6, 7, · · · , 100 are not listed here for simplicity.

Suppose that the unknown input d(k) is a band-limited white noise as in Figure 2. Considering
two different kinds of faults, i.e. (i) a pulse fault of unit amplitude occurred at k = 40, 41, · · · , 80
(and is zero otherwise); and (ii) a sine wave fault with unit amplitude and angle frequency
π/20 occurred at k = 40, 41, · · · , 80 ( and zero others). Figure 3 and Figure 4 show the two
cases residual evaluation functions Jr(k) (solid line) and thresholds Jth(k) (dashed line) for
k = 5, 6, . . . , 100, respectively. The simulation results show that the fault alarm information
can be delivered after two time steps and 6 steps of its occurrence, respectively.

5 Conclusion

The problem of parity space-based fault detection for a class of discrete-time linear Marko-
vian jump systems has been investigated. To avoid repeated numerical operations, recursive
formulas have been proposed firstly and, as a result, the computation burden of the parity
equation coefficient matrices can be reduced. Then, a unified parity space-based approach can
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Figure 1: The mode θk
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Figure 2: The unknown input d(k)

be extended to the fault detection for Markovian jump systems and an algorithm has been
presented to implement the on-line residual generation. Furthermore, the 2-norm of residual
signal has been chosen as a residual evaluation function and a corresponding threshold has been
determined. Finally, a numerical example has been given to illustrate the effectiveness of the
proposed method.
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