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for more'intelligent'giobal edge constructorsg to make Sense
out of local events, The approach in this Paper is one-
dimensional, and there are three important reasons for this.
Pirst, the nost importantrinterpretetions of an edge are g
consequence of its behavior in a direction normal to itg
.Spatial orientation; discussion of two-dimensional behavior
complieates what Is already ap enormously intricate
Structure, Second, the representation of an e€dge by the
relational trees of itg Crossectional slices ig both simple
and usefyl. Thifd, many existing edge detectors are not, in

fact, as two-dimensional @s they firse appear.,

‘The MosSt common technique for Producing an edge image
from g -dray level image is to arPpPly to the image a
Particular edge detector and then to 4o Some sort of locally
adaptive thresholding on the 'detector output, Milgram [2]
gi#es an  excellent discussion of the pitfalis of
thresholding techniques ang has Proposed a boundary growing
technique that Produces region boundaries by examining the
derivative image at multiple threshelds.. In the technique
describeg here there is no need Lo preselect thresholds
‘since the various.edge ineerpfetatiOne produced by the edge
: detector are self-determining. Second, it is argued that
only first erderr difference apéroximations. to the first
derivative are wviable for- accurate, high resolution edge
detection. Indeegq, differences of 4 x ¢ averages would not
be suitable for the class of images with which we have been

working,
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Many edge detectors in  common use, though two-
dimensional ip concept and design, have implementations that

are nearly one-dimensional. An edge detector ig said to be

directionally Separable if its output jg g function 'f(el
reees€p ) of the responses e ,...,en' of a set of
directionally selective detectors that test edqe hypotheses

in directions 8, reetsBy . An  eqdge detector is gpe-

intensity Profile across an image, and_it 1s called quasi

ohne-dimensiona] if its output is computed from g - linear

combination of parallel inten51ty Profiles, To give a feyw
eXamples, the Hueckel operator (3] is an example of a non-
Separable edge detector, whereas the Robertg [4], Sobel [5],
Kirsch {671, and Rosenfeld difference of dverages [7]
Operators are ekamples of directlonally separable edge
detectors, For these~ four,” ‘the Component” detectors are one-
dimensional in the case of the Robertsg Cross, quasi one-

dimensiona] in the case of the Rosenfelg and Sobe]

CPerators, and two—dimensional for the Kirsch.

Because many of the commonly used edge detectors are
' directionally separable and constructed from Components that
are at least quasi ohne- dimensional it is the. PUurpose of
thls Paper to reexamine in more detall the semantics of one-
dlmen31onal edge Profiles. There are a number of
consequences 0f this view of the edge detection Problem that

are quite different from establlshed Views, On  the other



PAGE 6
hand, it wi13 be possible to'see quite cléarly why such a
simple detector as the Roberts cCrossg performs as well as it
does and why non-maximum Suppression is go Successful  ip
thinning edges, Also, it should 'become clear why for any. -
mcdérately complicated Scene, no particulay local edge
detector with " 9iven parameters can do an adequate job for

all images.

One of the Mmost important assumptions in this paper isg

that the images under consideration are Noise free ang that

to  tonal, reflectivity, illumination, and curvature
variations in the three—dimensional Scene being analyzed,

Jdt is, for example, quite Clear that Sensor noise is not the

instead of requiring the edge detector to  remove thenq

directly by treating them ag noise,
2 - Edge Regions

If one caréfully considers a hatural or industrial Scene
it is clear that edges are, by definition, regions of

intensity change rather than locations at which image

intensities change abruptly, In  some applications it is
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necessary to know only a representative point for an edge
element that can be used to form a Smooth region boundary.
In others, such as dete:mining the curvature of an object,
it is necessary to know the width of the edge region or
Possibly even the exact.shape of the entire edge region. In

any case,, many edges, such as the one whose profile is.shown
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Figure 1 - Ambiguous edge. -

in Figure 1, are ambiguous, Given such a profile, oné can
always find an image infwhich.the éntire slope regién must
be interpreted globally as one'large hiéh contrast edge. 1In
énother image the very sémé pProfile may have to be
interpreted on the bésis cf its context as two adjacent low
Contrast edges,  Separated by _ a  narrow plateau.
Consequently, there is no way that aﬁ edée detector that -

Produces the single edgeAinterp:etation can perform Properly
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- on the second image, and so forth,. In fact, neither the
.thresholded Kirsch nor the thresholded Sobel operators are
éven capable of - resolving the double edde in  the center of
this shadow plateau. However, this is a relatively
unimportant point compared with the problem of the
commitment such g detector has to one interpretation or

another, The only alternative is to construct an edge

so_that_the proper one may be chosen when more information
is available, Before leaving Figure 1, notice that the edge
contrast has little to do with local slope but is a global

Property of the entire edge region.

Unless one is analyzing very restricted Scenes, it is
important that an edge detector report only what 1is
happening in an image rather than an interpretation of the
data. This 1is an instance of Marr's ?rinciple of Least
Commitment [8] which statesrroughly that whenever there is
insufficient evidence for making a decision, the decision is
deferred. . 8ince the gcoal of edge detection is usually
boundery-formation Or. segmentation, the' interpretation of
edge profiles should be deferred until the time of the

boundary formatlon Process itself.

Least commitment is the key to understandlng the -
deficiencies of flxed size local edge operators. Most such

cperators are matched filters which megsure the
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Crosscorrelation between an image and g filter nmask, In
such an Operator the e¢dge model ig embedded in the filter

mask, and the detector Ooutput is a Measure of the degree to

shape of the filter mask. Marr also Fecognized the Problems
associatad .with the use of a Ffixed size edge 'operator;
instead he used a set of filter masks with varying sizes to
determine an interpretation for the intensity variation.
Still, Marr woulg select onpe of a small number of
interpretations for each edge, and to Some extent he appears
to violate hisg own principle, His use of multiple filter
masks is similar to the work of Roéenfeld and Thurstoen [71,
éxcept that they Fetained aill filter Outputs at each image

point,

MThé' infgtﬁétion required to pe reported by ap edge
detector is determined in large part by the application. If
one wishes;to deduce the shape of an object in 4 SCene, g
functional approximation of a slope region might be
appropriate. ‘ Other applications require much less
information, and the edge ieatures considered most important
in this Paper are the contrast and the lbcaticné of the
maximum slope pPoint, fuli edge region boundaries, and high

derivative region boundaries,

In order to motivate the Presentation of ¢pe edge

detection algorithm Proposed in thig Paper, 1let usg Consider



Some imaoe data. The house Scene :in Figure 2 is a
moderately complex image that Contains both gray level edges
and textore region boundaries. This image will be used for
demonstrations throughout the remainder of the paper,
Notice, ip particuiar, the small circleq Fegion above the
left window. A 25 point Segment of g vertical profile
throogh this region oriented fronm the top towarg the bottonm
is shown‘in Figure 3a, The proper interpretation of tﬁis
Profile woulg be two Parallel edges, Separated by the light
shadow region above the window, The shadow boundary is not
the important edge, howevér, although that is obvious only

because We can deduce it from oth the image.

Figure 2 - House scene.
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Figure 3 - Veréical profile from part of Figure 2
¥ {a}, First difference (b), Central difference (¢),

Laplacian (d).

Clearly the main function of an- edge detector. is
- detection of the presence of local slope, and Figures 3b and
3¢ show the first forward difference and central difference
approximations to ﬁhe first derivative, respectively. The
plateau shows dramatically on Figuré 3b and is totally
missed on Figufe. 3c because it is only one picture element
. wide. Consequently it is necessary to use first forward
differehces if we are_fo resolve plateaus that are this
narrow. Curiously, the edge detector with which most others
have been compared over the years, the Roberts Cross, 1is

- made from two detectors that difference the intensities of
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diagonally adjacent picture-elements. ' Typically one would
threshold the output.of the Robefts Cross at some intensity
whoée value 1isg just above the valley between -the two
adjacent peaks on-Figure 3b, and the two edge elements would
be reSolved. The Problem, of Course, 1is that there is no
way of Knowing in advance what threshold tg4 use for this

particular edge,

Looking agaip -at Figure 3b it jg obviocus that the
overall edge regions shoulgd be boundegd by the intersection
pPoints of the derivative Peaks and a3 line Parallel to the
horizontal axis at a height equal to the detectorrthreshold.
In order to bound the high‘lslope region one might wuse the

.@Xtrema of the Second derivative shown in Figure 34, Notice

that there are two positive-negative peak pairs - Oone pair
for each of the two adjacent edges, It was thought at first
that the centers of the high slope regions would be
excellent Places to mark in order to Produce thin ang
_ visuélly Smooth edge boundaries. In all our eXperiments
with various.definitions of the high slope region, Qe were
never able to make that idea work. - The best place to mark
is invariably the'.maximum slope point, This explains.why
the Roberts Cross Produces such visually Pleasing results,
and it alsg Justifies noh~maximum Suppression procedures for
thinning edges. With that mbtivatibh, .the next section

defines Precisely the edge detector that is being Proposed.




3 - 1~D Detector
__3_ —c=ttor

An  edge Fegion is defined as g maximal

COnsecutive Points ip an intensity- Profile whoge
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Set ofF

Slopes

€Xceed 3 thresholg T. Let D; be the derivative OPeratoyr

that differencesg the intensities of adjacent

elements, If an intensity Profile ig given by
X = x’ ,.:»:é,,...,x"_“i rXp

then D‘x = X,- x,,xa—x,,x3-}ge,...,xn—xnl

=X',X2,..-,xn

are the firgt forwarg dlfferences of x, " Since

Picture

Xy ls

unavallable for computing x p é, isg Simply set equaj to 22.

Then
Xﬁ’ Xiel reen, k--’xk is a wide edge re ion
iff .;‘.’d"” r -'4..*& ’--.’ Xh.a r. Xk_' _>_ T and

xj<Tandxk<T.

The Contrast of'an,edge iIs the Signed difference between the

eXtrema of yx over the wide-edge fegion.

Let

)SP = max {Xé;---r Xk} jS,QS_k

i

and let Xm mln {Xé’---f xk}f j_<_m£k-
Then_the contrast,’K, is given by
K‘.’fe‘ Xm If mf<2
= %“f Xp if n > X
=0 . Otherwisge,
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The contrast 1S defineg in this Wa8y rather than by Xb—! - X,
S0 that the definition still works - Properly when another
difference OPerator ig Substityteg for D, . The high
) derivative edge ‘region ig determineg from the Second
derivatiye of the intensity Profile g, and it ig referred tq
as the narrow edge region. Let Iébe the Laplacian operator
defined by |

szgé) = ¥, + 2x£ + x. -
Then

DX = XI-2X1+X3, x!-232+x3,..., ::(,,,__2--2}{,,,4-i-x.,.1

e [ e »e

=X, XZ"f" Xt 1 Xy
Once again since x, ang Xpnei are Unavailable, X, is set
equal to X, and Xn is set equal to ;nﬂ *  The extrema of D, X
are the points where the maximal Changes are oCcurring in
the Slope of X, and gas discussed previously, these pointsg
VSeem Ratural for boundiné the‘narrow edge region. Within
the wide edge region, D, x frequently has more than two

eXtrema, ang there neeqs to be a Consistent way to select

the Proper enes. The-situation is shown in Figure 3 if =3

the two subpeaks.' To do this, the maximup Slope point is
determined, and then EEX is searcheg for extrema on either
Side of the maximum slope point, Since it may happen that D,
X has severaj maximumn slope pointe within the wide edge

region, the maximum Slope Point, s, is'defined as follows,

£y

Let

max {¥,,..., %o}, i<ick, i¢ K>0

4

-and

o
I

= min{;(é"o--p ik}' jiisk, if K<0o

CAdl
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Then s = (R+m) /2 where
} = {p | éP e {xa,..., ék}, £P=£J; and p ig minimum}
and . m = (p | ip € {Xf""’ ik}, §P=%i, and P is maximum}.

Thus s g determineg by finding the eXtreme value of D‘X
wWithin the wide edge Fegion andg Searching frop both ends of
the wide edge fegion for the first Points that achieve that

value, Next the Narrow edge region ig located by Searching

first values of the Sacond derivative that achieve the

Proper extreme values, First,.

let %2J= max{xj,...,xs}

and Xm = min {xﬁ,..., x } if Rg>0
or ¥£.= min {x;,..., Xq }
and §m = max {xs,..., x }If K<o.

Then the harrow edge reglon is given by

4,’--., Xt where

» el *e .e

fp | x € {xg,..., X }, Xp=%X,, and p ig max imum}

e an (13 e

{p | pr € {x5,..., Xedr Xg =X, and p ig minimum} .

L
i

andg t

I

At thig Point it still appears that there jg 4
threshold, T, that must be selected before the algorlthm
above ig tun.  This ig 4 clear dlsadvantage Since it fixes

. the detector'g intefpretation 0f a low Slope region apg
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the edge detector to generate alternatiye hypotheses about

black op a black—white transition when traverseqd from lefs
to righe, AS long ag the edge Profile jgq Monotonic with
polarity P it ig necessary to  form an edge hypothesis for
the egion oyer which the Profile ig Monotonic, If there
are two‘adjacent Monotonic Fegions of Polarity p Separategd
by g Monotonje Fegion with Polarity -P, then one must
hypothesize three edge regions and ‘require g4 more
intelligent edge @halyzer tq determine wWhether the Central
edge fegion wag Caused by an cndesired disturbance °or by an
anticipated and significant Part of the SCene,

The deriyative in Figure 4p Shows that the Monotonic
edge region ip Figure 453 has substantial Structure, With
thresholg T as shown, only one edge region would be Feporteqd
by.the edge detector, and with o Set at T’ r two Separate
edge regions would pe Feported, The alternative of fixing
the detectop thfesnoid at some high value so that.multiple
hypotheses are' always Produced jg - not viaple becayse then
high Contrast, low slope edges would becone undetectable.

Therefore it ig necessary to Vary the threshoig T to Produce
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of an edge c¢an

be easily Motivated
Ple in Figure g,

Suppose is set
large Value and then

lowereg in 43
peak B wilz €Xceed

As

SCrete
- First

Steps top
‘the-threshold and
Soon ag T is_lowered
’ peakslP, 4

then B
will ag well, below tpe level of
the valleyVV} and P> Merge to form j superpeak
that ig

is the highep °r dominant

The lerger of Small peaks
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naturaily by a tree Such as tpe °ne showp in Figure dc, and

relationg among relations. .Each Valley induces a node in
the relational tree, and each nNode ig labeled with the
dominant descendant Peak, In 9eneral, relationg] trees are
Computeg by 4 Multi-stack algorithm, and the fyu11
development Is givenp in {97, The-principal difference is
that 1, this . applicatjign 4 separate relationay tree ig

computegd from the first derivative for each Monotonjc

value of maximyum Slope.
2 - Horizontal Coordinateg oL the wide edge Fegion, W,
defined witp T at the Valley that induced the Peak.

3 -~ Contrast, K, for the'peak, Measured OvVer the wide edge

.The following Propertieg of the relationgaj trees of edgeg

Show why they are go useful ip representing 'alternative
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Propertz 1l The attribute_ list for each edge hypothesisg
Contains the 'descriptive information about edge attributes

discussed earlijer,

roet, one €ncounterg finer ang finer interpretations of an

edge region,

Propertz 3 If one Prunes a relational tree by Femoving a1g
descendants of Various Nodes, the frontier of the Pruned
tree always representg adjacent, non-overlapping 'edge
hypotheses. The descriptign is Complete ip that aj; pParts

of the wide edge region of the oot node are Covered by the

Propertz 4 Since most edge Fegions are very ‘harrow, the

rélational trees of edges.are Usually Very simple,

PropertyiélThe edge hypotheses r'eépresented by the Nodes of
the relational tree gare determined by the depths of the
valleys of the derivative, hence by the slopes Connecting

the high Slope regions of the edge, For example, in Figure
35, there. is no hypothesis Pa_33 becayse the slope between
them is g, low, Even if P Were higher than P, the
Structure of the reiational tree woulg be the Same.  Thig
property. eNnsures that the hypotheses represented in  the

relational tree gare also the best ones fgp Structural



Contrast jg Computed from information Stored elsewhere in

0
wU

,._;U

Figure 5 - Part of ap intensify Profile (a), pirst
derivative {b), ang Relationai tree(¢),
the tree.

In the Preceding developmént, telational treeg were uged
to represént ~only altefnatiVe - hypothesesg about 'edgeé that
weré monotoniC'slope regions, Figure & shows a Situation
commonly foung inslow slope shading edges, In Fiéure 6a

there are three monotonic regiong, and three relational
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trees would be generated since the slépe. of the center
région.has opposite polarity. - 1f ‘the wide edge région for
the center segment wasg sufficieqtly flarrow and the slope
sufficiently_low, @ relational tree for the combined regions
could easily be dgenerated as illustrated. While it seems
more_consistent to require the subséquent ‘edge constructor
to form compound hypotheses from nén—mohotonic Sedments, the

example shows how €asy it is to have the edge 'detector do

the work directly. Notice, however, that No explicit recorg

5 ~ Experimental Results

The following results were computed from the house scene
in Pigure 2. - In viewing these results it ig necessary to
keep in ming both the sénsitivity of the edge detector ang
the vast amount of detailed information it Produces. The
edge cohstructor, to be described next, Produces linkegd
edges and a cleaned image that is as gtod a5 any result we

have have Seen for thig image. We have Superimposed the

Plotted only the high slope point of each edge, Wherever
edges appear thickened, it is a consequence of detection of

adjacent edges of alternating Polarity,

Earlier in the paper it wag mentioned that the Hhigh

slope point was the best location for an edge, Several
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Figure ¢ - Part of an inteh51ty Profile (a), First

derivative (b), ang Relational tree for_merged

edge-regions. .
unsuccessful attempts Weére made to define 4 Narrow edge
region tﬁat would be Centered on 4 good location Point, fn
one experiment the. wide edge region was Searched from both
ends for extremalof the secong derivative, and the edge
location Point wywag taken to be the center of this region.
Curiouely,'-the high slope point wwag invariably within thig
region, buﬁ rarely at jtg centef. '~ The significant point is
.that we were.unable to improve on  the use of the high slope

point asg ap edge locator, This is consistent witp Marr's
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later-experimental results [10] in which edges Were located
at the zero Crossings of the Sécond derivative,

First, 7let US compare the Fesults of substituting a

Central difference opPerator for the forwarg difference

-operator, Dl' Figure 7 shows all edge points with contrast

K>30 ang =1, While at first glance the central difference
detector appears to Produce 3 Clearer image, this i1s because
many significant edge points have been missed, sueh 84S the

multiple edges on the toof line ang °n  several of . the

windows. 1 Figure 8 are the detector responses with K>30

t :
. . e T e - - At
e t o, e H . 5 = sy g .
e e i . T . e - el
api o — i - . - N =
et et R R T T e R ey : v LT
A e AT TATT ¥ 5

e

Figure 7 - K>30, 7T=3, Forwarg differences {a),
and Central differences {h).

using T=20._ Again, many edges have been missed by the

Central difference detector, although edge lecation Seems to

T
o e S "‘h.: .
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and Central diffe
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be slightly better, 1n the area abgye the left hang windows

the shadow boundary cannot be Completely detected by the

Central difference detéctor. A Very Careful Comparison of

Figures 7 and g reveal that although far fewer edges were

detected with T=2¢ than with T=1, in many cases edges appear

in Figure g where they were absent The reason

in Figure 7,

can be seen ip Figure ¢ -- for a high threshold botp P, and
Eéare Produced, while for a low threshold, only ﬁ is
Produced, Finally, -notice that the texture boundaries

between Sky and clouds are not wel]} defined. It is firmiy

special techniques Should be used

believegd that to detect
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'such boundaries and that general edge detectorg should neot

be Used here,

6 - Global Edge Linking

In  thig Section the Problem of constructing 9global
edges frop local hypotheses is oiscussed. The need for
algorithmg for Producing line drawings from gray lave]
images was recognized in the early Years of Computer Vision
Teésearch, apg a Number were Constructed, Most, 1ike the
Binford-Horn algorithpe [1], were designed to function ip
the blocks world, and they hag built into thep @ substantia;
amount of knowledge of this restricted' domain, Most
algorithms are multi-step algorithmg Consisting of an edge
detection Phase followeg by one Or more tracking or linking
phases. Because sceneedependent information oould be useq
to correct the . output °f the edge detector whenever the
interpretations it Produceqg were €rroneous, good resultg
could be  obtaineg without tgq much concern ahoyt the
behavigy of the edge detector, However, the. analysig of
natura)] SCenes Stimulateqd the development of NUmerous ney
.edge deteotors becauser the More difficult Problen domain
Fequired the best possible.edge information that could be

obtaineq.
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matching procedure optimizes the linking in ambiguous“
situations while forming as many contiguous 1links as
poessible. The procedure depends upon an edge detector, such
as the one described earlier, that produces edge assértions
whose interpfetatiohs are left open until they are fixed by
the linking pfocedﬁre. Thus the iinker does not correct
erroneous edge ~interpretations but rather forms the
interp:etations on the basis of contextual information,
Most important, edges are considered variable width regions
rather than Just points of high' slope or high edge
confidence; consequently, the scan line matching proceduré

may be considered to be a region grower.

Line construction aléorithms generally fall into four
categories -lthose that track individual edges, those that
track multiple ~edges in parallel through adjacent scan
lineé; those that generate all parts of all edges in
parallel, and those that generate edges as a by-product of a
region growing process. Typical of the first approach are
tracking algorithms such as those discussed in Rosenfelg
[11]1, heuristic search methods such as Martelli's [12], and
adaptations of dynamic programming algorithms such as that
described by .Montanari [13]. The .Bihford—Hdrnrlinefinder
[1] is typical of the one-dimensional scan line approach;
their procedure is run once in both the vertiéal and
hofizontal_ directions, and then the results are merged.

Examples of parallel Procedures include that of O'Gorman and
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Clowes [14] who use the Hough transform to locate collinear
points and that of Hanson -and Riseman [15] who use

relaxation to do simultaneous edge linking and enhancement.

Pavlidis has used a combination of the one~dimensional
approach and region growing to generate boundaries by
linking together portions of scan 1lines that have similar
slopes [16,17]. His procedufe is based upon the assumptipn
thai.edgeS' can be determined by approximating a scén line
with straight line segments; edges would correspond to
segments with particularly high slope. While this procedure
yields good results on simple high contrast images using a
very modest scan line matching algorithm, the procedure does
not work well in complicated natufal scenes. The difficulty
is charactéristic of the endemic problem of most edge
construétion algorithms: too 1little attention has been
given to the extraction of information from the raw image
data. As a consequence, the linking algorithms are
frequently given incorrect data and have iﬁsufficient
knowledge to recerr from previous errors, Stated more
directly, the data extraction phase that produces linker

input frequently violates the Principle of Least Commitment.

In this particular problem there are interpretations of
edge-like structures in an image that are completely
impossible for an edge detector to make without more global

contextual information. An edge detector must not produce



PAGE 28
invariant_interprétations of image data. ‘Instead it must
generate the most viable hypotheses ébout the nature of the
image data and store it in a convenient representation.
Then the edge constructor must evaluate the altérnativé
interpretations based upon global context. In the case of
the straight liﬁe approximation “approach, edge
interpretations are fixed at the time the approximation is
computed, and there 1is no possibility of changing the

interpretations without simply ignoring them.

It is 1inevitable that a system of the type being
discussed here is going to have increased complexity, both
in the edge detector which must form multiple hypotheses and
in the linker which must evéluate numerous' alternative
hypotﬁeses in context with another. One of our reasons for
adopting a one~dimensional approach is to allow us to deal
directly with the very complicated semantics of edges.
Anothér reason is that meaningful interpretations of edges
are determined principally by analyzing behavior along their
normals, rather than in ' their principal diréctions. In
fact, many popular edge detectors are esseﬁtially one-
dimensionél detectors ~whose outputs are cﬁmbined so as to

make them appear two-dimensional,

7 - Scan Line Matching
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iIn this section a scan line matching algorithm is
introduced that approacheé the problems -‘associated with
boundary formation in a manner very different from earlier
approaches such as those of Pavlidis. In its most general
form, the matchiﬂg algorithm would be a parallel tree
match;ng algorithm that matches the rglational trees of the
edges in adjacent scan lines. | The matching algorithm
described here 1is more modest in thé sense that while
‘alternative edge hypotheées are evéluated, they are formed
by the linker itself rather than taken from the relational
trees, The edge detector‘ that éroduces the siméie edge
hypotheses for the linker is a simplified veréion of the
detector described above. All it does is detect those edge

regions where the slope is greater than some minimum slope,

Ssr and the wide edge regions for these simplé hypotheses
Hafémsimélywﬁhe é;brdinates between which the slope exceeds
Sof Linking is achieved through a search proceduré that
determines the optimal 1inking arrangement based wupon the
strengths of the matches between the various edge hypotheses

that are genérated from the simple hypotheses put forth by

the edge detector.

As discussed in the previous.secﬁion, it 1is impértant
fdr the linking procedure to have thelability to décide the
~interpretations of the edge regions in an intensity profile
on the 'basis of context. This can be done by qenerating

additional edge hypotheses called compound hypotheses from
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the simple hypotheses formed by the edge detector whenever
an edge region iS'sufficientiy ambiguous. .An example of
where it is important to form a compound hypothesis is shown

in =~ Figure 9, Here, region A has two possible

- Figure 9 - Simple and compound hypotheses.

interpretations. 1In the first, the minorlpeak in the center
of region A is considered to be a true peak, and the region
is coﬁposed of the three simple hypotheses ab, bc, aﬁd cd.
The second hypothesis 1s that the minor peak in thé center
of region A is caused by a very local event, and the region
is correctly represented.by the compound hypothesis ad. All
of these edge hypotheses must be considered, " and the three
simple hypotheses and the compound hypothesis mutually

constrain each other,
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The llnklng procedure is based upon several observatlons
about adjacent profiles.

&) Smooth edge boundaries in the image thatlare within
45 degrees of vertical have corresponding edge hypotheses in
adjacent intensity profiles that are-spatially aligned in
the horizontal direction.

b) Homogeneous edge boundarieé in an image have
properties such as contrast, ‘slope and s?atial extent that
vary slowly along their lengths.

¢} An edge hypothesis in one intensity profile may have
ne match in an adjacent intensity profile for three possible
reasons: other events have altered thé continuity of the
edge boundary,r the end of an edge haé been located, or the
edge turns * and becomes horizontal. The linking-procedure-
searches thfough the cohpeting edge hypotheses and generates
an optimal iinking arrangément between adjacent intensity

profiles by considering the profiles in overlapping pairs.

Aftér ~the edge detector produces the simple edge
hypothesgs, the linking algorithm has the following tasks:

1) Generate compound edge.hypotheses where needed.

~2) For each pair of adjacent iﬁtensity profiles,

genérate an edge pair table that gives the cost

_associated with each feasible edge-link.
3) For -each pair of 'aajacent intensity profiles,
search for lowest cost consistent linking

arrangement.
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4). Postprocess the linking-arrangément_to increasé the
number of contiguous edge segments.

The most significant aspects of the edge formation
process are:

a). Linking is a one*dimensicnal process.,.

b) The procedure is highly parallel, and the context
across the entire image is used to lihk edge regions in the
direction normal to the context.

c}'_Linking is achieved through a search that involves
what is called the ﬁstfongest first" paradigm, and the
procedure closely  adheres to the principle of least
commitment.

d). The output consists of linked directed edge segments

rafher than independent edge elements.

o - e€) No a priori knowledge of . the image is needed exXcept
that edges are smooth and continuous.

£) Links are not allowed to cross one anoiher: edge

intersections are resolved after linking using more global
information. | |

g) Once an edge_region has been determine& it may be

involved”in only ﬁne‘iink to each of its adjacent intensity

profiles.

7.1 - Géneration of Edge Hypotheses
The generation of edge hypotheses is a very important

part of processing edge regions. The edge hypotheses
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include the simple hypotheses that were produced by the edge

detector and the compound edge hypotheses that are formed'by

the linker, The generation of compound edge hypotheses is

based upon the spatial relationships between adjacent edge
hypotheses., If the relative positiohing of adjacent simple
hypotheses implies that they could have originated from the
same edge region; a compound edge hypothesis is formed that
represents the combination of those two simple hypotheses.
This merging procedure is based upon the diéferences of the

end point values for the edge hypotheses as shown in Figures

10a and 10b. Let the two sets of end points

(Xqi,Yq‘),(an,Yaa) and (Xbl’Ybl)’(xbz’sz) represent the
edge hypetheses in both cases.
Then,

a, = [Ypr = Yapl

dg = Xy - Xgg|

d3 = I¥qp - Yygl
-The two edge hypotheses are joined together if and only if:

4 <D,

dz < DZ

dy > Dy
for some threshole'values, ﬁ,, DZ; and Dg . If the two
hypotheses are joined, the resulting edge hypothesis 1is
defined by the end p01nts {( &1 ’YQJ)'(Xba’Yba)} In Figure
11, two adjacent 1nten51ty proflles from an image are shown
together with the compound hypotheses generated u51ng D, =25,

DZ 3; D3—2.
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a

)
|

B/J;Ld b | |
= .
| | y

Figure 10 - Formation of compound edge hypotheses,

It éan be seen that the parsing of intensity profiies
inte hypotheses that cotrespond to the mést significant
interpretations of the edge regions can be achieved by a
relatively simple procedure.. Unlike earlier methods, the
edge construction algorithm presehted heré_is hot based upon
approximation methods and is very sensitive to the sStructure

of the intensity profile.
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Figure 11 - TWO adjacent profiles from an image and
’ all simple and compound edge hypothesesS-

T2 - Generation of the Edge pair Table

As we have seels rhe edges of an image rhat are nearly

gertical bave edge reéions in adjacent intensity profiles'

that have gsimilar slopes and spatial rranslation. There
should then exist a correspondlng pair of edqe pypotheses
that are similar.. 1f there is more than one edge hypothesis
for an edge fegion, a decislon must ne made as to which one
should be involved in ie link to an adjacent intensity

profile.

T

BEnTRANE]
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A simple‘method for Mmaking thig deCISlon is to link the

Fepresenteg by three hypotheses a,b,c and d,e,f

respectlvely, and there are eight Possible links aqg,

be, bf, cd, €€, and cr, On the basis of similarity alone

Figure 13 - Edge hypotheseg in adjécent
1ntens1ty Profileg,

~

the link cf woulg be formed Unfortunately, this Simple
linking procedure is not always Correct, Figure 13 shows
Ewo adjacent 1nten31ty proflles a8Cross an edge boundary
oriented at 45 degrees. 1t is'obvious that the Correct set
of links jg ad,  be, ang cf, but because °f the minor

dlfferences in the 1nten51t1es the firse link to be formed
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Figure 13 - Possible'edge links between
adjacent intensity Profiles,
on. the’ basié-of similarity would be cqg, This 1ink would
then Constrain the others since links are not .allowed‘to
; crdss. ' Thérefore, the linking Process cannot be baseg
solely upon the similgrity of edge hypotheses. It must also
consider the global ‘effect that each 1ink will have on the
entire linking'érrangement, Because of this, the linking
Procedure MUSt involve g4 Search of sope Kind that inciUdes

the “strongest'first" Paradigm,
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The "strongest Firsen Paradignm States that the Strongest
links shouylg be made first unless they constrain liﬁks with
Similar Strength, The Strongest first Paradigm jg closel§
related tq - least coﬁmitment because it is undesirable to
match Qeak.hypofheses first ang allow them to constrain
other links about which one ig More confident, The strenéth
~of a 1ink is based upen the similarity' between the edge
hypotheses to  be linked. Since we Wish to define g cost
Measure -that decreaseg in Proportion o the similarity
between the candidate hypotheses, similarity is defineg on
the basis of endpointrproximities. In cases where two or
More links with similar Strengthg Constrain one another as
in Figure 13, the decision for linking Must be bageg upon
other Criterea. Before linking begins, an edge pair table
is formed that Contains the Costs for each feasible link
between g pair of edge hypotheses in adjacent ,intensity

Profileg,

Match between the two hypotheses and the Strengths of the

iﬁdividual hypotheses, -Roughly, thé CosSt is the ratio

The cost value ig determined'by the différénces in the enq
Points of the ¢dge hypotheses as shown in  Figype 14. Let

the two sets °f end points {(Xaj,Yq!),(an,an)} ang
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Figure 14 - Pairs of Superimposged edge_hypotheses
from adjacent intensity Profileg,

{(Xb,,Yb,),(Xba,Yba)}'represent the end points °f pairs of

= Contrast of edge hypothesis &

{n
[

S5 = Contrast of edge_hypothesis b
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Thé'edge Contrasts gare determined by the edge-detector

and stored ip the attribute listg, Given these difference

The two values DH, ang PH; have the largést
influence in the Cost function Since Ehey Fepresent the
differencesg in horizonta] Placement which is Very important
in the Matching Procedure, The cost function Was made
inversely Proportionai to  the Contrasts of thé edge

hypotheseg Since 4 link between Strong edges of given

Glven two Sets of edge hypotheses, not every Pairing ig
entered into the.coét table, Since edge region pairs in the
intensity Profiles are Spatially aligned in  the horizontal
direction and haye similar slopes, it is Unreasonable to
enter pairings-that are drastically‘different. Therefore,
the following contraints mugt be met before a pair_ is
enteréd. First, édge hypotheses must overiap ‘each other
horizontally or have 3 common x Coordinate ip their eng
p&ints. Second, their Slopes must havé the Same sigh.
.Thifd} givén that the first two contraints - haye been met,
the cost of the 1link muét be below_a preset value, This

value_ is the Same for all_'images and  wag determined by
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e€Xamining the Costs of.linking - edge hypotheses with varying

similarities and contrastsg, The value chosen Was l.5.

7.3 = The Linking Procedure

The first step 1in the development of the linking
Procedure wasg the determination-of the searcph cost Eunction,
The cost function mustlallow s many 1lipks to be mage as
Possible go long as the total  c¢ost for the linkiné
arrangement Femains reasonable, If this Was not done, the
optimal linking arrangement would be the trivial one where

no links gare made, The search is to fing that linking

thresholg t.

Let P, and P‘-“
respective sets of edge hypotheses H; and 1y,

H. =-{e‘,ea,...,en} and H:

-{ = {fl_'fZ""’fm}' Then H)i,XH-C.“F

is a get that - Contains a]131 Possible links between P; and

A |

Let c(eifk), eifk € (QLXH£+’) be the cost of llnklng eé

to fk‘
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where Ky, = set of links in a given linking
arrangement h

=

]
o
*e
+
=

Path in the Search tree then Fepresents the linking

Since the cost depenas upon the entire Search path and,
in fact, decreases as a goal node ig @Pproached ip the
Search tree, it appears that a fu11 depth first Search is
fequired tq determine‘the optimél path.. This does not Cause
as many difficulties as it éppears. Congider Figure 15
whiqh shows two separate-édge regions A and B in adjacent
intensity Profiles, It is cléar that the links in one
region gdo NOt  interfere with the links of the other.
Therefore,_ the sSearch should. consider thesé regions
Separately, 1p general, ¢pe Search ig fhen a series of

local Searchesg which drastically reduces the size of the

Search tree,
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Parate edge regions in
adjacent intensity Profiles,
The size

Oof the Search tree

Can be :educed.again by
Using the “strongest firsee Paradigm, Let 11,12,...,%1be a
Set of links over which g local searen i
link.l.

is the lowest cost link

then link 1,
M2y be includeg

in every linking arrangement. If 1
interferes with  a 1ink that has a similar cost then both
Possibilitieg MUSt be kept open.

7.4 -~ Edqge Postprocessing
. Next, we

denerates additiongj links
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ambiguitieg, If no compound edge hypotheses were 1nvolved‘

in the linking Procedure, then the edge linking Process for
a pair of adjacent intensity Profiles woulg be Complete. 1f
compound edge hypotheses are lnvolved then postprocessing

¢an be done to increase the nNumber of links.

As seen ip ﬁigures l6a ang 16b, the Same edge regions
are present ip three adjacent Profileg although the edge
boundary i1s not continuouys becausge llnklng 1s done between
pairs of Profiles, Cases such as this cap be locateg and
Corrected Very easily at this Stage of the' Processing,
Figures 174 and 17b shoy the resylts after forcing g Iink

through the middle edge regions,

This type of Processing is hot always Possible, ag Seen

- 1n Flgures 18a Eéb,_iéc}iaganiéd"toere €xist ambiguousg

cases, At thig level of Processing no further linking

decisions can be made, Further linking Must be lert to a

Process that can examine more global information or to a

8 - Results
In thig Section, the resultg of  the edge linking
procedure dre presentegd and are Compared to the unlinked

output of the Roberts Cross and Sobel OPerators,
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Figure 2 Shows the natural scene contaiﬁing & house,
trees, grass, and sky fron which the firgst sé; of Tesultsg
were produced, Edges are Very difficule to extract from an
imége of thisg type beéause °f the large amoun£ of textuyre
pfeéent. Figure j9 Shows the thresﬁolded fesults of the
Robertg .Créss and -« Sohbe] OPerators gop Figure 3, Each

'operator Produces gz slightly different edge output, ang each
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A

B

Figure 17 - Postprocesseq links in three
adjacent int

ensity Profiles,

has both good

and bad aspects,
OPerator é&ppears to Produce h

etter
of Figure 19 while the Roberts

Superior for areas C and p

of’course, to .
Sobel OpPerator

18 a larger operator,
Therefore it will do g3 better jop op texture boundaries but

& much poorer Job on fine detail,
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Figure 18 - Ambiguous links in three adjacent
intensity Profiles, .

Figure - 20 is an overlay of vertical and horizontal
linked edges produced by the linker from Figure 2. In all
there are over 14,000 edge eiements and over 3,700 lines.
However, the line drawing can be simplified dramatically by
discarding the short edges.  Figure 2] Shows the results of
~eliminating 1lines containiﬁg fewer than 3 or 10 edge
elements.” Notice that in Figure 21b a significant porﬁion

of the house remains even though onily 293 lines are
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Figure 19 - Roberts-Cross-(a) and Sobel operator
) output frop Figure 2, thresholded at

- Figure 22 shows enlargements of four areas of special
interest in the house scene of Figure 2. All lines of

length greater than 2 have been Shown.  In Figure 22a, the

the area where the window is obscured by ﬁhe treé; Tt also
locaﬁes the-boundaries Ccaused by shadows at the‘.top of the
windbw and near the peak of the roof, - In-comparison, the
Rdbérts Cross generated ambiguoug patches- of strong edge

points between the windows, and the Sobel operator generated
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-Figure 20 - Overlayed linked edges from linking

horizontal directions -

Procedure  applied in  vertica and

Fépresentation for the first window to left of the door, but

the windows to the far leff of the door. Figure gzc.sﬁowé a
window that has been obscured by tree branches. Both the
Sobel ang Roberts Croés 'opérators deénerate ambiquous
- Connections between the.edges °f the windows and the tree
while the edge linking Procedure tends-to Segment the window

from the backgroung, Finally, Figure 224 shows that the
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Figure 23 - Same as Figure 29 eXCept lineg Shorter
than 3 edgels Femoved (a) and lines shorter
than 1¢ edgels Femoved (b}).

detail of the Upstairg window ig Much better ip ‘the line
drawing gdenerated by the edge linking procedufe,
particularly for the middle Window, The Roberts Cross
operator_tends-to fragment the Portion obscured by the tree_
into ambiguous Patches whiie the edge .linker 9eénerates 4

Smooth boundaryg

Figure 245 shbws the Roberts Cross thresholdeg at 35, ang

Figure 24p shows the lines Produced by the edge linker
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Figure 22 - Enlargements of left window (a),
door (b), right window (c), upper window
(d) showing edges of length 3 or more.
having.length at least 10 edgels. Notice the smoothness of
the edges. The double edges are caused by shadows, and
these edges can be distinguished since they. have opposite

polarities.
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Figure 23 - gigp contrast industrial scene,

Finally, Figure 25 shows another very complicated
industrial Scene with occluded objects ang complicated
surface texture. Figure 26a shows the Roberts Crﬁss with
'threéhold_SO; and Figure 26b shows the lines produced'by the
lihker with length gat least 5 edgels, - Noticé how'cléarly
regions A, B, and ¢ aré defined, The paralle; edges of the
capaciﬁor leads cannot be confusea, since_they have'opposite

 pPolarities,
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Flgure 24 - Results of Processing Figure 23,
Roberts Crogsg thresholded at 35(a) ang
lines produceqd by linker with length at
least 1p edgels (b).

In deneral, the edge linking Procedure gdenerates very
good results for most images. 1 reglons of low contrast
the edges teng to become fragmented but this ig 3 problem
encountered by all other edge detectors-as- well, The

linking Procedure doges extremely well in regions ~where

ambiguous edge pointg are generated by local operators.

In all the ~©Xperimental results, it must be emphasized
again that even though the linker Output may appear dense,

the edge elementsA are linked together, and the edge
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Figure 25 - Complex industrial scene.

polarities are known. Hence, wvastly more information is

available than appears in these images.

9 - Conclusions

It is felt that the edge detector described in this
paper- is more suitable for many applications in image
analysis than_many currently in use because 'it is more
sensitive, more accurate, and because it does not' make

irrevocably incorrect interpretations of edges.
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Figure 26 - Results of processing Figure 25. :
~ - -—Roberts Cross-thresholded-at 50 (a) —and —
lines produced by linker with length at
least 5 edgels (b).

By treating edges as fegions.and by observing least
commitment, good line drawings can be produced from gray
level images. There are a number of cases where the
procedure does notrgenerate contiguous lines; however, these
are ususally natural texture boundaries that do not meet the
initial requifemént of smooth and continuous edges. Texture
boundaries such as these must be dealt with by algorithms

designed eXplicitly for this purpose.
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Further work in this area conld involve not only
matching pairs of adjacent profiles but also larger sets of
-adjacent Profiles. This would Provide much more information
for the linking pProcedure, and itrwould eliminate many of
the ambiguous Cases encountered by the postprocessing

Procedure,

The edge formation Procedure presentad in this paper
does not produce adequate resuits for textural boundaries
since it was not designed for tﬁis purposé. Also, the
problem of matching the full relational trees for edges has
not been solved. This does not 1mply that the concepts are
1nappropr1ate for textural boundary formation; _rather, the
current implementation is inadequate. We 'believe that
generalized region matchlng algorithms w1ll be very powerful

tools for reglon grow1ng as well as for boundary formatlon.

The next step in the processing of these raw line
drawings is a phase in which regions aré formed, subjective
contours are completed, and unwanted objects are removed.
For this Purpose we are using a special data base system for
manipulating line drawings. In this system information such
.as polarity, length and contrast of a2 line is retained so
that subsequent proce551ng steps will have the VneCEssary
information. - The processing of the raw line drawings is a
sophisticated procéss that will be . the subject of a later

paper.
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List of Captions

Ambiguous edge.

House scene.

Vertical profile from part of Figure 2 (a),
Pirst difference (b), Central difference {(c),
Laplacian (4).

Profile'(a) and Derivative (b) from Figure 3 and
Relational tree of derivative (c) .

Part of an intensity profile (a), First
derivative (b), and Relational tree (c).

Part of an intensity profile {a), First
derivative (b), and Relational tree for merged
edge regions (c). '

K>30, T=1, Porward differences {a), and Central
differences (b).

K>30, T=20, Forward differences (a), and Central

‘differences (b).

Simple and compound hypotheses.
Formation of compound edge hypotheses.

Two adjacent profiles from an image and all
simple and compound edge hypotheses.

Edge hypotheses in adjacent profiles.

Possible edge links between adjacent intensity
profiles.

Pairs of superimposed edge hypotheses from
adjacent intensity profiles. - - :

Two separate edge regions in adjacent intensity

profiles.

~Two  edge regions in three adjacent intensity

profiles. .

Postprocessed links in three adjacent intensity
profiles, ' -

Ambiguous 1links in three adjacent intensity
profiles.
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20
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Roberts Cross (a) and Sobel operator (b) output
from Figure 2, thresholded at 45. '

Overlayed 1linked edges from linking procedure
applied in vertical and horizontal directions.

Same as Figure 20 except Ilines shorter than 3
edgels removed (a) and lines shorter than 10
edgels removed (b). '

Enlargements of left window (a), door (b), right
window (c), upper window (4d) showing edges of
length 3 or more.

High contrast industrial scene.

Results of processing Figure 23. Roberts Cross
thresholded at 35 (a) and lines produced by
linker with length at least 10 edgels (b).
Complex industrial scene.

Results of processing Figure 25. Roberts Cross

thresholded at 50 (a) and 1lines produced by
linker with length at least 5 edgels (b}.
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