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ABSTRACT

A model of a generalized document storage and retrieval system
is proposed. The model consists of six subsystems (or blocks): Zogical
processor, selector, descriptor file, locator, document file and
analysis block. These subsystems function in a partial environment
defined by the user and data blocks. Proceeding from a verbal description,
a functional representation of each subsystem is developed., The functional
representation describes not only what is done but also, to some degree,
how tasks are accomplished within each subsystem., An immediate result
of the functional representation is the definition of a metalanguage for
identifying some necessary characteristics of higher level languages
used in the implementation of information storage and retrieval systems.
To dllustrate the usefulness of the metalanguage, a comparison is made
of three languages - FORTRAN, PL/1, and SNOBOL - for implementing
document storage and retrieval systems. The functional differences among
the blocks of the system are apparent, and the implementation of efficient

systems appears to require a multi-language approach.



INTRODUCTION

Lack of a recognized, well accepted theory of information retrieval has
provided a constant disturbance to some workers in this field., In the Fall, 1966
issue of the Forum (the newsletter of the Special Interest Group on Information
Retrieval), Lauren Doyle [5] refers to the "social turmoil" created by use of the
term "information retrieval"™, This upheaval stems, as he notes, from the inability
of people to accept a common definition of the term. With such disagreement on
the definition of "information retrieval’, a more disparate perception of what
is encompassed by the field is a natural consequence. Recognition and acceptance
of a theory is believed by some [3] to offer some hope for reducing this diversity
of views. We admit our membership in this optimistic group, and our purpose is to
attempt a small step in the path toward establishment of some fundamental principles.

The fundamental description offered in this paper is not proposed as a theory;
rather, we seek to identify an approach by which a theory could evolve. Characteristic
of this approach are the dual objectives: (1) descriptiveness and (2) generality,
Descriptiveness is necessary if we are to evolve an.accepted theory, i.e. one con-
tributing to "theory users" [3]. Generality or the iIntegration of several seemingly
distinct entities, characteristics, and/or methods into a single conceptual unit, is
a requirement of any theory, but we are determined to avoid the usugl corequisite -
abstraction., Abstraction may prove necessary in subsequent stages of development,
but our present work is based on the practical objective of describing the functions
performed within an information retrieval system,

RELATED WORK

Several authors have proposed theories of information retrieval or documen-—

tation, and we survey only the recent attempts that include the perspective of

automatic information retrieval systems. A more comprehensive treatment, exploring



various subdisciplines and techniques of mathematics applied in the modeling
of information retrieval systems and subsystems, is given by Hayes [7}. His
purpose is to identify the role and contribution of mathematical models rather
than to develop a theory of information retrieval.

Most theories of information retrieval (IR) begin with a specific aspect of
the total problem. Jonker [9] offers a theory that deals primarily with the
classification or indexing aspect, His idea of the descriptive continuum is
that the existing indexing systems form a continuum based on the average length of
index terms. This continuum would have at one extreme the indexing systems using
single word terms; at the other extreme are the hierarchical classification
schemes in which the longest possible terms are used. Since the cost of an
IR system is largely dependent on the indexing task, Jonker [9, p. 1311-1312]
argues that total system costs are reflected in the position of an indexing
system on the continuum. More recently, Soergel [12].proposes a formal system
representation of documentation systems in terms of the classification and query
search functions. Using primarily a set-theoretic approach, Soergel is able to
construct a classification of IR systems based on the relationships among descriptor
and query components, l.e. indexing terms in the former case and query terms in the
latter, Turski [15] proposes a model of an IR system focused on a formal develop-
ment of the thesaurus concept.

In his recent text Salton [11] summarizes three approaches to modeling IR
systems. From these models certain theoretical relationships can be derived.

One approach is based on the search function, i.e. the relationship between the
specified set of query terms and the resulting document set retriéved. An IR
system (I) 1s defined by the triple

I = (D, R, T)

where



D is the finite set of documents,
R is the request language (finite set of request terms),
T is a function mapping R into all possible subsets of D.
Glven the requests r and s from a partially ordered set R, and if the ordering

(5) is such that g < r, then the retrieval function T: R - 2D defines an

inclusive retrieval system if
8§ Sr > T(r) CT(s),

A second approach is to model the IR system with respect to the classification

function. This approach, stemming from the earlier work of Mooers [10], defines
an IR system as
I = (D,R,C,X,F)
where in addition.to the document set (D) and request language (R)
C is the classification language,
X ig the classification function, i,e. X: D > C, and
F is a function mapping the request language (set) into
all possible subsets of the classification language,
i.e. F: R ~» 2C,
The retrieval function T: R + 2D is then defined in terms of the functions X
and F, i.e. given the request r the ser of documents d returned ig
T(x) = {d|Xd) e F(r)}.

Mooers uses the basic concepts above to classify IR systems: (1) descriptors
(association.of a set of terms with each document), (2) characters with bhierarchy
(an hierarchical classification scheme), and (3) characters with logic {(characters
combined by logical operations)., Mooers [10, p. 1332} defines a character as a
verbal symbol which (a) can be independently manipulated, (b) is primitive (non-
decomposable), (c) has definite meaning, aﬁd (d) is from a finite repertory,

A third approach discussed by Salton uses graph theory as the modeling

technique,



Other authors have chosen to avoid mathematical developments of an IR
theory and preferred to concentrate on formulating the fundamental problems,
For example, Swanson [13] gives a thought-provoking discussion of the several
stbproblems - indexing, file organization, and performance requirements - com-

pPrising the general IR problem,
THE FUNCTIONAL LANGUAGE APPROACH

Concern with the languages of information retrieval has been demonstrated by
at least three authors. Dolby [4] reviews the population of programming languages
and discusses their relative capability for IR applications. He concentrates on
assembly languages, COBOL, PL/I, and several special purpose, primarily string
and list processing, languages., Vickery [18] relates the function of an IR
language to the indexing and search tasks, providing a description of functions
that may be performed in some particular systems., Fairthorne [6] proposes an
algebraic representation of IR languages that seeks to describe relationships
among terms in the System vocabulary.

Our approach is to propose a model of a generalized IR system.l The model
is comprised of six subsystems with distinct functions. We use well-defined
mathematical operations to represent these subsystem functions. One result of this

functional representation is to define a metalanguage describing not only what

happens within the IR system but, to some degree, how it happens. In this respect
we differ from previous approaches but at the potential expense of sacrificing

generality, In this effort we have emphasized descriptiveness.

lwe have shown the model to represent adequately four IR systems descrlbed

in the literature, QUERY GIPSY, BIRS and SMART [2].



FUNCTIONAL REPRESENTATION

One difficulty in developing a theory of information retrieval is the
lack of a well defined, completely comprehensive, existing system. In contrast
with the physical sciences, no entity is available for our examination. Con—
sequently, the comparison of the theory with the physical process, i.e. retrieving
information, is impossible. Thus, as Soergel [12, p, 170] notes, we must begin
with a preconceived model around which the theoretical framework can be structured.
We propose a generalized model of an IR system, identifying the six subsystems
and the environment in which the total system functions, i.e. the user and data
populations. Each subsystem is called g "block" (or module), and the user and
data populations also constitute "blocks". The blocks are examined independently,
and each subsystem is represented in terms of the language requirements for im-
plementing that block.

The Generalized Model

Figure 1 shows the generalized model of an information storage and retrieval
system (IR system) proposed in the earlier work by Crouch [2]. The structural
similarity to models proposed by other authors, notably Vickery [l6], is
acknowledged. In developing the representation of the IR system, we concentrate
on the functions executed by or within each subsystem (the rectangular blocks).
Together the user and data blocks serve to define the partial environment in which
the system operates, The total environment would include the funders or operators
of the system with considerations of policy and economics of operation. A brief
description of the relationships among the blocks follows.

The user (generally assumed to be unfamiliar with mechanized ISR systems or
digital computers) inputs its query to the system. The query is taken by the
logical processor which operates on the query and outputs to the selector the

query in terms of descriptors or index terms. The selector uses the descriptors
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to search the deseriptor file (or index). The resultant specifications, i.e.,
pointers to those documents which have successfully satisfied the search according
to some pre—established criteria, are returned to the selector. The selector,
which may or may not operate on these specifications, sends the final selected
specifications to the locator, whiph uses this information to search the

document file. The documents themselves are returned first to the Locator and
from there to the uger,

The second part of the environment definition is the data. Data enters the
system at the analysis block, The analysis block. operates on the input to produce
twe outputs--a representation of the document in terms of descriptors, to be stored
in the descriptor file along with a pointer to the document in the. document File,
and a reference to the document itself (ilg,, an identifier) to be stored in the
document file.

Note the three feedback loops involving the user:

(1) from the user to the logical processor and back to the usen,

(2) from the user to the Logical processor and selector then back

to the user, and
(3) from the user to the logical processor, selector, and locator.
then back to the user,
In the first case, the logical processor is asking the user to re-formulate,
clarify, or augment his query. In the second case, the selector is requesting
user approval of . the selected specifications, i.e. for the user to designate
from amongst the set those that most accﬁrately describe his needs.

We assume that all information stored within the system enters through the

analysie block; thus any information concerning the user, his use of the gystem,

or resulting from this use must be viewed as imput to the analysis block.




Description of the Environment

The environment is described by the user and data blocks. Economic aspects
of system operation are ignored; so that we actually describe a partial environ-
ment. Our assumptions about this environment are limited., We consider that the
user is motivated by a need for information and interacts with the IR system in
his attempt to satisfy this need. Perhaps being quite unknowledgeable of the
system. structure and/or capability; nevertheless, he. 1s able to supply the initial
character string in interaction with the system. We designate the input query Y
to be the set of.all strings initially used to describe the user need for infor-
mation,

Y:: = {y}

The second part of the environment, the data block, comprises the raw material
input to the IR system. We assume this input to be unprocessed textual material
in the recorded form convenient to the system. Although certain conventions may
be followed in compiling this material for input, no manipulation by trained
personnel prior to entry is assumed. No doubt the form of this raw material can
influence the system's processing effectiveness (reducing the requirements for
automatic content analysis [15, 7] for example), but for our purposes this material
is considered as a set of recorded symbols recognizable by the anatlysis block.
This set of recognizable recorded symbols is called a document (™), i.e.

Diz = {[o,] | [0,] ¢ A}
where each document is composed of a finite number of symbols (characters)
[ai], i.e. single character strings which are members of the finite symbol set A.

We impose few requirements. on the user and data blocks, consequently forcing

2All symbols and ﬂbtaﬁion'used, except the operators in Table l, are defined in
the Appendix in addition to their definition in the body of the paper,




the IR system to. accept an increased responsibility at two points~=the logical
processor and analysie blocks. 1In fact, we see nothing at this time to prevent

the. IR system's serving a more general urpose; however,:the representation
¥ g puxp 3 > P

nding to the six IR subsystems (the logical processor,

of the blocks correspo

selector, deseriptor file, Locator, document file,and analysts block) is
oriented toward document rétrieval,

A Language Approach to Functional Representation

The symbols used in specifying the functional representation are defined in
the Appendix. Wherever possible we have attempted to follow "conventions" em-
ployed in programming language definitionjor the "usual" mathematical notation.
Unfortunately, no single set of symbols and no standard terminelogy are univer-
Sally accepted; hence, we apologize a priori to the reader for our failure to

adhere to his individual preference,

The operators used in the functional representation are defined in Table 1.
Basic definitions used in the development of the representation are glven in Table

2. Necessary additional notation is introduced within the development of each

biock. -

The Logical Processor

We assume that the query is expressed in a restricted natural language;
if desirable the degree of restriction could be minor. The primary task of the
logical processor is to accept the query as input and to preduce a reduced query,
i.e. the query expressed in the system's vocabulary, as output to the gelector.

Production of the reduced query can be subdivided into the following tasks:
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Operator

Description/Definition

Use

O

oX

T

comparison

parentheses

relational (=,=,>,>,<,<)

Llogical (A,V)

]

OX::[XlOXZO"'OXv(X)

compares element on left side
of operator to every element
of the set on the right side
of the operator

alters usual left-to-right
execution of Boolean expression
by giving higher priority to
operations to be performed within
innermost nested parentheses

® denotes any member of the set
of relational operators

0 denotes any mewber of the set
of legical operators. Both and
(N and or (¥) have the same
priority, modified only by the
presence of parentheses

the application of the operator

0 to the set X to form a string
(where square brackets denote that
the contents of the brackets is
considered a string, and v(X)
denotes the number of elements in
the set X)

string concatenation

Tahle 1.

Operators Used in the Functional Representation
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Notation Deseription
D a document
d a descriptor
D::={p} set of all documents
Ay:={a} set of all descriptors
R(x) 4. contents of record R corresponding
to record identifier x, or
b, a set oflitems associated with
identifier x, or
¢. a mapping which associates with an identifier
X a set of items R(x)
Q(D) set of -descriptors associated with
(describing) document D
T(d) set of documents (document identifiers)
associated with (described by) descriptor d
v (%)
Gi:={g} set of all grammatical constructions (punctuation
symbols, non-meaningful strings)
Usi={u} set of all index terps
A::#{[ai],i=l,2,..i,v(A)} the symbol set recognizable by the system

Table 2, Basic Definitions in the Functional Representation
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(D) query formation - transformatien of single character stfings into
© multiple character strings to form a set Yy

(2) query recognition - identifying the input set Y as a
legitimate query and possibly performing a syntactic
analysis of the input either independently or in dialogue
with the user to enable modification according to system
requirements;

(3) query reduction - removing all grammatical constructions
and nonsubstantive words unrelated to the supposed
"information content" of the query;

(4) normalization - expanding the query by dictionary reference
in the process of translating the input strings into terms
consistent with the system vocabulary; and

(5) pre-search activities - using the formulation of the query
resulting from the three previous tasks, to allow user feed-
back in further query modificationm.

We can represent the function of the Zogiecal processor by beginning with the
query input Y, which initially is viewed as a set of single character strings [ai]-
comprised of members of the IR system alphabet, i.e,

Voi:o= {o;1} | [o;] ¢ A},
The alphabet A is the finite symbol set recognizable by the system A::#{{ai],i=l,2,...,
v(A)}. This set can be partitioned into two subsets
R
CCA and C'CA

where CT is the subset of terminator symbols and CR the subset of non—-terminators.
Obviously CTﬂ(fR = ¢,
Query Formation

The first function of the logical processor is to form multiple character
strings, i.e. to convert Y into a set of multiple character strings-that are candi-
dates for query terms, This is accomplished by successively concatenating non~

terminators until a terminator is encountered.3 The concatenated multiple charac-
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ter string becomes an element [a] of the transformed query set Y, and the
terminators are deleted. 7
It Glogl lagléc™[aly, lo,] [o,lec™h, via,lev) = ¥
Thus the QUery Y is a set whose elements are multiplé character strings [a}j.
For simplicity we denote this as
Y = {y}:: = {EG]j}
An essential requirement is the left-to-right ordered scan of all character
strings, those produced as well as those supplied. Thus all strings are examined
in a left~-to-right order unless precedence operators, e.g. the parentheses characters,
are present to alter this order, We assume the permitted operator set to be
composed of the precedence operators, ( , ) and the logical operators v and- A
(with the negation operator omitted for the sake of simplicity.)
Query Recognition
During the query recognition phase, denoted by the subscript, R,4 the
logical processor (L) acts either to reject the query (if it is not syntactically
recognizable) or to augment it (in the case of incomplete syntax)
Lg: ((WU{y} ) | #) » 3,
where the augmentation {y} may be null and the rejection, indicated by ¢, obviously

prompts some later error message,

Query Reduction

Let

G::={g}, the set of all grammatical constructions (punctuation)
and non-substantive terms, each of which is a striang, and

U::i={u}, the set of all index terms, each of which is a string.

éThe use of a subscript on a function symbol, e.g. LR’ serves only to identify a
particular task of a more comprehensive function in this case the logical processonr.
No relationship is intended between the function and the entities to which it is
applied.
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A {Boolean) query b is defined recursively, using BNF notation as a String5
br: = u |(®B)]| bob
and the set of all possible (Boolean) queries is
B::={b}.
The Zlogieal processor begins the query reduction task with a set Y
(possibly different from that submitted to the query recognition phase) where
Y = {0’ U6} and U7 U, G°C G,
In the query reduction phase the Logical processor is applied to construct Y’ (the

reduced query) a member of the Boolean query set implicit Y, if.e.

EP: (yt_,MtEj +A{ULG,"(","™Y, Mand", "or"} - ty ty8T, ¥y8Y) =Y’
where T is an orderedlset of values returned as a consequence of examining Y. The
subscript on t indicates the element correspondence between the compared set and
the set of returned values

T={0, &4, (, ),A, V]}.
The element-set membership function, in general Xt’q + Z is defined in Table A2

of the Appendix. Wote that M(E) is an error message to indicate that some element

has been unrecognizable in the recogunition phase.

Hormalization

In the normalization or expansion phase, each term u is used to identify the
subset of all descriptors associated with u, i.e. N{u). Associated with each
element (e) in the set Y’ (consisting of terms, parentheses and logical operators)

is a unique set N(e) defined below.

N{u) ife=nu
H(e) = { N(ME))  1f e = M(E)
e otherwise

5The alternation operator should not be confused with the vertical line enclosed in
brackets, i.e, {afcondition} defined in Table Al in the Appendix.
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The values returned for N(e) form a string by the application of the logical
disjunction operator to the elements associated with terms u, i.e. to the elements
of the set N(u) for all u,*(see Table 1 for the definition of 0X), These elements
are the descriptors, members of the set of all descriptors ZA.
LN= ([ (M5 V(w3 "M)"], YueY’) =
the decomposition function ploX] breaks the string of terms and logical operators
into separate elements
p{oX]::=p[xldx20...oxv(x)]
= {Xl,o,xz,o,...,o, Xv(X)}

‘an& contribuﬁés to-férmiﬁg tﬁe”éét-Y}fwbymiféréﬁplicéﬁion.
Members of Y/ are parentheses, the logical operators (v,A) and descriptors (d)
from the set of all descriptors (E::={d}). The error message reference is simply
a descriptor referencing a single document identifier that is used in the return
- of selected specifications by the selector (its presence obviously indicates an
error).

The function of the logical processor in presearch activities would involve
repetition of these four phases. One can visualize the function of the Zogical

processor to be defined in terms of the individual tasks as

L::=LN(LP(LR(LF('))))

The Selector
The selector, using the processed form of the query {Y*’) as input, retrieves
from the descriptor file the set of all document identifiers associated with each
descriptor (deY’”). The indicated logical operations are then performed in the
order specified (by the use of parentheses). The result is a set of specifications,

i.e. the set of all document identifiers assocliated with the initial query. 1In

3Recall that the operator preceding a 51ngle operand 1nd1catas iteration
+ {see Table 1).
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Document Selection

In representing the function of the selector, we must consider the
relationship between this block and the descriptor file. We represent the
deseriptor file essentially as 2 passive block acted upon by the selector (and
the analysis block). Beginning with the first descriptor d, all documents
associated with this descriptor (T(d)) are identified and formed into a single
element (a string) by application of the logical disjunction operator V), d.e.
VT(d). The string decomposition operator (p) breaks the string into elements,
where an element is either a document identifier, a parenthesis, or a logical”
operator. The set formed by p[vI(d)] replaces d in the set of descriptors
associated with the query Y’’, and the sequence of operations is repeated beginning
with the identification of all document identifiers associated with the next
descriptor d

(d » p[vT(a)]), ¥dey”’’
Parentheses used to define the precedence of logical operations remain as undig-
turbed elements of Y;'.

Finally the logical operators (V,A) are replaced by the set union and inter—
section operators respectively (U;Q), and the expression is evaluated to produce
the set of document identifiers (loosely, the set of documents) D; associated with
(or "relevant to") the original query Y.

Letting & be the fumction which evaluates any valid set expression, the
function of the selector (5d) with respect to the deseriptor file is represented as

Sd: Y -+ @d - p[vI(d) 1), ¥deY* "), v>U, A >N = D"<h
where D is the set of all documents.
While appearing complex, the representation of the selector is quite straight-

frverawd  Fae_ta_ . .1 £_aa "y example

sAs d3,)3
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with the following references
d  refers to D D D
1 3 75 g
d2 refers to Dgs Dy
d3 refers to D4, D7.
the actions of the selector are:
3> Pg» Dgls

(2) "or" the members of the document set (in a sense this createg a string)

(1) identify the document set T(d) associated with d, e.g. for dl-{D

and enclese them in parentheses, e.,z, for dl —_ (D3 V DS v D6);
(3) apply the decomposition function to T(d) in its string form;
(4) replace d by T(d), e.g. for dy —- (D3, Vo, DS’ v, D6);
(5) this is repeated for all dey’’ to give the result, e.g,
{(’D3’V’ D53V3D6,)9V’ (! (!D4’V’D59),A’ (’D4’V’ D7,),)};
(6) all logical operators are replaced by the union and intersection
operators and the result is evaluated by applying
Up_Up Hu Un U
((D3 p 6) (@, 5)”(94 D,)))
producing the set of documents D7, e.g.

{D3: D4, D59 D6}-

Post-Search
The second function (sometimes call post-search activity) of the selector is
to operate on D’ in some manner sSo as to return some aspect of D; to the user. We
use the notation v(D ) to indicate some attribute associated with D 1is the output.
Su: D” - v(D")
The nature of v(D’) is system dependent since the aspects of D’ returned might be
quite different., In one case the number of elements in D’ might be sufficient while

in another the number of documents associated with a particular descriptor might be

provided,
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Representing both functions of the selector (S) requires the applications
of the document selection followed by the post-search activity, i.e,

S::=Su(3d(-)).

The Descriptor File
Representation of the deseriptor Jile begins with two assumptions:
(1) The hardware capability of the system is similar to that of many
existing systems; it includes (besides a large mass memory and
multiple tape units) a number of auxiliary storage devices such
as disc, drum, and/or data cell.
(2) The m n concern in our generalized retrieval system is single
query processing (i.e., the query of the individual user),
rather than the batch processing of multiple queries.
The descriptor file is viewed as passive as we note above, We can characterize
it by representing its organization rather than prescribing any active functions
rerformed by it. A similar approach is taken by Hsiao and Harary [8] in representing
the search functions (selector) as they relate to various file (descriptor file)
organizations.

We consider the system vocabulary to be changing {probably increasing) and
determined by the criteria invoked in the analysis block (no static thesaurus is
assumed), Firthermore, we assume no weightings are applied to descriptors,

The essential task is to represent the process by which the set T(d) is defined
for the three principal file organization techniques: serial, inverted, and multi-
list,

1. The Serial File

A typical serial file entry is seen as follows:

v{D) d

ja N
[=H
jm Y
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Associated with each document D is a set R(D) of terms or descriptors, di.
The serial file may then be characterized by:
(1) Q(D)::=R(D)

(2) T(d)::={d + R(D) | ¥p D’}

v{D)}

Thus T(d), the set of all documents associated with deseriptor d, is found by
‘the following process. First d is compared to every element of the set R(D).
If d.is an element of R(D), v(D) (the associated document tag) dis returned.
The comparison is made for all D contained in the set D”.

2. The Inverted File

A typical inverted file entry is reproduced helow.

. a -

3 v vyl lve P lvay

That is, assoclated with every descriptor d is a set R(d) of documents Di‘
Inverted file organization can be represented by:

(1) T(d)::=R{d)

() QD):i={v(D); + R(d)|¥ded)}
3, The Multilist F;le

Multilist file organization is somewhat more complex than others, since it
involves the use of an additional file, frequently called the Directory.

Multilist file organization is pictured below,

Directory Main File
dj v(Dk) V(Dk) dj E v(Di) E 5
V(Di) : ...dj E V(D,E) PP
v(Dp) : ...dj DA .
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Thus multilist file organization can be characterized by:
(1) T(d)::={dv(d) + R(R(d)) /v(d)=A} U R(d)
(2) Q) i:={v(®)  + T(d) |¥del}
In each search of the deseriptor file by the selector, the object of the seaich

is the set T(d).

The Loeqtor

Just as the selector searches the descriptor file in oxrder to extract the
documents or document tags associated with each descriptor in the normalized query,
the locator (R) searches the document file to extract the record associated with
each document in the set (D’) passed to it by the selector. This record may
consist of the document title, an abstract, or an extract. In any case, the
contents of the document file entry associated with the document are returned to
the user under the heading of "located documents." We represent the function of
the locator as simply:

R: {R(D)|¥ DeD’} + user

where R(D) is the entire data record (entry) associated with document D.

The Document File

The document file is composed of entries R(D) which are the IR system's repre-
sentation of the corresponding documents., TFormed by the analysis block, the system's
representation of each document is determined by the criteria applied there. Ue
assume that in every case a unique document identifier v(D) 1s an entry in the
document record R(D).

Vickery [17] states that document representation may be formed in three ways:

by simple extraction, be selective extraction, and by the assignment of certain keys
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(e.g., standard descriptors). The analysis block may leave the document (data)
input virtually intact, operating only to construct the document's representation
in the deseriptor file, Consequently, the entire, unaltered document might serve
as its representation in the document file,

The document file, like the descriptor file, is considered a passive block.
In this case the Zocator is the active block operating on the document file,
Similarly, the representation involves defining the file organization which is
assumed to be simply by document identifier v(D) or an ordering based perhaps on
frequency of use. In either case the document file is organized according to
some attribute (or combination of attributes) of the record R(D) corresponding to

the document D. Thus file organization is represented simply as R(D),

The Analysis Block

The analysis block constitutes the second entry point for input external to
the IR system (the other being the logical procesgor), The function of the
analysis block is to process the incoming data in order to produce two outputs:

(1) some indication of the contents of the incoming document, to

be stored in the deseriptor file along with a pointer to the

document in the document file, and

(2) a representation of the document itself (i.e., the systenm's
representation of the document), to be stored in the
document file.

Obtaining the description of the document's contents is commonly called the ‘indexing
task,

The importance of the indexing task has been noted by several authors [17, p. 22],
[1, p. 317]. Automatic indexing techniques fall into four general categories:

(1) permutation indexing.

(2) citation indexing,

(3) statistical procedures or
(4) syntactic procedures.
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White application of the techniques in each category require quite different
assumptions and utilize different aspects of the data, they all operate on the

data with the same objective: to construct a set of descriptors that ”;..somehow
indicate (emphasis given originally) the information content of the document..."

[1, p. 317]. 1In executing the indexing function, especially for the third technique,
arithmetic and relational operators are required. While we do. not use these
specifically in the functional representation, one should not overlook the necessity
for their presence,

The second major task of the analysis block is the construction and storage
of a document representation in the document file. This representation would include
a document identifier, usually all the elements of a bibliographic reference
(author, title, publisher, ete.), and might include citations, an abstract, and/or
the complete document text,

We should also note the possible use of clustering techniques within the
analysis block. In information retrieval, the object of clustering algorithms is
to generate groups of associated terms (for use in a thesaurus) or to form document
clusters facilitating the matching of the analyzed search request with the document
identifiers. The intent is to simplify the retrieval process.

We view the task of document representation as requiring some of the functions
employed in the indexing task. Usually the indexing task is much more complex
while the document representation may be almost perfunctory. Considering the
indexing function of the analysis block, Vickery [17, pp. 21-22] recognizes three
stages in the assignment of document descriptors:

(1) scan of the text to derive those words, phrases, and/or sentences
which best represent information content,

(2) a decision as to which of the descriptors are worthy of being re-
corded in the descripior file, in view of the purpose of the system,
and
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(3) the transformation of the selected degcriptors inte a standard
"descriptor language", the resulting terms of which serve as the
entry or entries in the descriptor file.
We describe these three stages by two functions, i.e. the string formation function

(Ap) and the descriptor determination function (Ad).

String Formation

Recall that a document D is defined as a set of strings, i,e,

Di={ln,]

RITCRE

In its raw, unprocessed form, the data entering the analysie block are members of

the finite symhol set A::= [&i], i=1,2,...,v(A), which can be considered single

character strings. This set can be partitioned into two subsets
CT € A and CR.E A

where CT is the set of terminator symbols and CR the ste of non-terminators and
¢t n k=g

Thus we represent the data (a single unprocessed document) as a set
D::={[ai]|[ai]aA}.

The scan of D is assumed to be from left to right.

The string formation function Ay 1s applied to form the set of descriptor
candidates A. This function (4p) forms a multiple symbol string [0] by concatenating
single symbols until a terminator is encountered. The string produced becomes an
element of A, and terminators are deleted. This function continues to operate until
all symbols [ai]sD are examined.

A Gl > fog) e ¢ » (01,5 [0y 3 fa,Jec’ > &, ¥[o,]eD) = A

As a consequence of this operation the set A can be defined as a set of strings

A::={{a]j {ai] > CR #[@i] £ [a]j}.
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Descriptor Determination
The descriptor determination function Ad operates on the set A to select
those descriptors to be inserted in the descriptor file.

Ad:

([aly > dit, ®[a], e 8) = Q)
where Q(D) is the set of all descriptors associated with document F. TIn this
manner no limitations are placed on the size of the descriptor vocabulary (E)
where A is the set of all descriptors 5;;={d}.

Again, we use an example to illustrate our representation,

Let <t = (B,0,,:,2,0,3,/}

. {a,s,¢,D,E,¥,6,H,1,J,X,L,M,N,0,P,Q,R,S,T,U,V,W,Y,2,),(, "}

then A = CT U CR.
A sample from the input string follows:
THIS BOOK DESCRIBES THE USE OF THE DIGITAL COMPUTER IN THE WORLD OF INDUSTRY,
COMMERCE, AND BANKING, ...

This the first five symbols are

[0, = "2
[ay] = "H"
[0,] = "1
[&4} = ''g"
[0l = g
The operation of AF results in the set
&= {lalys [od,s..., [0l )

where [@]l = "THISY, {&}2 = "BOOK",..., [o¢]_l7 = "BANKING".

The criteria used in the selection of descriptors (the descriptor determination
function Ad) is system dependent since several alternative indexing techniques, as
we mention above, could be used. Also, the indexing function could be automated,

manual or a combination of the two. Application of Ad to the set A is equivalent
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to applying the function to each member of the set, i.e., for our example

Ags A= {Ad: [u]l, Ad:[a]z,..., Ad:[u]l7}

where Ad: {a]j > d according to the criteria applied, otherwise Ad: [&]j - A,
If a fixed descriptor vocabulary is used, the descriptor qualification Ad: {a}j++ d
is easily determined. In a system where a fixed vocabulary is not used, v({a])j)
might be used to determine the result. Thus the function A4 can produce a different
set of descriptors Q(D) depending on the criteria invoked. For our example,
let us agsume that Ad operates on the set of strings A associated with document
D as follows:

Ad: [OL]1 = Ad: PTHIS™ + A

. = . on 1
44 [a]l Ad. BOOK™ - A

A+ [ol, =4 "DIGITAL" > 4y

[al
co
j=

A [oa]9 = Ad: "COMPUTER" + dy

o

PN - A

3
=S

Ags ol 4y

File Maintenance

Two additional functions remain to be accomplished in the analysis block, and
these relate to the file maintenance requirements. For the deseriptor file the
tasks required differ according to the file organization employved. We denote the
maintenance function required for the descriptor file by Ay and represent the
activities as follows:

1. The Serial File

A fdld e Q(@)} » R(D)

M
2. The Inverted File

Ay

{v(p) UR@) | ¥d e Q(D)} - R(d)
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3. 'The{Multliist:Fiie.~f-:f

Ay {d|v(@) = A, ¥de o} > rROD)
v(D) > R(d),%d 3 d ¢ {QD)N LS}
d,eqy PRRW@) / v(d) = 4

‘ ¥d 3d ¢ {QD)NA}
v{D) = v{(d)

Iﬁ eééﬁ cése tﬁe fiie mainfenancé fﬁnéfion beging witﬁ the éet QkD) pfoauﬁeé by
Ad. Note that the capability for increasing the descriptor set is shown explicitly
for the multilist organization.

The serial and inverted file maintenance functions are simple, In the serial
file the descriptor set is assigned to a document record, while the inverted file
requires‘the addition of a document identifier to the set of document identifiers
referenced by each descriptor d. TFor the multilist file, the first operation
refers to the formation of a main file record, the second describes the formation
of a new directory record, and the third desctibes the setting of the main file link.
In all cases the universal set of descriptors A may be dynamically increasing or
remain static,

After determination of the descriptor set Q(B) and its subsequent use in file
maintenance functions, the analysie block operates on the original text input to
construct and/or maintain the document file. This function involves only the con-
struction of the document reocrd R(D) and the addition of the document to the set
of all documents,

45 @+ RD) U {RM)|D & D} + R(D)|D ¢ D}

In summary, the function of the analysis block (4) can be represented as
A= <A (A (4 (+))) , 4 ()>
M d F D

where the angular brackets enclose an ordered pair,




Notation

W

{a | condition}
< >

{1}

[ ]

@

Table Al,

Al

APPENDIX

'Déscrigfion

definition sign

equivalence

"set of all a, for which condition holds"
an ordered pair

any set

any string

null set

"is an element of"

replacement (or assgsignment)

any binary relation (=,#,>,%,<,<)
any Boolean relation {(v,A)

the get evaluation function
function operator

{b.

;50 1 =1, 2,...,n} where D, eD

arithmetic operators (addition, subtraction, multi-
plication, division and exponentiation respectively)

"such that"

conjunction, disjunction
null field

union of sets

alternative (A|® ::=A or B)
literal string delimiters

intersection of sets

x # AD)

the complement of set A (AS::={x

blank character

Hotation Used in the Functional Representation
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