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Wind turbines operate in a constantly changing wind environment.

This requires modeling and simulation of extreme events in which the wind

turbine operates and a study of associated turbine loads as part of the design

practice and/or site assessment. Thunderstorms are transient atmospheric

events that occur frequently in some regions of the world and can influence

the design of a wind turbine. Downbursts are extreme surface winds that are

produced during a thunderstorm. They are both complex to model and their

damaging effect on wind turbines has been noted in recent years. In the last

few decades, downbursts have been the subject of studies in various fields—

most notably, in aviation. Despite their complexity, generally only empirical

models based on observational data have been developed for practical uses.

Based on such field data as well as laboratory tests, it is common to model a

downburst as a jet impingement on a flat plate. The actual buoyancy-driven

flow has been commonly modeled as an equivalent momentum flux-driven flow
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resulting from the impinging jet. The use of computational fluid dynamics

(CFD) to model a downburst based on the idea of an impinging jet offers an

alternative approach to experimental and analytical approaches.

Simulation of “downburst” wind fields using a computational model and

analysis of associated loads on a wind turbine operating during such events

is the subject of this study. Although downburst-like events have been sim-

ulated using commercial CFD software, the resulting wind fields from such

simulations have not been used as inflow fields for wind turbine loads analysis.

In this study, the commercial CFD software, ANSYS FLUENT 12.0, is used

to simulate downburst events and the output wind fields are used as input to

loads analysis for a utility-scale 5-MW wind turbine. The inflow wind fields

are represented by both non-turbulent and turbulent components—the former

are simulated using FLUENT while the latter are simulated as stochastic pro-

cesses using Fourier techniques together with standard turbulence power spec-

tral density functions and coherence functions. The CFD-based non-turbulent

wind fields are compared with those from empirical/analytical approaches;

turbine loads are also compared for the two approaches. The study suggests

that a CFD-based approach can capture similar wind field characteristics as

are modeled in the alternative approach; associated turbine loads are as well

not noticeably different with the two approaches.
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Chapter 1

Introduction

1.1 Background

Wind energy technology is rapidly developing and investment in wind

energy is increasing worldwide. The cumulative wind power capacity of the

United States is more than 40,000 MW, which constitutes about 3% of the

overall power production in the country. Other countries such as China and

India are also making rapid advances in wind power production. One could

foresee large-scale investments in wind energy in the next few decades. This

development can be accelerated if reliable and efficient design procedures can

be established.

For tall structures such as wind turbines that are exposed to the en-

vironment, it is expected that large loads develop when these structures are

subjected to extreme loading events. A thunderstorm is one such extreme

event, similar to an earthquake or a hurricane, but more commonly occurring.

A downburst is a phase in the evolution of a thunderstorm. Often, multiple

downbursts can occur during a single thunderstorm. According to Fujita [5],

a downburst is a sudden strong downdraft that induces an outburst of dam-

aging winds at or near the ground. A downburst is further classified as a
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macroburst or microburst depending on the spatial extent of the damaging

winds. A macroburst has a spatial extent of more than 4 km; it usually lasts

5 to 30 minutes and causes maximum wind speeds up to around 60 m/s (134

mph). A microburst has a spatial extent of less than 4 km, with durations less

than 10 minutes and maximum wind speeds up to around 75 m/s (168 mph).

Although they are small in spatial extent and short-lived, intense microbursts

can cause tornado-like damage. The winds diverge from a center in a down-

burst unlike in a tornado where they swirl, converge, and convect upwards (see

Fig. 1.1).

Figure 1.1: Schematic models of a downburst and a tornado (from Fujita [5]).

The driving mechanism behind a downdraft is natural convection and

the development of a negative buoyancy situation. Lighter warm air convects

upwards during a thunderstorm and gradually the water vapor in the air pre-

cipitates due to the normal lapse rate. While this occurs, the water vapor cools
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the surrounding entrained air, thereby creating a negatively buoyant volume

of air (Chay [3], Anabor et al. [2]). As this volume of air is of higher density,

it is forced down towards the ground and, thus, causes a downdraft.

1.2 Literature Review

Researchers studying downbursts have come from the fields of atmo-

spheric science as well as engineering. While some of them have made sig-

nificant strides in simulating downbursts, while attempting to represent the

physics behind the phenomenon, others have developed simpler models to facil-

itate their application in practice. The downburst mechanism and associated

flow fields are complex phenomena to simulate. Depending on the end appli-

cation, different approaches have been undertaken to characterize features of

downburst-related wind fields.

As described earlier, a downburst is a buoyancy-driven flow. If one

interprets the downburst phenomenon as a two-phase process, one phase that

takes place prior the storm touchdown and the other after touchdown, the

wind velocity profile in the latter phase has been found to have significant

similarities with that of a radial wall jet (Hjelmfelt [7]). A radial wall jet is

typically simulated as a jet impinging on a flat surface; this is essentially a

momentum flux-driven flow. Downbursts are easier to simulate and study ex-

perimentally if they are thought to be represented as momentum flux-driven

flow fields. A considerable amount of work has been done on impinging jets—

both, experimentally (Wood et al. [25], Chay [3], Sengupta and Sarkar [21])
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as well as computationally (Selvam and Holmes [19], Chay et al. [4], Kim and

Hangan [11]). Experimental work on buoyancy-driven flow has been under-

taken by Alahyari and Longmire [1] by releasing a high-density fluid into a

low-density fluid.

Computational power and available resources in recent years have helped

increase the use of CFD to simulate flow fields in complex problems. The earli-

est research studies on downbursts focused mainly on the steady-state solution

of a jet impinging on a wall or plate. Later, features were added to represent

actual characteristics of the downburst. A moving downburst that included

transient features of an actual downburst was simulated by Sengupta et al. [20]

and Li et al. [13]. Recently, Large-Eddy Simulation (LES) and Cloud mod-

els were developed (see, for example, Lin et al. [14], Anabor et al. [2]) to

incorporate additional complex features of the downburst phenomenon.

With the help of extensive experimental studies that were undertaken,

as well as with the help of computational simulations and available though lim-

ited downburst field data, attempts were made to develop simple analytical

models to describe wind velocity profiles in downburst-like events. Although

none of these available models include all the important features of an actual

downburst, they offer reasonable representations of the event, albeit highly ide-

alized. The analytical model developed by Oseguera and Bowles [17] and later

improved by Vicroy [23] has been used by researchers (Chay et al. [4], Nguyen

et al. [16]) for specific applications including wind turbine loads studies.

The present study is intended to complement the work of Nguyen et
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al. [16], by developing a customized computational counterpart of the analyt-

ical model used in that cited study. Recognizing that the available models do

not provide a complete representation of all the physical features of an actual

downburst, the goal of this study is to develop a simulation model specific to

an application (namely, a wind turbine loads study) by attempting to include

storm physical characteristics that play a role in the wind field simulation. A

“paused” downburst wind profile generated from such a physical CFD flow

simulation is extracted as the non-turbulent wind profile to be used as part

of the inflow wind field for aerodynamic loads calculation on a utility-scale

5-MW wind turbine.

1.3 Thesis Organization

The thesis is comprised of four chapters. The first chapter provided an

overview of wind energy and the phenomenon of thunderstorm downbursts. It

also discussed prior studies on downbursts and the context within which the

model development of this study should be understood.

The second chapter presents the formulation and development of the

computational model for downburst simulation that is intended for use in

wind turbine loads studies. It describes various features of the model, its

assumptions, and its limitations. Model validation against available downburst

data is discussed.

The third chapter describes the wind turbine model used for the analy-

sis, the generation of the 4-D wind fields, and the use of available wind turbine

5



load simulation software for analysis. It also compares turbine load results with

other ongoing research that involves use of alternative downburst wind fields.

The concluding chapter summarizes this research study and presents

observations and findings related this work.

6



Chapter 2

Development of Computational Model and

Simulation of Downburst

2.1 Introduction

This chapter describes the use of computational fluid dynamics (CFD)

to develop a model for thunderstorm downbursts. The mathematical formu-

lation for any fluid dynamics problem involves a set of governing differential

equations supported by initial and boundary conditions. These equations in

continuous form are solved computationally by using appropriate spatial and

temporal discretization. A difficulty in solution of such fluid dynamics prob-

lems lies in the modeling of turbulence of the flow. Turbulence, especially in

the atmospheric boundary layer, is stochastic in nature and must be described

by high Reynolds number flow regimes. Turbulence develops as an instability

of laminar flow (Wilcox [24]). In the present study, turbulence in the inflow

wind velocity field for wind turbine load simulation is dealt with in the conven-

tional way by using stochastic Fourier-based simulation. This turbulent field

is superimposed onto a mean or “non turbulent” velocity field (as in Chay et

al. [4]); it is this mean wind field that is developed using CFD as described in

this chapter.
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2.2 CFD-Based Wind Field Generation

Although the commercial software, FLUENT, with built-in programs

is used in the simulations, it is useful to present the governing equations and

to gain an understanding of the theory underlying the wind field simulation.

2.2.1 Governing Equations

By idealizing a downburst as a jet impinging on a wall surface and

assuming no temperature effects, the problem is mathematically represented by

equations describing the conservation of mass (Eq. (2.1)) and the conservation

of momentum (Eqs. (2.2), (2.3), and (2.4)). Also, we assume incompressible

flow. Thus, we have:

∂u

∂x
+
∂v

∂y
+
∂w

∂z
= 0 (2.1)

ρ
∂u

∂t
+ ρu

∂u

∂x
+ ρv

∂u

∂y
+ ρw

∂u

∂z
= −∂p

∂x
+
∂t11
∂x

+
∂t21
∂y

+
∂t31
∂z

+ ρgx (2.2)

ρ
∂v

∂t
+ ρu

∂v

∂x
+ ρv

∂v

∂y
+ ρw

∂v

∂z
= −∂p

∂y
+
∂t12
∂x

+
∂t22
∂y

+
∂t32
∂z

+ ρgy (2.3)

ρ
∂w

∂t
+ ρu

∂w

∂x
+ ρv

∂w

∂y
+ ρw

∂w

∂z
= −∂p

∂z
+
∂t13
∂x

+
∂t23
∂y

+
∂t33
∂z

+ ρgz (2.4)
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where u, v, w are components of velocity in the x, y, z Cartesian directions,

respectively. Also, t refers to time, p is pressure, ρ is density, and gx, gy, gz

are components of the acceleration due to gravity in the three directions. The

above equations are the Navier-Stokes equations.

The symmetric stress tensor is related to the strain-rate tensor as fol-

lows: t11 t12 t13
t21 t22 t23
t31 t32 t33

 =

2µs11 2µs12 2µs13
2µs21 2µs22 2µs23
2µs31 2µs32 2µs33

 (2.5)

where µ is the dynamic viscosity. The strain-rate tensor may be written as:

s11 s12 s13
s21 s22 s23
s31 s32 s33

 =


∂u
∂x

1
2

(
∂u
∂y

+ ∂v
∂x

)
1
2

(
∂u
∂z

+ ∂w
∂x

)
1
2

(
∂v
∂x

+ ∂u
∂y

)
∂v
∂y

1
2

(
∂v
∂z

+ ∂w
∂y

)
1
2

(
∂w
∂x

+ ∂u
∂z

)
1
2

(
∂w
∂y

+ ∂v
∂z

)
∂w
∂z

 (2.6)

The Navier-Stokes equations cannot be solved analytically; computa-

tional solution is also not straightforward. To solve these equations with great

accuracy, one could employ Direct Numerical Simulation (DNS) where all the

spatial and temporal scales are fully resolved; this is a challenging task compu-

tationally. Another alternative is to use Large-Eddy Simulation (LES) where

some scales of turbulence are resolved while others are modeled. Although

LES requires less computational resources than DNS, a significant amount of

computational resources are still necessary. A widely used approach (in CFD

studies) is to solve the Navier-Stokes equations via statistical modeling where

all the scales of turbulence are modeled. Such approaches uses Reynolds-

Averaged Navier Stokes (RANS) equations along with a turbulence model.
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2.2.2 Reynolds Averaging

In the Reynolds-Averaging approach, each physical entity (velocity

component or pressure) is expressed as the sum of a mean (time-averaged)

part and a fluctuating part. Thus, we have:

u (x, y, z, t) = U (x, y, z) + u′ (x, y, z, t) (2.7)

v (x, y, z, t) = V (x, y, z) + v′ (x, y, z, t) (2.8)

w (x, y, z, t) = W (x, y, z) + w′ (x, y, z, t) (2.9)

p (x, y, z, t) = P (x, y, z) + p′ (x, y, z, t) (2.10)

In Eqs. (2.7) to (2.10), U , V , W , and P may be termed “non-turbulent”

components of u, v, w, and p respectively. An assumption made in the time

averaging is that the turbulence is stationary.

By applying time averaging to the conservative form of Eqs. (2.1)

to (2.4) and making use of Eq. (2.5), one obtains the Reynolds-Averaged Navier

Stokes (RANS) equations (Eqs. (2.11) to (2.14)) where all the upper-case vari-

ables correspond to the mean component.

∂U

∂x
+
∂V

∂y
+
∂W

∂z
= 0 (2.11)

ρ
∂U

∂t
+ ρU

∂U

∂x
+ ρV

∂U

∂y
+ ρW

∂U

∂z
= −∂P

∂x
+
∂
(
2µS11 − ρu′u′

)
∂x

+
∂
(
2µS21 − ρv′u′

)
∂y

+
∂
(
2µS31 − ρw′u′

)
∂z

+ ρgx (2.12)

10



ρ
∂V

∂t
+ ρU

∂V

∂x
+ ρV

∂V

∂y
+ ρW

∂W

∂z
= −∂P

∂y
+
∂
(
2µS12 − ρu′v′

)
∂x

+
∂
(
2µS22 − ρv′v′

)
∂y

+
∂
(
2µS32 − ρw′v′

)
∂z

+ ρgy (2.13)

ρ
∂W

∂t
+ ρU

∂W

∂x
+ ρV

∂W

∂y
+ ρW

∂W

∂z
= −∂P

∂z
+
∂
(
2µS13 − ρu′w′

)
∂x

+
∂
(
2µS23 − ρv′w′

)
∂y

+
∂
(
2µS33 − ρw′w′

)
∂z

+ ρgz (2.14)

The Reynolds Stress tensor is given as follows:τ11 τ12 τ13
τ21 τ22 τ23
τ31 τ32 τ33

 = −

ρu′u′ ρu′v′ ρu′w′

ρv′u′ ρv′v′ ρv′w′

ρw′u′ ρw′v′ ρw′w′

 (2.15)

The correlation terms, u′u′, v′v′, w′w′, u′v′, u′w′, and v′w′ are to be

modeled since the turbulent components cannot be solved fully using the sta-

tistical approach. Reynolds Averaging introduced six unknowns in addition to

the variables, U , V , W , and P . In all, there are thus ten unknowns but only

four equations (Eqs. (2.11) to (2.14)). The function of turbulence modeling

is to devise approximations for the unknown correlations in terms of the flow

properties that are known, so that a sufficient number of equations results to

make solution possible. With such approximations, the system of equations

is now closed (Wilcox [24]). The turbulent stresses can be modeled using the

Boussinesq approximation as follows:

− ρu′v′ = µT

(
∂U

∂y
+
∂V

∂x

)
(2.16)
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− ρu′u′ = −2

3
ρk (2.17)

where µT is the Eddy Viscosity and k is the turbulence kinetic energy—namely,

k = 1
2

(
u′u′ + v′v′ + w′w′

)
. All the other turbulent stress entities can be simi-

larly obtained as in Eqs. (2.16) and (2.17).

An eddy viscosity equation relating µT and k adds another equation.

If the k-ε turbulence model is used, the system can finally be closed with the

two additional equations given for the turbulence kinetic energy (k) and the

dissipation rate (ε). The unknown variables/parameters finally are U , V , W ,

P , µT , k, and ε (seven in number). The available equations consist of four

Navier-Stokes equations, one eddy viscosity equation, one equation for k, and

one for ε (a total of seven equations). Hence, the system is closed. Chay et

al. [4] discussed the use of a turbulence model specific to an impinging jet flow;

there, the RNG (Renormalization Group) k-ε model was employed.

The closure coefficients for the RNG k-ε model are: Cµ = 0.0845,

σk = 0.7194, σε = 0.7194, Cε1 = 1.42, Cε2 = 1.68, η0 = 4.38, and β = 0.012,

where σk is associated with the transport equation for k while all the other

model coefficients are associated with the transport equation for ε. This fully

defines the closed set of governing equations for the thunderstorm downburst

problem.
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2.3 Computational Framework

2.3.1 Domain and Meshing

The closed set of equations developed are to be solved within a phys-

ical domain with appropriately specified boundary conditions. Axisymmetric

flow conditions may be assumed for a stationary impinging jet. The problem

is, thus, solved in a two-dimensional computational domain. Only one-half of

the two-dimensional plane including the axis of symmetry is employed. Fig-

ure 2.1 shows a sketch of the computational domain and associated boundary

conditions. Details related to the boundary conditions are given in Table 2.1.

Figure 2.1: A representative sketch of the computational domain.

In the computational domain, the direction from A to B is the radial

direction and that along the axis (i.e., from F to A) is the axial direction

for the downburst. A discussion on convergence related to the computational

13



AB Wall
(no slip, stationary)

BC, CD Pressure Outlet
Backflow turbulence intensity = 1%
Backflow hydraulic diameter = D

DE Symmetry
EF Velocity Inlet

(Vin specified)
Turbulence intensity =1%
Hydraulic diameter = D

FA Axis of Symmetry

Table 2.1: Boundary conditions for the computational domain.

grid is presented in Section 2.4.4. The grid defined as Mesh II is chosen

for all the simulations. Mesh II has a grid spacing of 5 m in the direction

perpendicular to the wall and a very fine spacing close to the wall, to ensure

that the dimensionless wall distance, y+, is below 3. The grid spacing in the

radial direction (AB) is 5 m for the entire mesh; hence, except in a region of

about 20 m from the wall, the domain has a uniform grid of 5 m × 5 m over

the entire computational domain.

2.3.2 Solution Methodology

2.3.2.1 CFD Theory and Implementation

The mathematical problem at hand, involving solution of the set of

partial differential equations, must be addressed computationally by discretiz-

ing the independent variables representing space and time. By ensuring a

relatively fine level of discretization, errors relative to the exact solution can

be significantly limited and the numerical solution can be used for practical

14



purposes such as in wind turbine loads studies. The computational domain is

discretized using the mesh described earlier and the equations are integrated

over each of the cells; solution is achieved using the Finite Volume Method.

The derivative terms and others in the governing differential equations are rep-

resented using Taylor series expansions; then, solution of the resulting series of

algebraic equations yields the numerical solution of all the physical variables

(such as fluid velocities) in space and as time series.

2.3.2.2 Implementation in FLUENT

Table 2.2 provides some details on the models, schemes, and other

information used with the commercial software, FLUENT 12.0, to carry out

all the simulations.

2.3.3 Simulations

Both time-dependent and steady-state simulations are carried out. The

time-dependent simulations are more appropriate to describe the downburst

event; hence, these simulations were used for the model development. This is

discussed further in subsequent sections.

2.4 Model Development

2.4.1 Developing an application specific model

Any model intended to describe a physical (fluid dynamics) phenomenon

needs to represent salient characteristics of the physics of the phenomenon.
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General Pressure-based solver
2D Axisymmetric Space
Gravitational acceleration = 9.81 m/s2

Models Viscous
k-ε (2-equation) RNG model
Enhanced wall treatment
Default model constants

Materials Air
Density = 1.225 kg/m3

Dynamic Viscosity = 1.7894e-05 kg/m-s
Solution Methods Pressure-Velocity Coupling: SIMPLE Scheme

Spatial Discretization:
Gradient - Least Squares Cell-Based
Pressure - Standard
Momentum - QUICK
Turbulence Kinetic Energy - QUICK
Turbulence Dissipation Rate - QUICK

Transient Formulation: Second-Order Implicit
Solution Controls Default Under-Relaxation Factors
Monitors Residual Convergence Criteria at 1e-5
Run Calculation Time Step Size = 0.5 sec

Max Iterations/Time Step = 80

Table 2.2: FLUENT Simulation parameters.

Thunderstorm downbursts can cause highly complex flow fields. As discussed,

past research studies have simulated downburst-like flows using various methods—

for example, based on impinging jets, buoyancy-driven flows, etc. Several char-

acteristics of a downburst such as its intensity, translational speed, shape of the

velocity profiles, etc. are important to represent realistically in any simulation.

Steady-state simulation of an impinging jet on a wall (as described by Chay

et al. [4] and by Qu and Wang [18]) has been shown to yield vertical velocity

profiles that match observed data quite well. If one were interested in a more
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realistic representation of the actual physics of the flow, a buoyancy-driven

flow simulation using LES (Anabor et al. [2]) is preferred. In the context of

wind turbine loads analysis, realistic representation of the inflow wind veloc-

ity field on the turbine rotor is of critical importance. The objective of this

study is to develop a CFD model that can provide realistic simulation of the

time-varying wind field on a turbine rotor that preserves salient downburst

features.

Figure 2.2: Wind speed record during the Andrews AFB microburst recorded
on August 1, 1983 (from Fujita [5]).

The Andrews AFB downburst (Fig. 2.2) is one of the best recorded

downbursts in the literature. It shows two noticeable peaks in the wind speed

record during the downburst. A second smaller peak follows the first larger
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one (when read from right to left in the figure). The low wind speed between

the peaks corresponds to the eye of the downburst and is similar in effect to

the stagnation region at the center of an impinging jet (see Fig. 2.3). The

formation of a ring vortex is commonly observed in downbursts (see, for ex-

ample, Fig. 2.4); the wind speed below the ring is usually the maximum wind

speed experienced in the thunderstorm downburst (Fujita [5]). In Fig. 2.4, the

downburst axis (not seen in figure) is to the right side of the ring. The ring

forms because of the Kelvin-Helmholtz instability that results at the interface

of the downburst wind and the ambient wind (Kim and Hangan [11]). The ve-

locity gradient across the interface leads to the ring formation. The difference

in magnitude between the two peaks in Fig. 2.2 is due to the effect of both

the downburst’s translational motion and the ambient wind on the front and

rear ring vortices.

Several CFD simulations using FLUENT were carried out by modeling

a stationary impinging jet, an impinging jet at steady state, a moving im-

pinging jet, etc. None of these showed reasonable similarity with the Andrews

AFB data. Although observations similar to that of Kim and Hangan [11]

were noted, such as in the development of quasi-periodic ring vortices at the

interface of the ambient wind and the downburst, wind speed time histories

did not resemble that recorded in the Andrews AFB event. This is not sur-

prising for several reasons. First, an impinging jet is only an approximation to

the physics associated with downburst flow fields. Second, it is unreasonable

to expect to match the complex downburst flow phenomenon, kinetics, and

18



Figure 2.3: Schematic model of an impinging jet showing different regions in
the flow field.

movement with a simple stationary jet simulation. Third, any single point’s

recorded or simulated wind time series is an observer-dependent entity; it is

entirely possible that the Andrews AFB downburst record did not capture the

ring vortices and it could as well be the case that there were not multiple

rings generated during the Andrews AFB downburst. There is not a wealth

of good-quality downburst data that can be used to validate computational

simulations. Given only the Andrews AFB downburst, other attempts were

made to simulate wind speed time series that resembled that record alone.

Assuming that the Andrews AFB downburst record is representative of

likely downburst wind speed time histories, a “Paused Downburst” Model is

developed to match this record. The idea behind developing a Paused Down-
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Figure 2.4: Ring formation at the gust front of a downburst (from Fujita [5]).

burst Model comes from the need to match the Andrews AFB data. Note

that the peaks of the AFB data indicate that if a downburst were to pass a

wind turbine or observer, one would see a steep increase in the wind speed

(due to the first peak), then a sudden drop (due to the eye of the downburst),

then another steep increase but of lower magnitude than the first (due to the

second peak) and then a decrease back to the ambient wind. Such steep in-
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creases and decreases in the experienced wind speed at a point is possible only

if the storm has a profile such as is shown in Fig. 2.5, where the radial velocity

is minimum at its center, increases up to a certain radial distance (where it

reaches a maximum) and then drops down beyond that distance. Such a radial

profile of velocity on both sides of the axis of a downburst will cause two peaks

similar to that of the Andrews AFB data which also includes the influence of

the ambient wind.

The analytical model developed by Vicroy [23] has a similar radial

profile and can as well be used to simulate an Andrews AFB-type wind speed

time history. Such a wind field can be produced by CFD simulation of a jet

impinging on a flat plate. This impinging jet on a flat plate can be studied

either as a time-dependent simulation or at steady state. Both of these types of

simulations were carried out and their velocity profiles compared as shown in

Figs. 2.6 and 2.7. The radial profiles of the radial velocity for the steady-state

simulation are not in good agreement with the actual downburst data or with

the analytical model. The radial profiles of the time-dependent simulations,

at different time instants before the formation of the secondary ring vortex

near the ground, suggest good agreement with the actual downburst data as

well as with the analytical model. Hence, a snapshot (Fig. 2.7(a)) of the time-

dependent simulation, before the secondary vortex formation, can serve as an

alternative (computational) model to the analytical model. Since a snapshot

from the simulation represents the model, this is termed a “Paused Downburst”

model. In a general sense, it may be stated that this snapshot of the time-
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Figure 2.5: Normalized radial velocity profiles for a Paused Downburst Model.

dependent simulation captures the overall behavior of the downburst in an

average sense. Figure 2.23 (discussed later) shows that the Paused Downburst

model offers a close match with the Andrews AFB downburst wind speed time

history (note that the Andrews AFB downburst data points in that figure were

extracted from the original figure (Fig. 2.2)).
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(a) Contours of velocity magnitude (m/s) at steady
state.

−5 0 5 10 15 20 25 30 35
0

20

40

60

80

100

120

140

160

180

200

Radial Velocity, m/s

H
ei

gh
t (

z)
, m

 

 
at r=600m
at r=1000m
at r=1400m
at r=1800m
at r=2200m
at r=2600m

(b) Radial velocity profile variation
with height from a steady-state simu-
lation.
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(c) Radial velocity profile variation
with radial distance for a steady state
simulation.

Figure 2.6: Velocity fields resulting from a steady-state simulation.

Note that the Paused Downburst model is similar to the analytical

model; it is merely an alternative approach for generating a downburst wind

velocity field. Note too that the Paused Downburst model does not take into
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(a) Contours of velocity magnitude (m/s) for a
paused snapshot of a simulation.
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(b) Radial velocity profile variation
with height for a paused snapshot.
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Figure 2.7: Velocity fields resulting from a paused snapshot of a simulation.

account possible translation of the downburst; any translational effects of the

downburst need to be superimposed onto the model separately.
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2.4.2 Description of the “non-turbulent” wind field

The Reynolds number of the flows in a downburst are on the order of

millions. Such flows can be reasonably accurately modeled only using LES;

DNS is not a feasible option and statistical modeling would involve gross ap-

proximations. Nevertheless, statistical modeling may be used to compute time-

averaged components of flow field variables (as was described in Eqs. (2.7)

to (2.10)). The turbulent or fluctuating components of the wind velocities are

computed using standard turbulence power spectral densities and coherent

functions. This is discussed in Chapter 3.

2.4.3 Solution convergence and choice of inlet velocity profile

Since the downburst flow has a very high Reynolds number, the compu-

tational domain requires a very fine grid size and a small time step for accuracy.

In addition, formation of the ring vortex (as seen in Fig. 2.7(a))at the interface

of the downburst vertical jet and the ambient air, further complicates the flow

field. A resolution of the finer details of this ring in this high Reynolds number

flow is impractical due to computational and other constraints. As the grid

size and time step are made smaller, the ring (vorticity) is better resolved but

these show up small-scale effects that influence the final solution in a cumula-

tive sense. This can be seen in Fig. 2.8 where three different meshes with 10

m, 5 m, and 2 m uniform grid spacing were employed to study the influence

of grid size on solution convergence. The problem identified can be overcome

if a weaker ring is generated.
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(a) Velocity contours for a uniform grid
size of 10 m.

(b) Vorticity contours for a uniform
grid size of 10 m.

(c) Velocity contours for a uniform grid
size of 5 m.

(d) Vorticity contours for a uniform
grid size of 5 m.

(e) Velocity contours for a uniform grid
size of 2 m.

(f) Vorticity contours for a uniform grid
size of 2 m.

Figure 2.8: Grid dependency of solution with a uniform inlet velocity
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The strength of the ring vortex that forms at the interface of the jet

and the ambient air is a direct function of the difference in magnitude of the

velocity (i.e., the vorticity) at the interface. If the inlet velocity has a profile

with a higher magnitude at the interface, a stronger ring results. The shape

of the profile of the inlet velocity influences the strength of the ring formed;

this, in turn, controls the convergence of the solution with respect to grid

and time step. It can be assumed that if the magnitude of the velocity at

the interface is zero, a very weak ring will result. At the interface, such a

velocity profile can have different slopes; i.e., slopes at the intersection with

the horizontal axis of the plot in Fig. 2.9. The effect of slope was studied

by running simulations using different shapes for the inlet velocity. Changes

in slope did not show any significant influence on the solution. Simulation

results for a parabolic inlet velocity profile are presented in Fig. 2.10. It can

be confirmed that the solution converges with respect to grid size. A parabolic

inlet velocity profile was chosen for all other simulations used for development

of the Paused Downburst Model.

2.4.4 Choice of grid and time step

Generally, as in traditional approaches to CFD as well as with any

computational numerical problems, a converged solution is expected to result

as the grid size and/or time step are reduced systematically. A series of sim-

ulations involving different meshes with different grid sizes and different time

steps were carried out. The computational domain chosen for these simulations
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Figure 2.9: Inlet velocity profiles with zero velocity at interface

was similar to that those used in Fig. 2.10

Three meshes, Mesh I, Mesh II, and Mesh III, each with uniform grid

sizes of 10 m, 5 m, and 2 m, respectively, were created. The radial velocity

plot shown in Fig. 2.11 suggests that a grid size of 5 m would be acceptable

since the solution with the 2 m and 5 m grids is almost the same. The mesh

with the 5 m grid spacing was chosen for simulations with different time steps,

∆t = 0.1 s, 0.25 s, 0.5s, 1.0 s, and 2.5 s. The radial velocity plot (Fig. 2.12)
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(a) Velocity contours for a uniform grid
size of 10 m.

(b) Vorticity contours for a uniform
grid size of 10 m.

(c) Velocity contours for a uniform grid
size of 5 m.

(d) Vorticity contours for a uniform
grid size of 5 m.

(e) Velocity contours for a uniform grid
size of 2 m.

(f) Vorticity contours for a uniform grid
size of 2 m.

Figure 2.10: Grid dependency of solution with a parabolic inlet velocity profile
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suggests that the time step of 0.5 s would make a good choice.
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Figure 2.11: Tests for the choice of grid.

2.5 The Paused Downburst Model

2.5.1 Time-independent model

The time-independent Paused Downburst model is simply the spatial

distribution of velocities (at discrete locations) at a given time instant in an

unsteady simulation of jet impingement as was discussed earlier. The idea

has been taken from the observation that the velocity profiles of the flow

field a few instants before the formation of the secondary vortex (near the

wall) show good agreement with actual downburst data recorded in the past

(Hjelmfelt [7]). The computational domain shown in Fig. 2.13 is used for all
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Figure 2.12: TTests for the choice of time step.

the simulations to develop the generalized model (discussed in Section 2.6).

In the figure, D represents the diameter of the inlet jet while H represents

the height of the origin of the inlet flow from the wall. The axial direction is

defined as that parallel to the axis and perpendicular to the wall; the radial

direction is defined as that parallel to the wall.

Consider a domain with inlet diameter, D = 1000 m, H = 2000 m, and

with a parabolic inlet velocity profile with maximum velocity, Vin,max = 40

m/s. The values chosen for these parameters represent real observations dis-

cussed by Hjelmfelt [7]. These three entities—D, H, and Vin,max—are the input

parameters for the CFD simulations carried out using ANSYS FLUENT. The

Paused Downburst model results depend on the time at which the simulation

is paused. Figure 2.14 shows the snapshot of a simulation paused at 107 s
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Figure 2.13: Computational domain used for the simulations.

with the above parameters. This snapshot is equivalent to a computational

time-independent model of a downburst. This can also be understood as an

outcome of the Paused Downburst model for a given set of input parameters.

As stated earlier, the model represents the set of velocity component

data in space. The velocity at any point in space has two components—radial

and axial. Figures 2.15(a), 2.15(b), 2.16(a) and 2.16(b) show the variations

of the velocity components in both directions. In the figures, Z refers to the

height in meters from the wall, ZMax is the height at which the overall maxi-
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Figure 2.14: Snapshot of a simulation at a paused instant.

mum radial velocity occurs, Ur is the radial velocity, Urmax is the peak radial

velocity or the maximum radial velocity at each radial position, UrMax is the

overall maximum radial velocity, r is the radial distance in meters from the

axis, RMax is the radial position where the overall maximum radial velocity

occurs, and Ua is the axial velocity. It is interesting to note in Fig. 2.16(b),

where the axial velocity distribution at various heights is presented, that all

the profiles change sign at some radial position. This is the position where

the downward flow, upon reaching the ground (wall), deflects radially which

causes a small axial velocity component in the upward direction. The radial
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velocity starts from zero at the axis, reaches a peak and then decreases (at a

higher rate than the radial wall jet at steady state). In this example, UrMax

occurs at a radial distance of approximately 450 m or 0.45D from the axis and

ZMax is at about 60 m or 0.06D from the wall.
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(b) Normalized peak radial velocity profiles variation with radial
distance.

Figure 2.15: Radial velocity distributions at the paused time instant (107 s).
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Figure 2.16: Axial velocity distribution at the paused time instant (107 s).
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If the paused time instant were chosen as something other than 107 s

(see Figs. 2.17 and 2.5.1), then the velocity profiles in space would be slightly

different. The input parameters could be changed to yield a different set of

velocity profiles. The dependence of the model on these input parameters and

the time of pause is used to develop a generalized model later.

2.5.2 Time-dependent model

The time-independent model discussed in Section 2.5.1 is a static rep-

resentation of a stationary downburst. In reality, a ring vortex forms in a

downburst and moves radially outward from its axis. Also, the intensity of

the downburst flow changes with the time. This latter aspect can be taken

care of by scaling the model output velocity field data from the simulation

using a time-dependent amplitude modulation function. Consideration of the

radial evolution of the downburst, however, requires the development of a spa-

tial velocity field at each time step created by moving RMax away from the

axis; this requires significantly greater computational effort. It can also not

be achieved by an unsteady CFD simulation because the velocity profiles after

the formation of a secondary ring vortex near the ground do not match actual

downburst data.

The evolution of RMax with time and development of the velocity

field at every time step can be achieved by using normalized profiles from

the time-independent Paused Downburst model. What is needed is that the

normalized shape of the velocity profiles at any time step must be similar
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(b) Normalized peak radial velocity
profiles variation with radial distance.

Figure 2.17: Velocity distributions at the paused time instant (109 s)
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Figure 2.18: Velocity distributions at the paused time instant (113 s
.
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to that of the time-independent model. As time elapses, the flow that is

impinging on the ground rushes radially outward. Hence, with time, RMax

and hence the spatial extent of the storm’s influence will increase. In all the

simulations, the velocity data have been collected at a 10 m spacing in the

radial direction. Hence, when RMax increases, the number of grid points

at which velocity values need to be defined also increases. For example, if

RMax = 450 m, about 90 data points representing 900 m of radial extent

are sufficient, but when RMax = 800 m, about 160 data points are required.

Developing velocity profiles at each time step requires interpolation of the

normalized velocity profiles at intermediate radial positions. This is discussed

next.

Consider a peak radial velocity distribution at any time instant. This

distribution gives information about the peak radial velocity at each radial

position from the axis of the downburst. Each peak radial velocity in the dis-

tribution is associated with a separate vertical profile of the radial velocity.

Hence, in order to develop a spatial velocity distribution at any specified time

instant, one needs to define the vertical velocity distribution (profile) that

must be used for all the peak radial velocities representing various radial po-

sitions in the non-normalized peak radial velocity distribution plot. The peak

radial velocities corresponding to any (non-dimensional) radial position can

be read off from the approximate analytical profiles (see Fig. 2.19) developed

for the peak radial velocity distribution. The left half of this analytical profile

(Fig. 2.19(a)) can be well approximated by a polynomial (Equation (2.19)) fit
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while the right half (Fig. 2.19(b)) is described by an exponential decay function

as follows:

u(r) = e

{
1−r1.75

1.65

}
(2.18)

The polynomial can be expressed as:

u(r) = −0.607r3 + 0.199r2 + 1.401r + 0.005 (2.19)

In Fig. 2.19(b), the variation takes the form shown in Eq. (2.18). Note

that vertical profiles for the peak radial velocity are available only for a few

peak radial velocity values, which are obtained from the time-independent

model. Hence, the vertical profiles for peak radial velocity values other than

those available are obtained by linear interpolation using the available profiles;

the same applies to the axial velocity profiles as well.

Figures 2.20, 2.21, and 2.22 illustrate an example of the development of

a time-dependent Paused Downburst model. The paused time instant is at 107

s as discussed earlier. The axial velocity distributions are not shown as they do

not have any features that are especially significant in terms of variation with

time. In the case of the radial velocity profiles, however, it must be ensured

that the normalized peak radial velocity distribution has the same shape for

all times, to ensure model validation with actual downburst data. The axial

velocity profiles variation with height at different radial positions are also

obtained through interpolation. In the current example, a linear variation
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Figure 2.19: Normalized peak radial velocity distributions.

of RMax with time is chosen, as described in Fig. 2.20. It is evident that

the normalized profiles (Fig 2.21(a)) are the same at all times but the non-

normalized profiles (Fig 2.21(b)) are expectedly different since RMax increases

with time. Figure 2.22 shows vertical profiles of the peak radial velocity at

three different times. It is noted that more grid points (data points) are to be

evaluated as time elapses. This is because the storm is expanding radially and

because of the needed interpolation of profiles at the desired radial positions.

Notice that at time, t = 0 (see Fig. 2.22(a)), the magnitude of the

radial velocity is non-zero; this does not make sense physically. Although the

model described thus far has most of the aspects of the unsteady downburst

phenomenon, two additional characteristics that account for time dependence

of the intensity of the storm and the storm’s translational velocity have not

been incorporated. In the wind turbine load simulations, time dependence of
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Figure 2.20: Variation of RMax with time.

the intensity of the downburst will be taken care of by modulating the wind

field spatial data with a time-varying intensity function—for instance, this

intensity function can be modeled by a half-cycle sine pulse with its peak in-

tensity at some specified time (the mid-point of the intensity function). Such

an intensity function would take on a zero value at t = 0; hence, the velocity

field would be zero initially as desired. As time progresses, the intensity would

increase, reach a maximum, and then decrease. Hence, by using such inten-

sity functions, representative spatial profiles from the CFD simulation can be

converted to a time series of downburst winds that are physically sensible.

The translational velocity of the storm will be used in the wind turbine loads
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Figure 2.21: Peak radial velocity distributions for the time-dependent model.

studies to establish the position of the downburst axis at any time instant.

This is discussed later.

2.5.3 Validation of the model

Downburst data available in the literature are not sufficient to fully

describe time-dependent characteristics of the storm. Hence, the goal was

to develop a time-independent model (from CFD simulations) that could be

validated against actual data; time-dependent characteristics could be added

later as described. This has led to the development of the Paused Downburst

model with time-dependent characteristics incorporated into that model as

described in Section 2.5.2. Before using the velocity profiles from the Paused

Downburst model for any engineering application, it is important to validate

the velocity data against any available downburst data. Hjelmfelt [7] presented
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Figure 2.22: RRadial velocity profiles variation with height for the time-
dependent Paused Downburst model.
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observations and characteristics from several recorded downbursts; a resulting

“mean” radial velocity profile showing variation with height and radial distance

was also presented. This mean profile is thought to be representative of all the

recorded downbursts of the study.

Figures 2.15, 2.17, and 2.5.1 that show the Paused Downburst model’s

radial velocity distributions also include Hjelmfelt’s mean profiles. It is noted

that the flow field based on the model paused at 107 s matches the mean

from observations better than that at other time instants. Hence, it is noted

that the adequacy of validation of the Paused Downburst model against data

depends on the time of the downburst pause. It is important to note that

Hjelmfelt’s mean profiles represent only a few downbursts and are applicable

to a specific location and period. Hence, other pause times of the model

developed here, although not in good agreement with the Hjelmfelt’s data,

might still be realistic models for use in downburst simulations. We note that

a pause time beyond the formation of the secondary ring vortex near the wall

is not a good choice because a secondary ring significantly distorts the radial

distribution and, hence, cannot be validated.

An important feature of the Paused Downburst model’s output the

output time series that can be at a specified location. The ability to generate

such time series led to the development of the model in the manner described

rather than from a steady-state simulation of a wall jet. Figure 2.23 shows

a comparison of the time series created by the Paused Downburst model at

a specified location and the time series recorded during the Andrews AFB
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downburst (Fig. 2.2). Here, the leverage in superposing the ambient wind

speed on to the downburst wind field was used to match the Andrews AFB

data. We see that the model-generated time series matches characteristics of

the observed data quite well; such comparisons serve to support use of the

Paused Downburst model for engineering applications where wind speed time

series are needed as in wind turbine loads analyses.
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Figure 2.23: Comparison of a wind speed time series resulting from the Paused
Downburst model versus the Andrews AFB data.

2.5.4 Limitations of the model

While the Paused Downburst model has been seen to offer comparable

wind speed time series characteristics to those in recorded data such as from
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the Andrews AFB microburst, it does not necessarily represent the entire time-

dependent downburst phenomenon. Moreover, Fig. 2.5.1 suggests that vertical

profiles of the radial velocity do not match observed data adequately for all

pause times; they are acceptable for our current application in wind turbine

loads analysis. Because the Paused Downburst model was developed with the

intent of representing the Andrews AFB data, it may not match, as effectively,

downbursts that display other characteristics such as the occurrence of multi-

ple ring vortices at or near the ground, the effect of an storm translation, etc.

There are not a sufficient number of real downburst records available to estab-

lish the effects of these various characteristics on model-generated wind speed

time series. Another limitation of the model arises from the basic physics as-

sumptions used to simulate the flow; since the model is based on a momentum

flux-driven flow (jet impingement), it does not provide any information related

to temperature and precipitation. Finally, an assumption made in the devel-

opment of this model is that the flow field is axisymmetric; downbursts that

do not touch down normal to the ground and those that translate or move do

no generate axisymmetric flow fields.

2.6 Generalized procedure to simulate downbursts us-
ing the “Paused Downburst” technique

We describe here a general procedure or algorithm to simulate a thun-

derstorm downburst-like event based on a set of input parameters using the

Paused Downburst model. As indicated in Fig. 2.24, the final output param-
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eters that define the characteristics of the simulated downburst are UrMax,

ZMax, and RMax, which were defined in Section 2.5.1. These model output

parameters depend on (i) V in,max and D/H, which are input parameters

for the CFD simulation; and (ii) an intermediate parameter, the time of the

downburst pause, tp (sec). The output and intermediate parameters are writ-

ten in non-dimensional form as follows: tp∗ = tp.V in,max
H

; UrMax∗ = UrMax
V in,max

;

ZMax∗ = ZMax
D

; and RMax∗ = RMax
D

.

 

 

 

 

 

 

• INPUT PARAMETERS 

• Vin,max (m/s) and D/H 

• INTERMEDIATE PARAMETER 

• tp*   

• OUTPUT PARAMETERS 

• UrMax (m/s), ZMax (m), RMax (m) 

Figure 2.24: Parameters in the generalized procedure to simulate a downburst
using the Paused Downburst model.

In order to simulate a downburst event with specified output parame-

ters, UrMax, ZMax, and RMax, a wide range of combinations of the input
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parameters, V in,max and D/H, and of the intermediate parameter, tp∗, may

be used. A large number of simulations were carried out for different input

and intermediate parameters and a generalized model has been developed and

is presented in the form of charts (refer to Figs. 2.25, 2.26, and 2.27). The

following generalized procedure may be followed to simulate a downburst using

the Paused Downburst model.

STEP 1: Select the required output parameters that characterize the

downburst to be simulated—i.e., select values of interest for UrMax, ZMax,

and RMax.

STEP 2: From CHART-ZT, select appropriate values of tp∗ and of

D/H corresponding to the desired ZMax value.

STEP 3: Read off the value of UrMax/V in,max from CHART-UT

corresponding to the selected values of tp∗ and D/H from STEP 2. Hence,

the required V in,max value for the simulation can be computed.

STEP 4: Read off the value of RMax/D from CHART-RT correspond-

ing to the selected tp∗ and D/H values from STEP 2. Hence, the required D

value for the simulation; this also established the required value of H.

STEP 5: Establish the CFD computational domain (see Fig. 2.13) and

carry out the desired simulation using the values of H, D, and V in,max

obtained from the steps above.

STEP 6: Extract the flow field data from the simulation at the paused

time instant, tp = (tp ∗×H)/V in,max. This extracted wind velocity data set
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provide the time-independent Paused Downburst model output. Post-process

the Paused Downburst model output to get the time-dependent output as

described in Section 2.5.2 for use in any application such as for planned wind

turbine loads analysis.
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Figure 2.25: Variation of ZMax with tp∗ : CHART-ZT.

Although the charts presented in Figs. 2.25, 2.26, and 2.27 provide guid-

ance for selection of model input parameters, it should be noted that small

errors in the normalization might result. Hence, it is possible that when the

CFD simulations are run, the time instant at which the simulation should be

paused might not be exactly as suggested by the procedure. It is recommended

that a few additional paused time instants are tried and the final data assessed
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Figure 2.26: Variation of UrMax with tp∗ : CHART-UT.

so as to yield the desired output parameters. Results from the paused down-

burst should be subjected to the post-processing discussed in Section 2.5.2

to yield the full time-dependent downburst model output that could be used

for any engineering application. A non-dimensional time of pause, tp∗, in the

range from 2.1 to 2.5 is seen to best match actual downburst data. Values

of tp∗ below 2.1 are not advised; also, values of tp∗ above 2.4 tend to cause

maximum velocities very close to the ground (around 5 to 10m above ground)

and these values are again not supported by actual observed data on down-

bursts. For the example case presented in Fig 2.15, the non-dimensional time
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Figure 2.27: Variation of RMax with tp∗ : CHART-RT.

of pause, tp∗, is 2.14.

2.7 Summary

The basic computational fluid dynamics principles needed for describing

the thunderstorm downburst phenomenon using the jet impingement concept

were presented along with the mathematical formulation. A computational

framework and domain needed for numerical solution of the problem using

commercial CFD software were presented. The detailed procedure for devel-

opment of the Paused Downburst model was presented where various issues
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to be considered in the modeling of downbursts were identified and addressed

logically in a step-wise manner. The model was validated and limitations

identified. Finally, a generalized model for downburst simulation was pre-

sented that can be used for practical applications. Application of this model

for wind turbine loads analysis is discussed next.
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Chapter 3

Response of a wind turbine subjected to the

simulated downburst winds

3.1 Introduction

In line with the objectives of this study, this chapter describes the

development of the full flow field for wind turbine loads analysis and compares

results with ongoing work where inflow wind fields for turbine loads analysis

are based on alternative approaches not based on CFD. As described earlier,

the full downburst wind field to which a wind turbine is subjected may be

represented as a combination of turbulent and non-turbulent parts. The non-

turbulent component of this wind flow field is obtained using the procedure

presented in Chapter 2. In this chapter, we discuss the simulation of the

turbulent component and the development of the combined (full) wind field.

Details related to the wind turbine model used for the load studies are also

presented here. After the wind field and the turbine model are established, the

loads analysis procedure is described. Finally, results from the analysis with

the CFD-based wind fields are compared with those obtained using alternative

downburst-related wind fields as inflow to the turbine.
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3.2 Wind field generation

3.2.1 Turbulence simulation

As discussed earlier, during a thunderstorm downburst, the wind ve-

locity at any point in space may be understood as resulting from a mean (non-

turbulent) component and a fluctuating turbulent component. The turbulent

part of any of the three orthogonal wind velocity components is a zero-mean

time series. Any single such time series can be generated from a target power

spectral density (PSD) function. The PSD function (or power spectrum) used

to generate the turbulence time series conveys information about the distribu-

tion of energy at different frequencies. Simulation of time series based on use

of a power spectrum is described by Newland [15]. Given a target PSD for

a specified point in 3-D space, a single turbulence component time series can

be simulated using Inverse Fourier Transforms and Fourier amplitudes given

in terms of PSD values. The simulation of turbulence time series at multiple

points in space and for all three turbulence components at each point requires

the use of target coherence functions in addition to target PSD functions. The

coherence function, Coh(x, y, f), between two random processes, x and y, is

defined in terms of the individual power spectra, Sxx(f) and Syy(f), and the

cross power spectral density function, Sxy(f), as follows:

Sxy(f) = Coh(x, y, f)
√
Sxx(f)Syy(f) (3.1)

Target coherence functions and target PSDs are used to generate cross power

spectral density functions for all pairs of desired turbulence time series per
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Eq. (3.1). The cross power spectra are then used to simulate the required

turbulence time series at all points using the Fourier techniques. A detailed

description of the procedure for simulating turbulence time series is described

by Veers [22] and Hansen [6].

3.2.2 Wind field simulation using TurbSim

The procedure outlined in the previous section to simulate turbulent

time series is implemented in the open-source software, TurbSim. This soft-

ware was developed at the National Renewable Energy Laboratory (NREL).

The user specifies spectral parameters and spatial configurations of interest—

TurbSim allows one to define target turbulence PSD models, turbulence in-

tensity levels, a wind profile, spatial grids, etc. Figure 3.1 shows how TurbSim

transforms frequency-domain input generated wind flow field time series that

are compatible with AeroDyn, which is used to compute aerodynamic loads

on wind turbines.

In order to use flow field time series for wind turbine loads analysis,

these time series need to be specified at discrete points in space on a two-

dimensional grid (see Fig. 3.2) representing the rotor plane of the wind turbine.

Simulated wind velocities on a single two-dimensional grid would be sufficient

as long as the incident wind direction always remains normal to the rotor

plane or the yaw error is small. A downburst flow field, as discussed, can be

thought to result from a jet impingement on the ground. In addition, the

flow is such that the inlet jet moves with time in a certain direction with the
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Figure 3.1: TurbSim simulation and its potential use in loads studies
(Jonkman [8]). The coherent structures option is not employed in this study.

translational speed of the downburst. Hence, to a stationary observer (or to a

wind turbine) in the vicinity of the downburst, the incident wind can change

direction significantly during the downburst. In order to account for these

large and sometimes rapid wind direction changes and associated yaw error,

any wind turbine loads analysis is best carried out by subjecting the turbine

to a flow field generated in a three-dimensional grid (or box) centered at the

turbine hub.

In the present study, wind velocity time series were simulated at each

point on a three-dimensional grid of 15 × 15 × 15 points at 10 m spacing,

centered at the turbine hub. All three orthogonal wind velocity time series
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Figure 3.2: Flow field grid on the rotor plane of the wind turbine

were simulated by adding the turbulent component time series generated us-

ing the PSD and coherence functions to the non-turbulent component time

series simulated using the Paused Downburst model. The radial and axial

velocity components in cylindrical coordinates of the axisymmetric flow of the

simulated downburst were transformed into the three-dimensional rectangular

coordinate system at every point in the spatial grid centered at the turbine
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hub. A user-defined FORTRAN subroutine was written and incorporated into

AeroDyn to make use of the wind velocity time series in aerodynamic load

computation. Additional information related to TurbSim and AeroDyn may

be found in Jonkman [8] and Laino [12], respectively .

3.3 Wind Turbine Model

A utility-scale 5-MW wind turbine (the NREL 5-MW baseline wind

turbine described in Jonkman et al. [9]) was used for the aeroelastic response

analysis. A schematic diagram of the wind turbine and properties and dimen-

sions of importance are presented in Fig. 3.3.

Figure 3.3: Wind Turbine Model Information (from Jonkman et al. [9]).
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3.4 Wind Turbine Response analysis

After the flow field is simulated and the wind turbine model defined,

another open-source program, FAST, is used to simulate the response of the

model wind turbine subjected to the downburst-related flow field including

turbulence. The program, FAST, was developed at NREL; it is a compre-

hensive aeroelastic simulator that may be used to predict extreme and fatigue

loads on two- and three-bladed horizontal-axis wind turbines (HAWTs). The

FAST user’s guide (Jonkman and Buhl [10]) provides a detailed description of

the files involved (input, output, etc.), the procedure to run the analysis, and

other information.

3.5 Results and Discussion

Turbine loads analyses were carried out for two cases. Each case cor-

responds to a different set of downburst parameters, UrMax, ZMax, and

RMax. Note that these are the output parameters of the Paused Downburst

model discussed in Chapter 2. The input parameters needed to simulate the

downbursts in order to obtain the target output parameters and the turbine

loads analysis results are described next.

The parameters that describe the downburst include UrMax, ZMax,

RMax, Krm, Td, Utrans, φ, Ro and Uamb; the first three of these parameters

have already been discussed. Among the other parameters, Krm is the rate

of change of Rmax with time; Td is the total duration of the storm; Utrans

and φ are the translational speed and direction, respectively, of the downburst
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with respect to the rotor plane (see Fig. 3.4); Ro is the initial position of the

storm (touchdown point) relative to the turbine; and Uamb is the ambient

wind speed assumed to act along the x direction as shown in Fig. 3.4. A value

of θo (see Fig. 3.4) equal to π (radians) was used in the simulations. Table 3.1

provides details related to the CFD simulation and the input parameters for

the Paused Downburst model (i.e., V in,max, D, H and tp) used to obtain the

target output parameters for the two cases studied. Table 3.2 provides details

on all the storm parameters for the two cases.

Figure 3.4: Plan view of the downburst and the wind turbine (taken from
Nguyen et al. [16]).

The FAST program was used for the wind turbine loads analysis for

the two cases. Results from using the Paused Downburst model to simulate

the downbursts are compared to those obtained using the model of Nguyen
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UrMax ZMax RMax H D V in,max tp tp∗
(m/s) (m) (m) (m) (m) (m/s) (s)

Case1 26.4 60 430 2000 1000 40 107 2.14
Case2 22.16 40 860 2000 2000 30 148 2.22

Table 3.1: Values of the output and input parameters for the Paused Down-
burst model used for Case1 and Case2.

Krm (m/s) Td (s) Utrans (m/s) φ (deg) Ro (m) Uamb (m/s)
1 960 8 15 4000 6

Table 3.2: Downburst parameters used in the wind turbine loads analysis (for
both Case1 and Case2 ).

et al. [16], which is a slightly modified version of the model proposed by Vi-

croy [23]. Such comparisons are summarized in Figs. 3.5 to 3.12. The wind

velocity plots (Figs 3.5, 3.7, 3.9 and 3.11) represent the wind speed at hub

height (90 m). Simulations were run with and without the inclusion of tur-

bulence. It is evident from the results that the Paused Downburst model are

very similar to those obtained using the wind field model of Nguyen et al. [16].

The small kinks in Fig. 3.11 may be explained by the discontinuity in the

normalized radial velocity profile at the radial position of the maximum radial

velocity (Fig 2.19).

3.6 Summary

An application of the Paused Downburst model developed in Chap-

ter 2 has been presented. Details of both the turbulent and non-turbulent

components of the full wind field simulation were discussed. A procedure to

stochastically simulate turbulent wind speed time series using power spectral
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(a) Paused Downburst model.
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(b) Based on the model of Nguyen et al. [16]

Figure 3.5: Comparison of wind speed (with turbulence) at hub height for
Case1.

63



0 200 400 600 800 1000
−5000

0

5000

10000

15000

Time (seconds)

F
la

pB
M

 (
kN

−
m

)

 

 

Blade 1
Blade 2
Blade 3
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(b) Based on the model of Nguyen et al. [16]

Figure 3.6: Comparison of blade flap bending moment (with turbulence) for
Case1.
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(b) Based on the model of Nguyen et al. [16]

Figure 3.7: Comparison of wind speed (without turbulence) at hub height for
Case1.
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Figure 3.8: Comparison of blade flap bending moment (without turbulence)
for Case1
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(b) Based on the model of Nguyen et al. [16]

Figure 3.9: Comparison of wind speed (with turbulence) at hub height for
Case2.
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(b) Based on the model of Nguyen et al. [16]

Figure 3.10: Comparison of blade flap bending moment (with turbulence) for
Case2.
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Figure 3.11: Comparison of wind speed (without turbulence) at hub height for
Case2.
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Figure 3.12: Comparison of blade flap bending moment (without turbulence)
for Case2.
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and coherence functions was briefly described. Details related to the wind

turbine model used in loads studies were presented. Loads analyses were car-

ried out for two distinct downburst cases. The applicability of the Paused

Downburst model was tested by comparing results with those based on an

alternative model for downburst wind field simulation. Good agreement be-

tween the two approaches was observed for loads computed in both downburst

cases. We conclude that the Paused Downburst model can serve as a viable

computational model that may be used as an alternative to available analytical

models for simulating thunderstorm downbursts.
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Chapter 4

Conclusions

4.1 Overview of the research study

In many regions of the world, thunderstorm downbursts are frequently

occurring natural phenomena. Also, they have been known to influence wind

turbines and sometimes cause damage to them. A study of the influence of

downbursts on wind turbines helps in assessing potential risks to the per-

formance of wind turbines. Downbursts are complex atmospheric events to

simulate for use in practical applications such as wind turbine loads analysis.

Some experimental and analytical/empirical models have been developed in

the last few decades informed greatly by field data. The present study aims

at developing an alternative model to simulate thunderstorm downburst using

computational fluid dynamics (CFD) with appropriate simplifying assump-

tions. We also seek to assess the applicability of the developed CFD model in

wind turbine loads analysis and to compare it with other ongoing research on

downburst effects on wind turbines.
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4.2 Concluding remarks

A computational model termed a “Paused Downburst” has been devel-

oped. Comparison with other models for downburst wind field generation has

shown that this Paused Downburst model can emulate the characteristics of

other downburst models and can be effectively used as an alternative procedure

to simulate downbursts entirely using computational methods. This model de-

velopment was clearly objective-driven; we sought to establish a model that

would capture characteristics of a recorded and well-documented downburst

event in the literature (the Andrews AFB downburst). Given that the model

was applied to carry out dynamic analyses of wind turbines, it is clear that

the nature of the simulated time series would have a key influence on the

results. Hence, emphasis was given to developing a model that could resem-

ble a Andrews AFB downburst-type time series. It is to be noted that the

Paused Downburst model can only simulate a time series similar to that of

the Andrews AFB downburst, which is assumed to be representative of typi-

cal downbursts. The same limitation holds for available analytical/empirical

models for downbursts. This limitation is mainly because of a lack of sufficient

available good-quality data that describe characteristics of downbursts.

4.3 Recommendations for future work

Based on the procedures developed here, it is suggested that additional

computational models be created based on the “Paused Downburst” concept

to simulate downbursts with non-axisymmetric three-dimensional character-
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istics. Also, three-dimensional translatory downbursts should be studied to

reflect realistic downbursts. None of these models can be considered reliable

unless they are validated using recorded downburst data. Hence, an extensive

program to record downburst time series at various locations is recommended.

This would help to understand realistic storm/downburst characteristics and,

thus, could lead to the development of more accurate models to simulate down-

bursts for engineering applications such as in wind turbine loads studies.
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