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The character of the first galaxies at redshifts z ≥ 10 strongly depends

on the star formation which takes place during their assembly. Conducting

cosmological hydrodynamics simulations, we study how the radiative output

and chemical enrichment from the first stars impacts the properties of the first

galaxies. We find that the radiative feedback from the first stars suppresses

the star formation rate at redshifts z ≥ 15 by a factor of only a few. In

turn, this suggests that a large fraction of the first galaxies may form from

gas which has already been enriched with the first heavy elements ejected by

primordial supernovae. In order to characterize the properties of primordial

dwarf galaxies, we carry out radiation hydrodynamics simulations which al-

low to determine how the luminosities in hydrogen and helium emission lines

depend on the initial mass function of the stars in the galaxy. As well, we

show that the chemical abundance patterns observed in metal-poor Galactic
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halo stars contain the signature of the first supernovae, and we use this data

to indirectly probe the properties of the first stars.
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Chapter 1

Overview

The epoch of the formation of the first galaxies stands as one of the

primary frontiers of cosmology today. In addition to confirming the success

of the standard ΛCDM cosmology at describing the Universe at very large

scales, detailed measurements of the cosmic microwave background (CMB)

have given us a detailed picture of the state of the universe a few hundred

thousand years after the Big Bang, at the onset of the Cosmic Dark Ages. As

well, direct observations of distant galaxies, quasars, and gamma-ray bursts

have revealed the tantalizing degree of evolution that the Universe underwent

in the first billion years. The reionization of the intergalactic medium by the

first generations of stars, the rapid chemical enrichment of massive galaxies,

and the vigorous growth of supermassive black holes had all taken place by

this early time. As of yet, however, there is little direct observational evidence

detailing how the first stars and galaxies brought an end to the relatively

simple state of the Universe during the Cosmic Dark Ages and began the

transformation of the Universe to the complex state which is observed today.

In the following Chapters, we investigate the role that the first gener-

ations of stars play in shaping the formation of the first galaxies, which form
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at redshifts z≥ 10, several hundred million years after the Big Bang. The

primary technique that we employ in this investigation is the simulation of

the growth of cosmological structure, and of the processes associated with the

star formation that accompanies the formation of structure. In particular, we

focus on the effects of the radiation emitted by stars during their lives and on

the effects of the dispersal of the first heavy chemical elements which occurs

at their deaths.

Chapters 2 and 3 concern the impact of the high-energy radiation emit-

ted by the first stars, believed to have masses of the order of 100 M¯. Such

massive stars live for only ≤ 3 Myr and shine extraordinarily brightly, with

luminosities of the order of a million times that of our Sun. They emit copious

amounts of both ionizing radiation and molecule-dissociating radiation, each

of which can dramatically impact their surroundings and the subsequent evo-

lution of the Universe. In Chapter 2 we present a simulation which captures

the effects of these forms of high-energy radiation in the local vicinity of a

primordial protogalaxy, while in Chapter 3 we consider the impact that a cos-

mological background of molecule-dissociating radiation has on the formation

of the first generations of stars, and in turn on the nature of the first galaxies.

Chapters 4 and 5 concern the observational signatures of the first stars

and galaxies. Some fraction of the first dwarf galaxies, with masses of the order

of 108 M¯, is likely to form from primordial gas which has not yet undergone

enrichment by Population III (Pop III) supernovae. These galaxies will host

what may be the only purely Pop III stellar clusters, and direct detection of the
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radiation from these clusters thus represents one of the few ways that we may

directly probe the properties of primordial stars. In Chapter 4 we present the

results of simulations which capture the radiative signature of such clusters,

and we discuss how observations of this signature may be used to constrain

the stellar initial mass function (IMF) and the star formation rate in the first

galaxies.

Some fraction of primordial stars explode as supernovae, thereby eject-

ing the first heavy elements into the primordial gas, from which subsequent

generations of stars form. Stars formed from such metal-enriched gas are likely

to be much lower in mass than the first stars, some of them having masses

lower than that of the Sun, thereby surviving to the present-day. Chemical

abundance analyses of ancient metal-poor stars in the halo of the Milky Way

can thus reveal the composition of the gas from which these stars formed,

which in turn reflects the chemical signature of the first supernova explosions

and so the masses of the first stars themselves. In Chapter 5 we present two

studies, the first of which seeks to validate this practice of stellar archaeology

as a means to learn about the properties of primordial stars, in addition to

offering a prediction for the lowest metallicity stars which may be observed

in the Galaxy. The second describes a model for the chemical evolution of

the first galaxies which is used, in conjunction with the measured chemical

abundances of metal-poor stars, to place constraints on the fraction of of very

massive stars exploding as supernovae in the early Universe.
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Chapter 2

Radiative Feedback in the Formation of the

First Galaxies

2.1 Introduction

The formation of the earliest galaxies plays a key role in a number

of the most important questions being addressed in cosmology today. The

first galaxies are predicted to have been the dominant sources of the radiation

which reionized the universe (e.g. Ciardi et al. 2006), and they may have

hosted the majority of primordial star formation (Greif & Bromm 2006; but

see also Jimenez & Haiman 2006). They are the likely sites for the formation

of the most metal-poor stars that have recently been found in our Galaxy (e.g.

Christlieb et al. 2002; Beers & Christlieb 2005; Frebel et al. 2005), and pos-

sibly for the first efficient accretion onto the stellar black holes (see Johnson

& Bromm 2007) which may have been the seeds for the ∼ 109 M¯ black holes

that are inferred at redshifts z ≥ 6 (Fan et al. 2004, 2006). Furthermore,

an understanding of the formation of the first galaxies is crucial for the inter-

pretation of galaxies now beginning to be observed at z ≥ 6 (e.g. Mobasher

et al. 2005; Iye et al. 2006; Bouwens & Illingworth 2006), as well as of the

objects at redshifts z ≥ 10 which are expected to be detected with upcoming

telescopes such as the James Webb Space Telescope (JWST ) (Gardner et al.
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2006). Among these systems there promise to be some of the first metal-free

objects that will be observable, and as such it is important that theoretical

predictions of their properties are made.

What were the effects of the radiative feedback from the first genera-

tions of stars on the formation of the first galaxies? It is now widely held that

the first stars (termed Population III) were likely very massive, and therefore

emitted copious amounts of radiation which profoundly affected their sur-

roundings (Bromm et al. 1999, 2002; Abel et al. 2002; Yoshida et al. 2006;

Gao et al. 2007). Recent work has demonstrated that the H II regions sur-

rounding the first stars were able to evacuate the primordial gas from the

minihalos that hosted these objects (Whalen et al. 2004; Kitayama et al.

2004; Alvarez et al. 2006; Abel et al. 2006). The impact of these H II regions

on second generation star formation is complex (e.g. Ricotti, Gnedin & Shull

2001; Oh & Haiman 2003; Ahn & Shapiro 2006; Susa & Umemura 2006).

While initially the density in these regions is suppressed and the gas within

heated to ≥ 104 K, vigorous molecule formation can take place once the gas

begins to cool and recombine after the central Pop III star has collapsed to fom

a massive black hole, leading to the possibility of the formation of low-mass

primordial stars (Nagakura & Omukai 2005; O’Shea et al. 2005; Johnson &

Bromm 2006, 2007; Yoshida et al. 2007).

An additional radiative feedback effect from the first stars is the photo-

dissociation of the fragile hydrogen molecules which allow the primordial gas

to cool and collapse into minihalos, with virial temperatures ≤ 8,000 K (e.g.
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Barkana & Loeb 2001). The effects of the molecule-dissociating radiation

from the first stars can reach far beyond their H II regions (e.g. Ciardi et

al. 2000), and thus star formation in distant minihalos may have been de-

layed or quenched altogether (e.g. Haiman et al. 1997, 2000; Mackey et al.

2003). Interestingly, however, while the general intergalactic medium (IGM)

at the epoch of the first stars becomes optically thick to Lyman-Werner (LW)

photons only over vast distances (e.g. Haiman et al. 2000; see also Glover &

Brand 2001), the high molecule fraction that persists inside the first relic H II

regions leads to a high optical depth to these photons, potentially allowing

star formation to take place in minihalos down to lower redshifts than would

otherwise be possible (Ricotti et al. 2001; Oh & Haiman 2002; Machacek et

al. 2001, 2003; Johnson & Bromm 2007).

In the present work, we self-consistently track the formation of, and the

radiative feedback from, individual Pop III stars in the course of the formation

of a primordial protogalaxy. We compute in detail the H II regions and LW

bubbles of each of these sources, and follow the evolution of the primordial

gas as it becomes incorporated into the protogalaxy. In § 2, we describe our

numerical methodology. Our results are presented in § 3, while we summarize

our conclusions and discuss their implications in § 4.
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2.2 Methodology

2.2.1 Cosmological Initial Conditions and Resolution

We employ the parallel version of GADGET for our three-dimensional

numerical simulations. This code includes a tree, hierarchical gravity solver

combined with the smoothed particle hydrodynamics (SPH) method for track-

ing the evolution of the gas (Springel, Yoshida & White 2001). Along with

H2, H
+
2 , H, H

−, H+, e−, He, He+, and He++, we have included the five deu-

terium species D, D+, D−, HD and HD−, using the same chemical network as

in Johnson & Bromm (2006, 2007).

We carry out a three-dimensional cosmological simulation of high-z

structure formation which evolves both the dark matter and baryonic compo-

nents, initialized according to the λCDM model at z = 100. As in earlier work

(Bromm et al. 2003; Johnson & Bromm 2007), we adopt the cosmological

parameters Ωm = 1 − ΩΛ = 0.3, ΩB = 0.045, h = 0.7, and σ8 = 0.9, close to

the values measured by WMAP in its first year (Spergel et al. 2003). Here we

use a periodic box with a comoving size L = 460 h−1 kpc, but unless stated

explicitly, we will always refer to physical distances in the present work. Our

simulation uses a number of particles NDM = NSPH = 1283, where the SPH

particle mass is mSPH ∼ 740 M¯.

We have determined the maximum density of gas that can be reliably

resolved in this simulation by carrying out a cosmological simulation from z

= 100, in which we allow the gas to cool and collapse into minihalos without

including radiative effects. We then compare the minimum resolved mass,
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which we take to be ∼ 64 mSPH, with the Bonnor-Ebert mass, given by (see,

e.g., Palla 2002)

MBE ' 700M¯

(

T

200K

)3/2
( n

104cm−3

)−1/2

, (2.1)

where n and T are the number density and temperature of the gas, respectively.

As shown in Figure 2.1, the gas evolves according to the canonical behavior

of primordial gas collapsing in minihalos (see, e.g., Bromm et al. 2002). We

expect the gas in our simulations with radiative feedback to behave similarly

as it collapses to high densities, since it is the formation of, and cooling by,

molecules which will drive the collapse in both cases. Thus, we take the

maximum density that we can reliably resolve to be that at which the Bonnor-

Ebert mass becomes equal to the resolution mass. As is evident in Figure 2.1,

this criterion results in a maximum resolvable density of nres ∼ 20 cm−3. This

density is four orders of magnitude higher than the background mean density

at a redshift of z ≥ 15, and such overdensities only occur in the minihalos

within which the first Pop III stars form (see, e.g., Bromm & Larson 2004;

Yoshida et al. 2006). We take it here that one Pop III star, assumed to have a

mass of 100 M¯, will form from this dense, collapsing primordial gas inside a

minihalo, consistent with recent work which shows that, in general, only single

stars are expected to form in minihalos under these conditions (Yoshida et al.

2006). Pop III stars with this mass are predicted to directly collapse to a black

hole, and therefore produce no supernova explosion (e.g. Heger et al. 2003),

which allows us to self-consistently neglect the possibility of ejection of metals

8



Figure 2.1: Determining the maximum density resolvable in our simulations.
To reliably resolve the properties of the gas in our simulation, the Bonnor-
Ebert mass, similar to the Jeans mass, must be larger than the mass in the
SPH smoothing kernel. For added assurance, we take the minimum resolvable
mass to be twice the mass in the kernel. This value for the resolution mass
is shown by the dashed horizontal line. For densities higher than nres ∼ 20
cm−3, the Bonnor-Ebert mass may be exceeded by the resolution mass, and so
we take it that we can only resolve the properties of the gas at densities below
this value. We note that the two structures emerging at high densities are two
spatially distinct halos of different mass which are undergoing collapse.
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into the primordial gas. We will consider this possibility in future work. In

the present work, we focus on the radiative feedback from the first stars.

2.2.2 Radiative Feedback

In our simulations with radiative feedback, we assume that stars are

formed in minihalos which acquire densities higher than nres = 20 cm−3. In

order to account for the radiative feedback from a star formed in a minihalo,

the gas surrounding the star is first photo-heated. We then calculate the

extent of the H II region, as well as of the LW bubble around the star. We

carry out this procedure every time a star forms in the simulation. The Pop III

star will soon die, and we then let the simulation evolve once more, allowing

recombination to take place in the relic H II region, and for molecules to reform

within the relic LW bubble. We expect that this procedure will provide reliable

results, as the ≤ 3 Myr lifetime of a Pop III star is short compared to the

typical dynamical times of the gas in this simulation.

2.2.2.1 Photoionization

To account for the presence of a 100 M¯ Pop III star in the minihalos in

which the gas collapses to a density of nres, we first photoheat and photoionize

the gas within 500 pc of the gas particle which first reaches this density for

a duration of the lifetime of the star, using the same heating and ionization

rates as in Johnson & Bromm (2007). Our choice of a 500 pc radius ensures

that the entire gas within the source minihalo, with virial radius ∼ 150 pc, is

10



photoheated, but that we do not photoheat the dense, neutral gas in neigh-

boring halos. Just as in this previous work, we reproduce the basic density

and velocity structure of the gas within 500 pc of the central source that has

been found in detailed one-dimensional radiation hydrodynamics calculations

(Kitayama et al. 2004; Whalen et al. 2004).

Once this density structure is in place around the point source, we

employ a ray-tracing technique to solve for the H II region that surrounds the

star at the end of its life. We cast rays in Nray ∼ 100,000 directions from the

central source, and divide each ray into 500 segments. Then, we add up all

of the recombinations that take place over the course of the star’s lifetime in

each bin along each of the Nray rays, taking the number of recombinations to

be

Nrec = αBn
2
mean

4π

Nray

t∗r
2dr , (2.2)

where αB is the case B recombination coefficient, r is the distance of the bin

from the star, dr is length of the bin in the direction radial to the star, and

t∗ is the lifetime of the star, here taken to be 3 Myr (Schaerer 2002). We

compute nmean, the average number density of hydrogen atoms in a bin, as

nmean =

∑

nH
Npart

. (2.3)

Here Npart is the number of SPH particles in the bin and nH is the number

density of hydrogen of the individual SPH particles in that bin.
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Next, we assume that the star radiates an equal number of photons

in every direction, and we take the total number of ionizing photons that it

radiates in its lifetime to be

Nion = Qiont∗ , (2.4)

where we have chosen Qion, the average number of ionizing photons emitted

per second by the star, to be 1050 s−1 (see Bromm et al. 2001; Schaerer 2002).

We then add up the recombinations in all of the bins, along each of the rays,

beginning with those closest to the star and moving outward, until the number

of recombinations along a ray equals the number of ionizing photons that are

emitted along that ray. If the number of recombinations in the bin falls below

the number of atoms in the bin, then we count the number of atoms in the

bin against the number of photons as well. Doing this for each of the rays, we

solve in detail for the H II region of the star. We set the free electron fraction

to unity for each of the SPH particles that lie within the H II region. We set

the temperature of the SPH particles within the H II region, but outside of

the 500 pc photo-heated region, to T = 18,000 K, roughly the value at the

outer edge of the photo-heated region. As well, the fraction of molecules in

the H II region is set to zero, as we assume that all molecules are collisionally

dissociated at the high temperatures in the H II region.
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2.2.2.2 Photodissociation

To find the region in which the LW radiation from the star destroys

H2 and HD molecules, the “LW bubble” in our terminology, we carry out a

ray-tracing procedure similar to the one used to solve for the H II region. We

use the same bins as in that procedure, but now we evaluate the formation

time of H2 molecules in each bin and compare this both to the lifetime of the

star and to the dissociation time of the molecules. For each bin, we compute

the H2 formation time as

tform,H2
=
∑ nH2

nH(k1nH+
2
+ k2nH−)

/Npart , (2.5)

where nH+
2
and nH− are the number densities of H+

2 and H−, respectively. The

sum is over all the particles in the bin, Npart, and k1 and k2 are the rate

coefficients for the following two main reactions that produce H2:

H + H+
2 → H+ +H2 ,

H + H− → e− +H2 .

We adopt the following values for these rate coefficients (de Jong 1972; Karpas

et al. 1979; Haiman et al. 1996):

k1 = 6.4× 10−10cm3s−1 , (2.6)
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k2 = 1.3× 10−9cm3s−1 . (2.7)

The dissociation time for the molecules is obtained by finding the flux

of LW photons from a 100 M¯ Pop III star, assumed to be a blackbody emitter

with radius R∗ ' 3.9R¯ and effective temperature T∗ ' 105 K (e.g., Bromm

et al. 2001). The dissociation time for unshielded molecules at a distance R

from the star is then given by (Abel et al. 1997)

tdiss,H2
∼ 105 yr

(

R

1kpc

)2

. (2.8)

Next, we note that for molecules to be effectively dissociated by the LW

radiation, the dissociation time of the molecules must be shorter than both

the lifetime of the star and the formation time of the molecules. Therefore, we

compare all of these timescales for each bin along each ray and set the fraction

of molecules to zero if tdiss,H2
≤ tform,H2

and tdiss,H2
≤ t∗. If this condition is not

satisfied, then the molecule fraction is left unchanged from its value before the

formation of the star. This allows for the possibility of the effective shielding

of H2 molecules because it accounts for the build-up of H2 column density, for

instance, in relic H II regions or in collapsing minihalos where the formation

time of H2 is relatively short.

We take into account the effects of self-shielding by adding up the H2

column density N(H2) along the ray contributed by each bin in which the
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molecules are not effectively dissociated. We then adjust the dissociation time

for the molecules in shielded bins according to (Draine & Bertoldi 1996):

tdiss,H2
∼ 105 yr

(

R

1kpc

)2(
N(H2)

1014 cm−2

)0.75

, (2.9)

when the column density of molecules between the bin and the star is N(H2)

≥ 1014 cm−2.

The ionic species H− and H+
2 , which are reactants in the main reactions

which form H2, can also, in principle, be destroyed by the radiation from the

star. The photo-dissociation times for these species are given in terms of the

temperature of the star T∗, the source of thermal radiation in our case, and the

distance from the star R, as (Dunn 1968; de Jong 1972; Galli & Palla 1998)

tdiss,H+
2
= 5× 10−2T−1.59

∗ exp

(

82000

T∗

)(

R

R∗

)2

s , (2.10)

tdiss,H− = 9.1T−2.13
∗ exp

(

8823

T∗

)(

R

R∗

)2

s . (2.11)

For the 100M¯ star, we find that tdiss,H+
2
∼ 5 × 103 yr ( R

1kpc
)2 and tdiss,H− ∼

9 × 102 yr ( R
1kpc

)2. The formation times for these species, on the other hand,

are

tform,H− = nH−

(

dnH−

dt

)−1

∼ 3× 103yr , (2.12)
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tform,H+
2
= nH+

2

(

dnH+
2

dt

)−1

∼ 4× 103yr , (2.13)

for primordial gas at a temperature of T = 100 K and a density of nH = 10−2

cm−3, typical for gas at the outskirts of a collapsing minihalo. These formation

timescales become much shorter for gas deeper inside minihalos, where the

densities and temperatures are generally higher. It is in these regions, in

and around minihalos, where the presence of molecules is most important for

cooling the gas. Within these regions the photo-dissociation times for these

ionic species are less than their formation times only if they are located ≤ 2 kpc

from the star. Thus, photo-dissociation of these species will become ineffective

at distances ≥ 2 kpc from the star, a distance comparable to the size of the

H II region of a Pop III star (Alvarez et al. 2006; Abel et al. 2006). Since we

assume that molecules are collisionally destroyed inside the H II region, and

since the LW bubble will generally be larger than the H II region, we ignore

the photo-dissociation of H− and H+
2 in our calculations.

LW photons can also be absorbed by hydrogen atoms, through the

Lyman series transitions, as discussed in detail by Haiman et al. (1997, 2000).

However, this atomic absorption will only have a significant effect on the LW

flux over distances large enough that the Hubble expansion causes many of the

LW photons to redshift to wavelengths of the Lyman series transitions. The

light-crossing time for our cosmological box is much shorter than the Hubble

time at the redshifts that we consider. Thus, LW photons will be negligibly

redshifted as they cross our cosmological box and we can safely neglect the
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minimal atomic absorption of these photons that may take place.

It has also been found that a shell of H2 molecules may form ahead

of the expanding H II regions surrounding the first stars (see Ricotti et al.

2001). These authors find that such shells may become optically thick to LW

photons. However, Kitayama et al. (2004) have discussed that such shells are

likely short-lived, persisting for only a small fraction of the lifetime of the star.

Thus, for our calculations we neglect the possible formation of such a shell,

as we expect that the opacity to LW photons through this shell will be very

small when averaged over the lifetime of the star. Additionally, as we show in

section 2.3.1, the regions affected by the LW feedback from a single Pop III

star extend, at most, only a few kiloparsecs beyond the H II region of such

a star, which itself extends ∼ 5 kpc. If an H2 shell forms ahead of the H II

region, then the extent of the LW bubble will only be suppressed by, at most,

a factor of a few in radius.

2.2.3 Sink Particle Formation

We have carried out two simulations, one with radiative feedback and

one in which the simulation evolves without including radiative effects. For

the former simulation, we allow stars to form when the density reaches nres,

and the expansion of the gas around the star due to photo-heating suppresses

the density so that our resolution limit is not violated. For the simulation

without radiative feedback we allow sink particles to form when the density of

the gas reaches nres. Since the sink particles will form only in minihalos which
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are expected to form Pop III stars, we are able to track the star formation

rate in the case without feedback by tracking the formation of sink particles.

We can then compare the sites, and rates, of star formation in each of the

simulations in order to elucidate the effect that radiative feedback has on Pop

III star formation.

2.3 Results

In this section we discuss the evolution of the primordial gas under the

influence of the radiative feedback which arises as the first stars are formed in

a region destined to subsequently be incorporated into the first protogalaxy.

Indeed, other effects will become important in the course of the buildup of

the first galaxies. Among them is the ejection of metals into these systems

by the first supernovae (e.g. Bromm et al. 2003). However, we consider the

early regime in which Pop III star formation dominates, and the effects of

metals might not yet be important. Initially only taking into account the

stellar radiative feedback, and neglecting chemical enrichment, relies on our

simplifying assumption that only 100 M¯ black hole-forming Pop III stars

form , which are predicted not to yield supernovae, and therefore not to eject

metals into their surroundings (Heger et al. 2003).

Although the initial mass function (IMF) of the first generation of stars

is not known with any certainty yet, there is mounting theoretical evidence

that Pop III stars were very massive, and thus it is very likely that many of

these stars ended there lives by collapsing directly to black holes, emitting
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few or no metals into the IGM (see Fryer et al. 2001; Heger et al. 2003).

Here we assume that all of the stars that form within our cosmological box are

black hole-forming stars which do not enrich the IGM with metals, and which

therefore allow subsequent metal-free star formation to occur. Eventually,

however, stars which create supernovae will form, and the ejected metals will

be incorporated into the first protogalaxies, thus drawing the epoch of metal-

free star formation to a close. In light of this, we end our simulation after

the formation of the eighth star in our box at a redshift of z ∼ 18, as we

expect that at lower redshifts the effects of the first metals ejected into the

primordial gas will become important (but see Jappsen et al. 2007). Also,

at lower redshifts global LW feedback, due to star formation at distances far

larger than our cosmological box, will become increasingly important. That

said, by tracking the formation of individual Pop III stars in our box, we are

able to find a variety of novel results concerning the local radiative feedback

from the first generations of stars.

2.3.1 The First H II Region and Lyman-Werner Bubble

The first star appears in our cosmological box at a redshift of z ∼ 23.

It forms inside a minihalo with a total mass ≤ 106 M¯ and the gas within this

halo is evaporated due to the photo-heating from the star. The H II region that

is formed around the star can be seen in Figure 2.2, which shows the electron

fraction, H2 fraction, temperature, and density of the gas, in projection. The

H II region, which has a morphology similar to those found in previous studies,
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extends out to ∼ 4 kpc from the star, also similar to results found in previous

works (Alvarez et al. 2006; Wise et al. 2006; Yoshida et al. 2007).

As shown in Figure 2.2, the molecules within ∼ 5 kpc are photodisso-

ciated by the LW radiation from the first star, and the LW bubble extends to

only ∼ 1 kpc outside of the H II region. Noting that the formation timescale

for H2 in the neutral IGM at these redshifts is of the order of ∼ 300 Myr, much

longer than the lifetime of the massive stars that we consider here, we can esti-

mate the distance through the IGM that the LW bubble should extend, RLW,

by evaluating the criterion for the effective dissociation of molecules at this

distance from the first star: tdiss,H2
= t∗. Using equation (2.8) and taking the

lifetime of the star to be 3 Myr gives RLW ∼ 5 kpc, consistent with the result

we find for the first star, shown in Figure 2.2 (see also Ferrara 1998). Outside

of this LW bubble molecules will not be dissociated effectively by the single

Pop III star, owing largely to its short lifetime. Only when continuous star

formation sets in will the LW bubbles of the first generations of stars merge

and become large enough to establish a more pervasive LW background flux

(see e.g. Haiman et al. 2000).

2.3.2 Thermal and Chemical Evolution of the Gas

The properties of the primordial gas within our box are strongly time-

dependent, as any gradual evolution of the gas is disrupted each time a star

turns on and heats the gas, ionizes atoms, and photodissociates molecules.

Certain robust patterns, however, do emerge in the course of the evolution of
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Figure 2.2: The first H II region and LW bubble. Clockwise from top-left
are the temperature, electron fraction, H2 fraction, and density, plotted in
projection. While the size of our cosmological box is ∼ 27 kpc in physical
units at this redshift, z ∼ 23, here we have zoomed into the inner 20 kpc,
in order to see detail around the first star. The H II region extends out to
∼ 4 kpc in radius, while the LW bubble extends to ∼ 5 kpc, within which
the molecule fraction is zero. In each panel, the lighter shades signify higher
values of the quantity plotted.
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the primordial gas. Figure 2.3 shows the chemical and thermal properties of

the gas at a redshift z ∼ 18, just after the death of the eighth star in our

cosmological box. Here, the light-shaded particles are those which have been

contained within an H II region, and so have passed through a fully ionized

phase.

The ionized gas in the H II regions begins to recombine and cool once

the central star dies. The dynamical expansion of these hot regions leads to the

adiabatic cooling of the gas, as can be seen in the upper left panel of Figure 2.3.

The plot shows relic H II regions at different evolutionary stages. The older

ones are generally cooler, owing to the molecular cooling that has had more

time to lower the temperature of the gas. Indeed, the first relic H II regions by

this redshift, ∼ 70 Myr after the first star formed, have already cooled to near

the temperature of the un-ionized gas. The electron fraction of the relic H II

region gas, however, is still much higher than that of the un-ionized gas, as

can be seen in the upper-right panel of Figure 2.3. That the cooling of the gas

occurs faster than its recombination leads to the rapid formation of molecules

(e.g. Kang & Shapiro 1992; Oh & Haiman 2003; Nagakura & Omukai 2005;

Johnson & Bromm 2006). This elevated fraction of both H2 and HD molecules

in the relic H II region gas is evident in the bottom panels of Figure 2.3.

The high abundance of molecules in relic H II regions can lead to ef-

ficient cooling of the gas, and this has important consequences in the first

protogalaxies. In particular, a high fraction of HD in these regions could al-

low the gas to cool to the temperature of the cosmic microwave background

22



Figure 2.3: The properties of the primordial gas at redshift z ∼ 18, at the end
of the life of the eighth star. The SPH particles which have experienced an
ionized phase within an H II region are colored in orange (gray), while those
that have not are in black. Clockwise from the top-left, the temperature, free
electron fraction, HD fraction, and H2 fraction are plotted as functions of gas
density. The relic H II region gas cools largely by adiabatic expansion, but,
importantly, also by cooling facilitated by the high abundance of H2 and HD
molecules, which arises owing to the high electron fraction in this gas. The
high electron fraction persists until the gas has collapsed to densities of ≥ 10
cm−3, as can be seen in the top-right panel. The molecule fraction is highest
at low densities for gas in which the molecules have not been destroyed by LW
feedback, giving rise to the features seen at low densities in the bottom two
panels.
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(CMB), TCMB, the lowest temperature attainable by radiative cooling, and

this effective cooling may lead to the formation of lower mass metal-free stars

(Nagakura & Omukai 2005; Johnson & Bromm 2006; Yoshida 2006). Indeed,

Figure 2.3 shows that the HD fraction can greatly exceed the minimum value

needed for efficient cooling to the CMB temperature floor in local thermody-

namic equilibrium (LTE), fHD,crit ∼ 10−8 (Johnson & Bromm 2006).

While the LW feedback from the stars that form in our box can very

effectively destroy molecules within ∼ 5 kpc of the stars by the end of their

lives, this feedback is not continuous. Following the death of a given star,

the molecules will begin to reform in the absence of LW radiation. The time

required for the formation of H2 molecules is sensitively dependent on the

ionized fraction of the gas, but the formation time can be relatively short for

un-ionized gas at high densities, as well. In relic H II regions the fraction of

H2 can reach 10−4 within ∼ 1 Myr (Johnson & Bromm 2007). In collapsing

minihalos, where the molecules play a key role in cooling the gas and allowing it

to continue collapsing, the formation times are in general longer at the densities

we consider here, n ≤ 20 cm−3. We find that the formation timescale for un-

ionized gas collapsing in minihalos is tform,H2
∼ 5× 105 yr at a density of 1 cm−3

and a temperature of 900 K, and tform,H2
∼ 7 × 106 yr at a density of 0.1 cm−3

and a temperature of 500 K. The average time between the formation of stars

in our box is ∼ 10 Myr, and so the molecules inside sufficiently dense minihalos

can often reform and allow the gas to continue cooling and collapsing, in spite

of the intermittent LW feedback from local star forming regions.

24



In order to evaluate the possible effects of continuous LW feedback from

sources outside of our box, we have carried out simulations in which we include

a LW background which destroys H2 molecules at a rate given by (Abel et al.

1997)

kdiss = 1.2× 10−12JLW s−1 , (2.14)

where JLW is the flux of LW photons in units of 10−21 ergs s−1 cm−2 Hz−1 sr−1.

We have carried out simulations in which the value of JLW is taken to be zero

before the formation of the first star and 0.1, 10−2, and 10−3 afterwards, when

a LW background might be expected to begin building up due to distant star

formation. For each of these simulations, we found the formation redshift of

the second star in the box to be z2nd = 16.3, 20, and 20.5, respectively. In

our main simulation, in which we neglect a possible background LW flux, the

second star formed at z2nd = 20.6. This demonstrates that a background LW

flux of JLW ≤ 10−2 would likely have little impact on our results, while a larger

LW flux would simply delay the collapse of gas into minihalos and so lower the

overall star formation rate in our box, consistent with previous findings (see

e.g. Machacek et al. 2001; Mesinger et al. 2006). We emphasize, however, that

for a substantial LW background to be established, a relatively high continuous

star formation rate must be achieved, as we have shown that individual Pop

III stars can only be expected to destroy molecules within ∼ 5 kpc of their

formation sites. In the very early stages of the first star formation, when

short-lived single stars are forming in individual minihalos (see e.g. Yoshida
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et al. 2006), it appears unlikely that a substantial LW background would be

established, the feedback from the sources being instead largely local. It may

be only later, when continuous star formation begins to occur in larger mass

systems that a pervasive LW background would likely be built up (see, e.g.,

Haiman et al. 2000; Greif & Bromm 2006).

2.3.3 Shielding of Molecules by Relic H II Regions

As star formation continues, the volume occupied by relic H II regions

increases. Because of the high molecule fraction that can develop in these re-

gions, owing to the large electron fraction that persists for ≤ 500 Myr (Johnson

& Bromm 2007), the increasing volume of the IGM occupied by relic H II re-

gions implies an increase in the optical depth to LW photons in the vicinity of

the first star formation sites. By a redshift of z ∼ 18, eight stars have formed

in our cosmological box and each has left behind a relic H II region.

As can be seen in Figures 2.3 and 2.4, the gas inside the relic H II regions

that have formed contains an H2 fraction generally higher than the primordial

abundance of 10−6, and up to an abundance of ∼ 10−3 in the denser regions.

This elevated fraction of H2 inside the relic H II regions leads to a high optical

depth to LW photons, τLW, through the relic H II regions. The column density

through a relic H II region which recombines in the absence of LW radiation can

become of the order of NH2
∼ 1015 cm−2 (Johnson & Bromm 2007). Because

the molecules in the relic H II regions that we consider here are subject to LW

feedback from neighboring star formation regions, the optical depth through
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Figure 2.4: The properties of the primordial gas at the end of the life of
the eighth star in our box, at redshift z ∼ 18. Clockwise from top-left are
the temperature, electron fraction, H2 fraction, and density of the gas, in
projection. Here we show the entire cosmological box, which is ∼ 35 kpc
in physical units. Note the high electron and H2 fractions in the relic H II
regions, where recombination is taking place. The elevated H2 fraction in these
regions raises the optical depth to LW photons through them significantly, as
is illustrated in Fig. 2.5. The temperature in the older relic H II regions is not
greatly elevated as compared to the temperature of the un-ionized gas, owing
to the adiabatic and molecular cooling that takes place in these regions. The
lighter shades denote higher values of the quantities plotted.
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these regions may in general be lower. However, the rapid rate of molecule

formation in these regions, even considering the LW feedback from local star

forming regions in our box, allows the molecule fraction to approach 10−4 as

late as ∼ 100 Myr after the death of the central star. This elevated molecule

fraction combined with the growing volume-filling fraction of relic H II regions

leads to an appreciable optical depth to LW photons, which generally increases

with time as more stars form and create more relic H II regions. To quantify

this effect, we calculate the average column density of H2 molecules through

a cubic region of side length l as the product of the length l and the volume

averaged number density of H2 molecules, given by

NH2
' l

∑

nH2
V

∑

V
, (2.15)

where the sum is over all of the SPH particles in the volume and nH2
is the

number density of H2 at each of the SPH particles. The volume associated

with each individual SPH particle, V , is estimated as V ' mSPH/ρ, where

mSPH is the mass of the SPH particle and ρ is the mass density of the gas at

that particle. The optical depth to LW photons is then computed as (Draine

& Bertoldi 1996; Haiman et al. 2000)

τLW ' 0.75 ln(
NH2

1014cm−2
) . (2.16)

Figure 2.5 shows the optical depth to LW photons avergaged both over

the central comoving 153 kpc h−1 of our cosmological box, in which the first
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star forms, and over the entire box, for which the comoving side length is 460

kpc h−1 . Before the formation of the first star, the optical depth evolves largely

owing to the cosmic expansion, following the relation τLW ' nH2
l ∝ (1+z)2,

because the average H2 fraction does not change appreciably. However, with

the formation of the first star in our box at z ' 23 the optical depth begins to

change dramatically in the inner portion of the box, first falling to a value of

' 0.1 due to the LW feedback from the first star and then steadily climbing to

values ≥ 2 as copious amounts of molecules form inside the relic H II regions

that accumulate as star formation continues.

The evolution of the optical depth averaged over the entire box is not as

dramatic, as the fraction of the volume of the whole box occupied by relic H II

regions is much smaller than the fraction of the central region that is occupied

by these molecule-rich regions. However, the optical depth averaged over the

whole box, which is a better estimate of the optical depth over cosmological

distances, still rises to τLW ≥ 1.5 across our box, an appreciable value which

will serve to impede the build-up of a cosmologically pervasive LW background.

2.3.4 Black hole accretion

Accretion onto Pop III relic black holes may be inefficient for some

time following the formation of these objects, owing to the fact that Pop III

stars photo-heat and evaporate the gas within the minihalos which host them

(Johnson & Bromm 2007; see also Yoshida 2006). Indeed, accretion onto

Pop III relic black holes at close to the Eddington limit can only occur if the
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Figure 2.5: The optical depth to LW photons, τLW, averaged over two volumes
in our box, as a function of redshift, z. The diamonds denote the optical
depth averaged over the entire cosmological box, while the crosses denote the
optical depth averaged only over a cube containing the inner comoving 153
kpc h−1 of the box, centered in the middle of the box with a volume one
ninth that of the whole box. It is within this region that the first star forms
and the star formation rate is higher than the average star formation rate
over the whole box, and this is reflected in the higher local optical depth in
this region as relic H II regions accumulate in the box. The average optical
depth through the entire box also rises, but the increase is less dramatic. The
solid line denotes the optical depth to LW photons, averaged over the whole
box, that would be expected for the case that the gas maintains the average
cosmological density everywhere and that the H2 fraction does not change
from the primordial value of 2 × 10−6; for this case, the optical depth changes
owing only to cosmic expansion. Note that the optical depth averaged over
the whole box matches well this idealized case up until the first star forms at
a redshift of z ∼ 23. The temporary drops in the optical depth occur due to
LW feedback when individual stars form.
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accreted gas has a density above ∼ 102 cm−3, and it is only in collapsing halos

that such densities are achieved at the high redshifts at which the first stars

formed (Johnson & Bromm 2007). By assumption, all of the stars that are

formed in our simulation are black hole-forming Pop III stars. If these black

holes remain inside their host minihalos, then by tracking the evolution of the

gas within these photo-evaporated host minihalos, we can learn when efficient

accretion onto these Pop III relic black holes may occur.

The minihalo within which the first star forms at a redshift z ∼ 23

resides within the relic H II region left by the first star. Due to the formation

of a high fraction of molecules, and to the molecular cooling that ensues,

the relic H II region gas cools down to temperatures ∼ 103 K, below the

virial temperature of this 106 M¯ minihalo. The gas then re-collapses into the

minihalo, reaching a peak density of nres at a redshift z ∼ 19, or ∼ 50 Myr

after the formation of the first star. Figure 2.6 shows the properties of the relic

H II region gas as a function of distance from the center of this minihalo, at

the time when the gas has collapsed to a density of nres. We cannot, with this

simulation, resolve what happens once the gas collapses further and reaches

higher densities. However, we can estimate the time it will take for the gas at

the center of the halo to reach a density of n ∼ 102 cm−3 as the free fall time

of the gas, which is tff ∼ 10 Myr. Thus, a Pop III relic black hole at the center

of this halo could be expected to begin accreting gas efficiently ∼ 60 Myr after

its formation. This is a significant delay, and could pose serious challenges to

theories which predict that efficient accretion onto Pop III relic black holes can
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lead to these black holes becoming the supermassive black holes that power

the quasars observed in the Sloan Digital Sky Survey at redshifts z ≥ 6 (e.g.

Yoshida 2006; Johnson & Bromm 2007; Li et al. 2006).

2.3.5 HD cooling in relic H II regions

While abundant molecules can form within relic H II regions, the LW

feedback from neighboring star-forming regions can suppress the effect of this

elevated fraction of molecules. The electron fraction remains high in relic H II

regions for up to ∼ 500 Myr in the general IGM, but in higher density regions

where the gas is recollapsing, the electron fraction drops much more quickly.

Figures 2.3 and 2.6 show that the electron fraction drops to a value of ≤ 10−4,

comparable to the electron fraction of the un-ionized gas, once the density of

the relic H II region gas becomes ≥ 10 cm−3. Thus, once the gas reaches these

densities the ionized fraction will become too low to catalyze the formation

of a high fraction of molecules, and of HD molecules in particular. Therefore,

in order for HD to be an effective coolant of the primordial gas in relic H II

regions, the abundanct HD molecules that are formed at densities ≤ 10 cm−3

must not be destroyed by LW feedback from neighboring star-forming regions

before the gas collapses to high densities and forms stars. If we estimate

the timescale on which the relic H II region gas would collapse to form stars

as the free-fall time of the gas, we find that the molecules must be shielded

from photodissociating radiation for at least tff ≥ 10 Myr in order for the

high abundance of HD molecules to persist, so that the formation of so-called
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Pop III.2 (formerly Pop II.5) stars might be enabled, with their hypothesized

masses of ∼ 10M¯ (see Johnson & Bromm 2006; see also McKee & Tan 2008).

We find that the relic H II region gas that re-collapses into the minihalo

in which the first star formed, shown in Figure 2.6, carries a high fraction of

HD molecules, as LW feedback from neighboring stars does not effectively

dissociate the molecules in this relatively dense and self-shielded gas. The HD

fraction exceeds 10−7, becoming an order of magnitude higher than its value

for un-ionized primordial gas collapsing in a minihalo. Thus, for this case, HD

cooling will likely be effective at higher densities as the gas collapses further,

and we expect that a Pop III.2 star, with a mass of the order of 10 M¯, might

form later on, if we were to run the simulation further (Nagakura & Omukai

2005; Yoshida 2006; Johnson & Bromm 2006; Yoshida et al. 2007). Had star

formation taken place nearer this minihalo between the formation of the first

star and the re-collapse of the gas into the host minihalo, then the molecule

fraction would likely not be so elevated, and a higher mass metal-free star

would be more likely to form. Thus, while in our simulation it appears that

the first relic H II region that forms may give rise to Pop III.2 star formation,

we emphasize that the possibility of the formation of Pop III.2 stars in relic

H II regions is very dependent on the specific LW feedback that affects the gas

in these regions.
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Figure 2.6: The properties of the relic H II region gas which recollapses into
the minihalo which hosted the first star. Clockwise from the top-left are the
density, temperature, H2 fraction, and free electron fraction plotted as func-
tions of distance from the center of the minihalo at the time when the density
reaches nres, at a redshift of z ∼ 19. The temperature of the gas has dropped
to below 103 K, well below the virial temperature of the minihalo, owing to
molecular cooling. Owing to the high electron fraction that persists in this
relic H II region, the molecule fraction in this gas is higher than in the case of
un-ionized primordial gas collapsing into a minihalo. Indeed, as can be seen in
Figure 2.3, the HD fraction is roughly an order of magnitude higher at these
densities than in the case of un-ionized gas collapsing into a minihalo, which
may allow for the efficient cooling of the gas to temperatures T ≥ TCMB and
so perhaps for the formation of metal-free stars with masses of the order of 10
M¯.
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2.3.6 Star Formation in the Presence of Radiative Feedback

To discern the effect the local radiative feedback from the first stars

has on the star formation rate, we have compared the results obtained from

our simulations with and without radiative feedback. By a redshift of z ∼ 18,

a total of nine star-forming regions were identified in our simulation without

feedback, while at the same epoch eight stars had formed in our simulation

including feedback. Thus, we find that the average star formation rate at

redshifts z ≥ 18 is diminished by a factor of perhaps only ≤ 20 percent due to

local radiative feedback, although this result is subject to the small number

statistics within our single cosmological box. Figure 2.7 shows the locations

of the sites of star formation for both cases, plotted in comoving coordinates

against the projected density field. The orange squares denote sites where Pop

III stars could have formed in the case without feedback, while the green dots

denote sites where Pop III stars formed in the simulation including radiative

feedback. Thus, the sites where star formation is suppressed by the radiative

feedback are marked by the orange squares which are not filled by a green dot.

We point out, however, that we do not include LW feedback from stars

which may have formed outside of our box, and hence it is possible that the

overall LW feedback may be stronger than we find here. At redshift z ∼ 18,

we end the simulation, but note that star formation will likely take place at

an increasing rate as the collapse fraction increases with time. This could

lead to a continuous LW background produced within our box, different from

the intermittent LW feedback produced by individual stars that occurs in the
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Figure 2.7: The sites of star formation with and without radiative feedback, at
redshift z ∼ 18. The black dots show the density field in our simulation box,
in projection. The orange squares show the locations of minihalos in which
Pop III star formation could take place, in our simulation without radiative
feedback. The green dots show the sites where star formation takes place in
our simulation including radiative feedback.
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simulation down to z ∼ 18.

Also, the limits of our resolution prohibit us from discerning the stronger

shielding of H2 molecules and I-front trapping that could occur within very

dense collapsing minihalos (see Ahn & Shapiro 2006). However, we note that

these authors find that the radiative feedback on collapsing minihalos from

nearby stars generally does not greatly affect the final outcome of the collapse,

as halos which collapse in the absence of radiative feedback generally also col-

lapse when radiative feedback is applied (see also Susa & Umemura 2006),

roughly consistent with our results in the present work. Thus, our limited

resolution may not substantially impact the results that we find for the slight

suppression of star formation due to local radiative feedback, although higher

resolution simulations will be necessary to more precisely study the full impact

of radiative feedback from the first stars on the first protogalaxies.

2.4 Summary and Discussion

We have performed cosmological simulations which self-consistently ac-

count for the radiative feedback from individual Pop III stars, as they form

in the course of the assembly of the first protogalaxies. We have solved in de-

tail for the H II regions, as well as for the LW bubbles of these stars, wherein

molecule-dissociating radiation effectively destroys H2 and HD molecules. The

local radiative feedback from the first stars is complex, and we find a variety

of novel results on the evolution of the primordial gas, on the effects of the

LW radiation from the first stars, on the nature of second generation star
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formation, and on black hole accretion.

While the LW radiation from the first stars can, in principle, greatly

suppress Pop III star formation in the early universe, we find that a number

of factors minimize the effectiveness of this negative feedback. Firstly, the LW

radiation produced locally by individual stars is not uniform and constant, as

LW feedback has been modeled in previous work (e.g., Ciardi & Ferrara 2005;

Mesinger et al. 2006), but rather is present only during the brief lifetimes of

the individual stars that produce it. Thus, even if the molecules in collapsing

minihalos and relic H II regions are destroyed by the radiation from individual

stars, they will, at the early stages of Pop III star formation, have time to

reform and continue cooling the primordial gas in between the times of forma-

tion of local stars. Furthermore, because the LW bubbles of individual Pop III

stars extend only to RLW ∼ 5 kpc from these sources, due to the short stel-

lar lifetimes, the build up of a pervasive LW background would likely have to

await the epoch of continuous star formation, which is fundamentally different

from the epoch of the first stars, in which these sources shine for short periods

within individual minihalos.

As star formation continues, the volume-filling fraction of relic H II

regions increases as well, and this, combined with the high fraction of molecules

that form in these regions, leads to an opacity to LW photons through the IGM

which increases with time. This opacity can become of the order of τLW ≥ 2

through individual relic H II regions (Johnson & Bromm 2007; see also Ricotti

et al. 2001; Machacek et al. 2001, 2003; Oh & Haiman 2002). Furthermore, as
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the volume-filling fraction of relic H II regions increases with time, τLW through

the general IGM may become similarly large, and this effect will have to be

considered in future work which seeks to elucidate the effect of LW feedback

on Pop III star formation.

We find that metal-free stars with masses of the order of 10 M¯, the

postulated Pop III.2 stars (e.g. Johnson & Bromm 2006; Greif & Bromm

2006), might form from the molecule-enriched gas within the first relic H II

regions, although we note that this may not occur in general, due to LW

feedback from neighboring star-forming regions. This susceptibility to LW

feedback is due to the fact that the high fraction of HD molecules which forms

in the electron-rich, low density regions of relic H II regions must persist until

this gas has had time to collapse to high densities and form stars. If LW

feedback from neighboring star-forming regions destroys the molecules after

the gas has collapsed to densities ≥ 10 cm−3, then the abundance of HD

molecules will not likely be elevated when the gas forms stars and Pop III.2

star formation may be suppressed. Because this implies that the molecules

must be shielded from LW radiation for, at least, the free-fall time for gas with

densities ≤ 10 cm−3, or ≥ 10 Myr, we conclude that Pop III.2 star formation

in relic H II regions may occur only in the circumstances when local Pop III

star formation is suppressed over such timescales. However, we also point out

that the shielding provided by the high H2 fraction in these relic H II regions

may help to minimize the LW feedback from neighboring star-forming regions,

and so may make Pop III.2 star formation in relic H II regions possible in
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many cases.

We find that the ionized primordial gas surrounding the first star formed

in our simulation, at a redshift of z ∼ 23, recombines and cools by molecu-

lar cooling to temperatures below the virial temperature of the minihalo that

hosted this first star. Thus, this relic H II region gas is able to re-collapse to

densities ≥ 20 cm−3 within this minihalo after ∼ 50 Myr from the death of

the star. It is predicted that many Pop III stars will collapse directly to form

black holes with masses of the order of 100 M¯ (e.g. Heger et al. 2003), and

if such a black hole resides within this host halo, then we find that it may

begin accreting dense primordial gas at close to the Eddington rate after ∼

60 Myr from the time of its formation. This is an important consideration to

be incorporated into models of the growth of the 109M¯ black holes which

have been observed at redshifts ≥ 6, as it places constraints on the amount of

matter that a given relic Pop III black hole could accrete by this redshift (e.g.

Haiman & Loeb 2001; Volonteri & Rees 2006; Li et al. 2006).

Finally, by comparing the star formation rates which we derive from our

simulation including radiative feedback with those derived from our simulation

in which feedback is left out, we have seen that local radiative feedback from

the first stars likely only diminishes the Pop III star formation rate by a factor

of, at most, a few. In our simulation, in particular, we find that this rate is

decreased by only ≤ 20 percent, although this may be less suppression than

would be expected by the overall radiative feedback, as we did not include the

possible effects of a global LW background. Future simulations which resolve
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densities higher than those reached here, and which self-consistently track the

build-up of the LW background along with the IGM opacity to LW radiation,

will be necessary to more fully explore the radiative effects of the first stars

on the formation of the first galaxies. However, the goal of understanding the

formation of the first galaxies is now clearly getting within reach, and the pace

of progress is expected to be rapid.
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Chapter 3

The Occurrence of Primordial Galaxies in the

Early Universe

3.1 Introduction

How did the first galaxies in the Universe form? In the hierarchical

picture of structure formation, the first galaxies, with masses of ≥ 108 M¯,

were built up from the mergers of smaller dark matter (DM) minihaloes, with

virial temperatures ≤ 104 K, in which the first Pop III star formation may

have occurred (e.g. Bromm et al. 1999, 2002; Abel et al. 2002). The feedback

effects from the first stars forming in minihaloes, likely having masses of the

order of 100 M¯ (e.g. Tan & McKee 2004; Yoshida et al. 2006), may thus have

established the properties of the gas from which the first galaxies formed (see

e.g. Ciardi & Ferrara 2005). During their brief lives of ∼ 3 Myr, very massive

Pop III stars emit copious UV radiation which can ionize the primordial gas

and destroy H2 molecules (e.g. Schaerer 2002), and upon their deaths they

may explode as powerful supernovae, expelling the first heavy elements into

their surroundings (Mori et al. 2002; Bromm et al. 2003; Kitayama et al.

2005; Greif et al. 2007).

The nature of the first galaxies may largely be determined by the metal-
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licity of the gas from which they form, as the character of star formation is

predicted to transition from a massive Pop III initial mass function (IMF) to

a low-mass dominated IMF when the primordial gas has been enriched to a

critical metallicity Zcrit (e.g. Bromm et al. 2001a; Schneider et al. 2003; San-

toro & Shull 2006; Frebel et al. 2007; but see Jappsen et al. 2007). In turn,

the metallicity of the protogalactic gas is dependent on the preceding Pop III

star formation that takes place in minihaloes. While the supernova explosions

of Pop III stars formed during the assembly of the first galaxies could drive

the metallicity of these systems to super-critical levels (see e.g. Greif et al.

2007; Karlsson et al. 2008), Pop III star formation in minihaloes could, in

principle, be largely suppressed due to radiative feedback effects (e.g. Haiman

et al. 2000; Mackey et al. 2003).

Much recent work has been devoted to studying the effects of both

ionizing and molecule-dissociating, Lyman-Werner (LW), radiation emitted

from local star forming regions on Pop III star formation in minihaloes (Glover

& Brand 2001; Shapiro et al. 2004; Alvarez et al. 2006; Abel et al. 2006; Susa

& Umemura 2006; Ahn & Shapiro 2007; Yoshida et al. 2007; Johnson et

al. 2007; Whalen et al. 2007), with results generally suggesting that local

intermittent LW feedback does little to delay star formation, while ionizing

radiation only delays star formation in minihaloes with relatively low-density

gas that may not efficiently form stars even in the absence of radiative effects

(e.g. Ahn & Shapiro 2007; Whalen et al. 2007). Thus, it appears likely that

intermittent local radiative feedback effects may not be decisive in suppressing
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the formation of Pop III stars during the assembly of the first galaxies (see

also Wise & Abel 2007a).

The properties of the first galaxies are, however, more likely related to

the global LW background, as it has been shown that a strong, persistent LW

background can suppress star formation in the minihaloes which eventually

are merged to form the first galaxies (e.g. Dekel & Rees 1987; Haiman et

al. 1997; Bromm & Larson 2004). If star formation in these small systems

can be suppressed effectively by the LW background, the first protogalaxies

are much more likely to be kept metal-free. However, if star formation is

not easily suppressed in minihaloes, either because the LW background is

weak or if star formation can continue unimpeded despite strong LW feedback,

then the first galaxies will likely form from already metal-enriched gas. Many

studies have sought to estimate the global LW background during the epoch

of the first stars (Haiman et al. 1997, 2000; Ricotti et al. 2002a,b; Glover

& Brand 2003; Yoshida et al. 2003; Wise & Abel 2005; Greif & Bromm

2006). Additionally, the impact of a constant LW background on Pop III star

formation has been investigated, suggesting that, while global LW feedback

does not completely suppress star formation in minihaloes, it can delay such

star formation (Machacek et al. 2001; Mesinger et al. 2006; O’Shea & Norman

2008; Wise & Abel 2007b).

In this paper, we investigate the impact of the build-up of a LW back-

ground on star formation in systems which later evolve into the first galaxies

at redshift z ≥ 10. In Section 3.2, we develop analytical models which self-
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consistently couple the evolution of the LW background to that of the Pop

III star formation rate (SFR) at z ≥ 15. We describe our implementation of

the LW background in cosmological simulations in Section 3.3. We report the

outcome of simulations designed to test the hypothesis of a self-regulated LW

background in Section 3.4, while in Section 3.5, we simulate the assembly of

the first galaxy under the influence of such a self-regulated LW background.

Finally, in Section 3.6 we discuss the implications of our findings for the galaxy

formation process, and we conclude in Section 3.7.

3.2 The Lyman-Werner Background

The LW background radiation field is produced by sources, either stars

or miniquasars, at cosmological distances, beginning with the formation of the

first stars at the end of the cosmic dark ages. This radiation field acts to delay

star formation by dissociating H2 molecules, which are the primary coolants

allowing primordial gas to collapse and form stars in minihaloes. Thus, to fully

address both the production of the LW background radiation and the Pop III

star formation which is sensitively coupled to it would require a cosmological

simulation resolving the collapse of gas into minihaloes over enormous volumes

of the Universe. As carrying out simulations over such large cosmological

scales, while simultaneously resolving the collapse of gas in minihaloes, is still

prohibitively expensive, we revert to simple analytical estimates for the self-

consistent build-up of the LW background which draw on the results of detailed

numerical simulations of Pop III star formation and radiative feedback. The
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simple self-consistent analytical model that we develop in this Section may

serve as a first order approximation to a more detailed self-consistent model

for the build-up of the LW background and of the Pop III star formation rate

in minihaloes at redshifts z ≥ 15.

3.2.1 The Critical LW Flux

We first estimate the LW flux required to significantly delay the forma-

tion of Pop III stars in minihaloes. We note that for a typical case, following

the extensive results of detailed simulations of Pop III star formation (see e.g.

Bromm et al. 2002; Yoshida et al. 2003), the primordial gas first collapses

adiabatically into a minihalo until it reaches a temperature T ≥ 103 K and

density n ∼ 1 cm−3. As the evolution of the gas is adiabatic up to this point,

the cooling properties of the gas play a role in its evolution only at higher den-

sities. In particular, for the gas to continue collapsing on the way to forming a

Pop III star, in accordance with the results of detailed simulations, a sufficient

fraction of the coolant H2 is required (Tegmark et al. 1997). In the presence

of a LW radiation field, however, H2 may be destroyed at a rate higher than

it can be produced, effectively delaying the collapse of the gas.

We may estimate the flux of the radiation field required to achieve this

delay by comparing the formation time of H2 molecules, at T ∼ 103 K and n

∼ 1 cm−3, to the dissociation time of H2 molecules as determined by the LW

flux. For the dissociation time, we have (Abel et al. 1997)
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tdiss ∼ 3× 104J−1
LW yr , (3.1)

where JLW is in units of 10−21 erg s−1 cm−2 Hz−1 sr−1. Equating to the forma-

tion time found in our simulations, tform ∼ 8 × 105 yr, yields tdiss = tform when

the LW flux is JLW,crit ∼ 0.04, which we define as the critical flux necessary

to significantly delay Pop III star formation in minihaloes, roughly consistent

with numerous simulation results (see Machacek et al. 2001; Yoshida et al.

2003; Mesinger et al. 2006; O’Shea & Norman 2008; Wise & Abel 2007b).

3.2.2 The Maximum Background Flux

As a first step in developing our estimate of a self-consistent Pop III

star formation rate and LW background flux, we calculate the maximum value

for JLW, as a function of redshift z, that we expect to be produced by Pop III

stars forming in minihaloes at z ≥ 15. We use the Sheth-Tormen formalism

(see Sheth et al. 2001), with the cosmological parameters derived from the

Wilkinson Microwave Anisotropy Probe (WMAP) third year data (Spergel et

al. 2007), to find the mass fraction collapsed in minihaloes at these high

redshifts. In comparison, the collapsed fraction in more massive haloes is

very small, allowing us to neglect star formation that may be taking place in

systems with virial temperatures Tvir ≥ 104 K (see Section 3.2.3). Most studies

of primordial star formation in minihaloes find that single stars with masses of

the order of 100 M¯ form in these systems (Abel et al. 2002; Bromm & Loeb

2004; Yoshida et al. 2006; Gao et al. 2007). To estimate the maximum star
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formation rate we assume that each minihalo with a virial temperature Tvir ≥

2 × 103 K (see e.g. Yoshida et al. 2003) hosts a 100 M¯ Pop III star which

lives for t∗ = 3 Myr (e.g. Schaerer 2002). The comoving star formation rate

of Pop III stars in minihaloes, in the absence of the negative feedback due to

LW radiation, can then be estimated to be

SFRIII,max ∼ 10−3
(

f∗
10−3

)(

|dF/dz|

2× 10−3

)

×

(

1 + z

16

)
5
2

M¯yr
−1Mpc−3 , (3.2)

where f∗ is the fraction of collapsed baryons converted into Pop III stars,

averaged over the Sheth-Tormen mass function, and |dF/dz| is the change

in the collapse fraction in minihaloes with redshift derived from the Sheth-

Tormen formalism. We calculate f∗ assuming that every minihalo with 2 ×

103 K < Tvir < 104 K hosts a single Pop III star with a mass of 100 M¯, and

the resulting evolution of f∗ with redshift is shown in Fig. 3.1. Due to the

increase of the average mass of such minihaloes with decreasing redshift, the

fraction of collapsed baryons which goes into stars drops with redshift. For the

following argument, it is convenient to compute a physical (proper) number

density of Pop III stars in minihaloes as a function of redshift z, which we find

to be

nIII,max ∼ 6× 104
(

f∗
10−3

)(

|dF/dz|

2× 10−3

)(

1 + z

16

)
11
2

Mpc−3 , (3.3)

assuming a constant Pop III mass of 100 M¯.
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Figure 3.1: The average star formation efficiency f∗ for Pop III star formation
in minihaloes, assuming that a single 100 M¯ star forms in each collapsed
minihalo with a virial temperature 2 × 103 K < Tvir < 104 K. Here f∗ is
defined as the fraction of collapsed baryons converted into Pop III stars. The
average is carried out over the Sheth-Tormen mass function.
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To calculate the LW background generated in the limiting case that

every minihalo hosts Pop III star formation, we next estimate the maximum

physical distance traveled by a LW photon before being absorbed by a Lyman

series transition in atomic hydrogen, which will be abundant at these epochs,

when the Universe has not yet been substantially reionized (e.g. Haiman et al.

1997; Mackey et al. 2003). This distance corresponds to that of light traveling

for a time needed to redshift the Lyβ line of neutral hydrogen, at 12.1 eV, to

the low-energy end of the LW band at 11.2 eV. At this point essentially all

LW photons, with energies between 11.2 and 13.6 eV, will have been absorbed

by neutral hydrogen. The distance to the LW horizon is thus

rmax ∼ 10

(

1 + z

16

)− 3
2

Mpc , (3.4)

again given in physical units. We note that this distance is an upper limit to

how far a LW photon can propagate; for a more detailed calculation of the

frequency-dependent propagation of LW radiation see Haiman et al. (2000).

Using the number density of Pop III stars in equation (3.3), we integrate the

flux from all the stars within a sphere of radius rmax, obtaining the following

estimate for the maximum background LW flux:

JLW,max ∼ 2

(

f∗
10−3

)(

|dF/dz|

2× 10−3

)(

1 + z

16

)4

. (3.5)

Following Johnson et al. (2007), we here assume that the LW photons are

emitted with a blackbody spectrum at 105 K from a 100 M¯ Pop III star, as
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modeled by Bromm et al. (2001b). In Fig. 3.2, we show the redshift evolution

of JLW,max, along with the corresponding SFRIII,max, assuming that f∗ evolves

as shown in Fig. 3.1.

We note that this idealized approach somewhat overestimates the LW

background from 100 M¯ primordial stars, as many of the LW photons will be

absorbed over shorter distances by the higher order Lyman series transitions

corresponding to higher LW photon energies (e.g. Haiman et al. 2000). Nev-

ertheless, we expect that the above calculation gives a useful estimate for the

maximum JLW generated by Pop III star formation in minihaloes.

3.2.3 Self-consistent Models of the LW Background

In our calculation of the maximum LW background, we assumed that

the Pop III SFR was independent of the level of the LW background gener-

ated. However, as shown in Fig. 3.2, the value of JLW,max can exceed that

necessary to significantly delay star formation (e.g. Machacek 2001; Mesinger

2006; O’Shea & Norman 2008; Wise & Abel 2007b). Therefore, the model pre-

sented in Section 3.2.2 is inconsistent in that the SFR required to produce the

maximum LW background cannot be maintained under such a strong back-

ground. Therefore, we now modify our model to more accurately couple the

SFR to the LW background.
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Figure 3.2: The Pop III star formation rates (top panel) and the corresponding
LW background fluxes (bottom panel) for the three cases discussed in Sections
3.2.2 and 3.2.3. The maximum possible LW background, JLW,max, is generated
for the case that every minihalo with a virial temperature Tvir ≥ 2 × 103

K hosts a Pop III star, without the LW background in turn diminishing the
SFR (dashed lines). The self-regulated model considers the coupling between
the star formation rate, SFRIII,crit, and the LW background built-up by it,
JLW,crit (solid lines). The minimum value for the LW background, JLW,shield,
is produced for the case of a high opacity through the relic H II regions left
by the first stars and a corresponding star formation rate SFRIII,shield, higher
than SFRIII,crit and approaching SFRIII,max (dotted lines). We expect that the
true Pop III SFR in minihaloes has a value intermediate between SFRIII,crit

and SFRIII,shield.
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3.2.3.1 Self-regulation

The sources that produce the LW flux at redshifts z ≥ 15 may be stars

or miniquasars, in principle. However, the accretion onto massive black holes

resulting from the collapse of Pop III stars is not efficient in general (Johnson &

Bromm 2007; Pelupessy et al. 2007), although it may be in relatively rare cases

(see Li et al. 2007), and so the first miniquasars were likely not an important

source of LW radiation in the early Universe. We further assume that the

dominant contribution to the LW background at z ≥ 15 is due to Pop III

star formation in minihaloes, and we here neglect atomic cooling haloes as

additional sources. At these redshifts, ≥ 90 percent of the collapsed mass is

in minihaloes which, if they host star formation, are expected to host single

massive Pop III stars (Abel et al. 2002; Yoshida et al. 2006; Gao et al. 2007).

Therefore, if stars form in atomic-cooling haloes (e.g. Oh & Haiman 2002) with

the same efficiency f∗ with which stars form in minihaloes, the vast majority

of stars will form in minihaloes at z ≥ 15, thus justifying our assumption.

However, the star formation efficiency f∗ in atomic-cooling haloes is not

well-constrained at z ≥ 15. Recently, Ricotti et al. (2008) have argued that

f∗ can take a range of values, from ∼ 10−3 to ∼ 10−1, roughly scaling as the

square of the halo mass. Because most of the collapsed mass that goes into

atomic-cooling haloes will reside in the least massive systems, we take this as

evidence that the mass-weighted average of f∗ is likely near the lower end of

this range, which is similar to minihalo efficiencies. In Fig. 3.3 we show the

fraction of LW photons, fLW,mini, emitted by Pop III stars formed in minihaloes
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Figure 3.3: The fraction of the total LW flux contributed by Pop III stars
formed in minihaloes fLW,mini in our self-regulated model (see Section 3.3.1),
for various choices of the star formation efficiency f∗ in atomic-cooling haloes,
which we assume are not subject to LW feedback. Atomic-cooling haloes in
which Pop II stars form with a Salpeter initial mass function (IMF) (top panel)
produce a smaller fraction of LW photons, for a given star formation efficiency,
than do atomic-cooling haloes which host Pop III.2 stars with masses of the
order of 10 M¯ (bottom panel). The solid lines correspond to a star formation
efficiency of f∗ = 10−3 in atomic-cooling haloes, while the dashed and dotted
lines correspond to f∗ = 10−2 and 0.1, respectively. Our self-regulated model
assumes that Pop III stars formed in minihaloes emit the dominant portion of
LW photons (f∗ ≥ 0.8). For different choices of the IMF and the star formation
efficiency, our model will be valid down to different redshifts.
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with a star formation rate given by SFRIII,crit, for various assumptions about

the efficiency of star formation and the IMF of stars formed in atomic-cooling

haloes. While for minihalo star formation we assume that single 100 M¯ stars

form with an efficiency as given in Fig. 3.1, we consider values of f∗ = 10−1,

10−2, and 10−3 for atomic cooling haloes. Furthermore, we consider two IMFs

for atomic-cooling haloes: a standard Salpeter IMF for the case of an already

metal-enriched (Pop II) system, and a Pop III.2 IMF postulating that metal-

free stars form with masses of the order of 10 M¯ (Johnson & Bromm 2006; see

McKee & Tan 2007 for the terminology). The latter case is the predicted star

formation mode in atomic cooling haloes, provided that they remain pristine

(e.g. Johnson & Bromm 2006; Greif et al. 2008). For the Salpeter IMF, the

number of LW photons emitted per baryon in stars is taken to be ηLW = 4

× 103, and for the Pop III.2 case, we assume ηLW = 2 × 104 (see Greif &

Bromm 2006). Because our model of self-regulated star formation assumes

that minihaloes produce the dominant portion of the LW background, it will

only be valid for redshifts where fLW,mini ≥ 0.8. Assuming f∗ ≥ 10−3 in atomic-

cooling haloes, we thus expect that our self-regulated model of star formation

in minihaloes is valid at redshifts z ≥ 15 for a Salpeter IMF, and at redshifts

z ≥ 18 for a Pop III.2 IMF. As suggested by the results presented in Section

3.5, the IMF in such systems may transition from a Pop III IMF to a Pop II

IMF after the formation of only one or a few massive Pop III stars.

With the assumption that Pop III stars in minihaloes contribute the

dominant portion of the LW background, the production of the LW back-
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ground becomes a purely self-regulated process: any increase in the star for-

mation rate will translate into an increase in the LW background, which will

in turn suppress the star formation rate, and vice versa. While a prohibitively

expensive simulation would be required to self-consistently track the build-up

of the LW background in this way (but see Yoshida et al. 2003), we suggest

that a self-consistent flux would be similar to the value that we found for the

critical LW flux, JLW,crit. As explained in Section 3.2.1, a LW flux much below

this value will not efficiently delay the formation of molecules in minihaloes

and so will only slightly suppress the star formation rate; in turn, a LW flux

much above this value will delay the star formation rate substantially (e.g.

O’Shea & Norman 2008; Wise & Abel 2007b).

The star formation rate expected under the assumption that the LW

background must not exceed JLW,crit can be derived from the Sheth-Tormen

formalism. We follow our treatment for the maximum LW flux from Pop III

star formation in minihaloes (Section 3.2.2), now requiring that JLW,crit =

0.04 is not exceeded, as shown in Fig. 3.2. We then find the fraction freg of

minihaloes that must form stars in order to produce this self-regulated LW

flux from the simple relation

freg(z) ∼
JLW,crit(z)

JLW,max(z)
. (3.6)

Assuming that Pop III stars form in minihaloes, if not prevented from doing

so by negative feedback, as single, massive stars (e.g. O’Shea & Norman

2008; Wise & Abel 2007b), it is the number of minihaloes at a given redshift
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which determines the SFR. We thus infer that this critical rate, SFRIII,crit, is

suppressed, at most, by a fraction freg compared to the maximum possible Pop

III rate in minihaloes, SFRIII,max. Because our value for JLW,max is an upper

limit (see Section 3.2.2), the corresponding suppression factor, freg, is a lower

limit.

The calculation presented here gives a simple estimate of the Pop III

SFR at z ≥ 15, accounting for the coupling of the SFR to the LW background

generated by Pop III stars. In Section 3.4, we report on a simulation carried

out to test the validity of this model as a first approximation to a more detailed

self-consistent model of the Pop III star formation rate history.

3.2.3.2 Shielding from Relic H II Regions

While massive Pop III stars formed in minihaloes create large H II

regions, with (proper) radii of a few kpc (Alvarez et al. 2006; Abel et al.

2006), these stars live for only ≤ 3 Myr, at which point the relic H II regions

that are left behind begin to cool and recombine. The conditions in such relic

H II regions are conducive to the rapid formation of H2 and HD molecules

(Nagakura & Omukai 2005; O’Shea et al. 2005; Johnson & Bromm 2006;

Yoshida et al. 2007). Johnson et al. (2007) showed that the resulting opacity

to LW photons, τLW, can be significant, exceeding unity across just a single

relic H II region. Furthermore, these authors found that the high H2 fraction

formed in these regions generally remains high, as molecules quickly reform in

between the intermittent episodes of exposure to LW radiation produced by
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nearby, short-lived Pop III stars.

To evaluate the effect of the opacity through relic H II regions on the

build-up of the LW background, we now repeat the calculation in Section 3.2.2,

this time including a maximal optical depth to LW photons through relic H II

regions, τLW,max. We employ an iterative procedure in order to determine self-

consistently, at each redshift, the star formation rate, the optical depth to LW

photons, and the LW background flux, all of which are dependent on each

other. To begin, we initialize the calculation at z = 50, at which time we

assume that τLW,max = 0, the star formation rate is equal to the maximal rate

SFRIII,max, and the LW background flux is equal to the maximal value JLW,max,

and we integrate forward in time.

To calculate the cosmological average τLW,max we adopt the results of

Haiman et al. (2000), who find that at z = 15 the average LW optical depth

is τLW ∼ 0.04 for a uniform H2 fraction of fH2
= 2 × 10−6. Consistent with

the results of Haiman et al., this cosmological average optical depth scales as

τLW ∝ rmaxnH2
∝ (1 + z)

3
2 (3.7)

where nH2
is the average number density of H2 in the intergalactic medium

(IGM).

As Pop III star formation in minihaloes proceeds, the volume-filling

fraction of relic H II regions increases with the number of Pop III stars which

form and rapidly die. Johnson & Bromm (2007) found that the high residual
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free-electron fraction in relic H II regions can persist for of the order of 500 Myr,

in turn driving the vigorous production of H2 molecules. These regions are

thus expected to maintain a high H2 fraction for over a Hubble time, and their

abundance is therefore assumed to be proportional to the cumulative star

formation history and to only increase with time. We calculate the volume-

filling fraction of relic H II regions, fHII, by assuming that each Pop III star

which forms in a minihalo leaves behind a relic H II region. We find

fHII ∼
4π

3

[

4kpc

(

1 + z

20

)−1
]3

nHII , (3.8)

where we have assumed that each Pop III star leaves behind a relic H II region

with a radius of ∼ 4 kpc [(1 + z)/20]−1 in which the recombination time is

longer than the lifetime of the star (see Abel et al. 2006; Alvarez et al. 2006;

Johnson et al. 2007; Yoshida et al. 2007). The (physical) number density of

relic H II regions, nHII, taken to be proportional to the collapse fraction in

minihaloes as explained above, is given by

nHII ∼ 106fshield

(

f∗
10−3

)(

F (z)

6× 10−3

)(

1 + z

16

)3

Mpc−3 . (3.9)

Here F (z) is the fraction of collapsed mass in minihaloes as a function of

redshift, given by the Sheth-Tormen formalism, with the fiducial value of F (z)

∼ 6 × 10−3 at z ∼ 15, while F (z) ∼ 10−3 at z ∼ 20. We account for the

suppression in the SFR due to a shielded LW background by including the

factor fshield, defined as the ratio of the integrated SFR in the self-regulated

59



model including an IGM optical depth, SFRIII,shield, to be estimated below, to

the integrated maximum SFR, SFRIII,max, as described in Section 3.2.1:

fshield =

∫∞

z
SFRIII,shield(z

′)dz′
∫∞

z
SFRIII,max(z′)dz′

. (3.10)

We can then re-write the volume-filling factor of H II regions as

fHII ∼ 0.1fshield

(

f∗
5× 10−4

)(

F (z)

6× 10−3

)

. (3.11)

For simplicity, we use a constant average value of f∗ = 5 × 10−4 in equation

(3.11), consistent with the values shown in Fig. 3.1.

To obtain the maximum average IGM optical depth to LW photons, we

follow the results of Haiman et al. (2000) along with equation (3.7), this time

accounting for an elevated H2 abundance within a fraction fHII of the volume

of the Universe. We thus find

τLW,max = 4

(

fHII
0.5

)(

fH2

10−4

)(

1 + z

16

)
3
2
(

δ

10

)

, (3.12)

where we use fH2
= 10−4 as an upper limit for the average H2 fraction in relic

H II regions and an average overdensity in these regions of δ = 10, as estimated

from the simulation presented in Johnson et al. (2007).

Next, we self-consistently calculate the minihalo Pop III SFR, again

assuming that the LW background flux must not exceed JLW,crit, but this time

taking into account the optical depth τLW,max through relic H II regions. The

fraction of minihaloes in which Pop III stars are able to form is then given by
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fτ (z) = min

(

1,
JLW,crit(z)

JLW,max(z)
eτLW,max

)

, (3.13)

analogous to the no-shielding case in equation (3.6). The intuition here is that

to compensate for the loss due to the IGM opacity, a larger SFR is required

to maintain a LW background at the critical level, compared to SFRIII,max;

however, the SFR cannot exceed the maximum one. We thus find for the SFR

of Pop III stars in minihaloes, including the effects of both a LW background

and the IGM optical depth to LW photons

SFRIII,shield = fτ (z)SFRIII,max . (3.14)

Finally, the corresponding LW background flux is

JLW,shield = JLW,crit ×min

(

1,
JLW,max(z)

JLW,crit(z)
e−τLW,max

)

, (3.15)

as plotted in Fig. 3.2. The optical depth τLW,max produced in this model is

shown in Fig. 3.4. We interpret JLW,shield to be the minimal value for the LW

background flux at z ≥ 15. Correspondingly, we find that SFRIII,shield is an

upper limit to the Pop III SFR in minihaloes at these redshifts.

In reality, the clustering of Pop III sources, coupled with the increasing

SFR towards lower redshifts, will likely lead to the efficient photodissociation

of H2 molecules in some relic H II regions even at z ≥ 15, as well as to overlap

between relic H II regions as fHII grows with time. Both effects will lower the
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Figure 3.4: The maximum IGM optical depth to LW photons, τLW,max, due to
the high fraction of H2 in the relic H II regions. This corresponds to SFRIII,shield

and a LW background flux of JLW,shield. Note that locally the optical depth
can be greater than this average, exceeding unity through a single H II region,
owing to self-shielding of H2 (see Johnson et al. 2007).
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opacity to LW photons through the IGM, and the global average LW back-

ground will eventually exceed the level JLW ∼ 10−3 needed for the dissociation

of H2 molecules in these regions to outpace their formation (Johnson & Bromm

2007), although we note that we have not accounted for the local optical depth

to LW photons through individual relic H II regions, which can exceed unity

through a single relic H II region (Johnson et al. 2007). Finally, we note

that the emission of X-rays from miniquasars may, in principle, lead to a high

opacity to LW photons, as it has been shown that the partial ionization from

X-rays can enhance the generation of H2 in the IGM (e.g. Kuhlen & Madau

2005). However, as noted above, it is not clear that the accretion rates onto

Pop III relic black holes are sufficiently high for this mechanism to dominate

the generation of LW opacity (e.g. Pelupessy et al. 2007).

3.2.4 The Expected Pop III Star Formation Rate

We expect the actual LW background at z ≥ 15 to lie between JLW,shield

and JLW,crit. The corresponding Pop III SFR in minihaloes which generates

this LW background likely falls between SFRIII,crit and SFRIII,shield, since the

shielding provided by relic H II regions can keep JLW ≤ JLW,crit. In turn, this

will allow to keep SFRIII ≥ SFRIII,crit, owing to the diminished strength of

the negative LW feedback. In the remainder of the present work we will take

JLW,crit as a plausible maximum value for the LW background flux, and we

will use this value as an input in our simulations of galaxy formation, thereby

obtaining lower limits to the amount of star formation that may take place in
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the assembly of these systems at z ≥ 15. We note that, although we follow

the assembly of a galaxy to z ≥ 12, the star formation that does take place

in our simulation occurs at z ≥ 15. Thus, our simple assumption here that

JLW = JLW,crit even at z ≤ 15 does not impact the results of our simulations

significantly.

3.3 Methodology of Simulations

With the goal of estimating the degree to which Pop III star formation

in minihaloes affects the properties of the gas from which the first galaxies form

at z ≥ 10, we have carried out two cosmological hydrodynamics simulations

which track the detailed evolution of the primordial gas under the influence of

a LW background radiation field. The first simulation is designed to test the

validity of our self-regulated model for the build-up of the LW background,

and is described further in Section 3.4. The second simulation follows the

assembly of a galaxy virializing at z ≥ 10, assuming a critical LW background,

JLW,crit. This simulation is described in Section 3.5.

As with previous work, for our three-dimensional numerical simulations

we employ the parallel version of GADGET (version 1), which includes a tree

(hierarchical) gravity solver combined with the smoothed particle hydrody-

namics (SPH) method for tracking the evolution of gas (Springel et al. 2001;

Springel & Hernquist 2002). Along with H2, H
+
2 , H, H

−, H+, e−, He, He+,

and He++, we have included the five deuterium species D, D+, D−, HD and

HD+, using the same chemical network as in Johnson & Bromm (2006, 2007).
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The specific initial conditions for our simulations are described separately in

Sections 3.4 and 3.5.

3.3.1 Sink Particles

The primary result obtained from the present simulations is the number

of Pop III stars which are able to form in minihaloes at z ≥ 15 during the

assembly of a galaxy virializing at z ≥ 10. To track the number and location

of the formation sites for Pop III stars, we allow sink particles to form when

the gas has collapsed to high densities. Specifically, sinks are created when the

gas has collapsed to a threshold density nres, above which the mass resolution

of our simulation is insufficient to reliably follow the continued collapse of the

gas, as explained further in Johnson et al. (2007). We note that the time at

which a sink particle forms will precede the time at which a star is able to form

by roughly a free-fall time in gas with a density nres; while this can introduce

an error of ≤ 10 Myr in the precise timing of star formation, the conclusions

that we derive from the results presented here are not significantly impacted.

Once having formed, the sink particles act as tracers of star formation sites,

each sink representing the formation site of a single Pop III star. We focus

our attention on when and where these sinks emerge in order to estimate the

number of stars formed, and to gauge the feedback effects from these stars.
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3.3.2 Implementation of Background Radiation

Motivated by the considerations presented in Section 3.2 and further

justified in Section 3.4, we have included in our simulations the self-regulated

model of the LW background radiation field, in the form of a global H2 dis-

sociation rate. The LW background is taken to be a function of redshift, its

evolution given by JLW,crit(z), as shown in Fig. 3.2. The dissociation rate is

kdiss(z) = 10−12JLW,crit(z)s
−1 . (3.16)

In addition to the photodissociation of H2, the photodestruction of

other species can, in principle, affect the cooling properties of the primordial

gas. The main reaction producing H2 being H− + H → H2 + e− (e.g. Peebles

& Dicke 1968; Lepp & Shull 1984), the photodestruction of H− is a process that

might lead to suppression of the H2 fraction of the gas (Chuzhoy et al. 2007; see

also Glover et al. 2006). However, we find the photodissociation of H− to be

unimportant for the suppression of H2 in collapsing minihaloes. As discussed in

Section 3.2.1, the gas in such minihaloes will adiabatically collapse to densities

of ≥ 1 cm−3 and temperatures of ≥ 103 K, even if the fractions of H2 or H−

are low. Following this adiabatic collapse, the fate of the gas does depend

sensitively on the abundances of these species, and it is only at this stage at

which the photodissociation of H− might begin to have an effect. We find that

the chemical species at this stage, absent strong shocks or photoionization,

are roughly in equilibrium when we include the effect of the LW background,
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and therefore suppression of the H2 abundance can be directly tied to the

abundance of H− at this stage. At this temperature and density, we find that

the H− formation time is of the order of years. We find that the minimal

photodissociation timescale of H−, produced for the case of the maximal LW

background JLW,max (see Section 3.2.2), is of the order of ≥ 102 yr, roughly

two orders of magnitude higher than the formation timescale. Thus, the H−

fraction will not be significantly affected by a background radiation field, and

in turn the abundance of H2 will not be significantly affected, allowing us to

neglect the photodissociation of H− as a factor in delaying star formation.

Furthermore, we neglect the photodissociation of H− due to radiation from

local star formation for similar reasons, as explained in Johnson et al. (2007).

We have also neglected Lyα heating as a suppressant of minihalo star

formation (see Chuzhoy & Shapiro 2007; Ciardi & Salvaterra 2007). For the

Pop III star formation rates, and corresponding production rates of UV pho-

tons, found in our simulations, Lyα heating will not raise the temperature of

the IGM appreciably, even for the maximal SFR considered here, SFRIII,max

(see Section 3.2.2). Finally, we do not include a photoionizing background

in our calculations. At these high redshifts, the IGM is still predominantly

neutral. Photoionization will thus generally occur only locally, when isolated

Pop III stars form, an intermittent process which is not likely to dramatically

affect the overall SFR (see e.g. Ahn & Shapiro 2007; Johnson et al. 2007;

Whalen et al. 2007; Wise & Abel 2007a; but see Ricotti et al. 2002a,b).
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3.4 Testing the Self-Regulated Model

We have argued in Section 3.2.2 that the LW background and Pop III

star formation rate at redshifts z ≥ 15 are strongly coupled to one another,

and that a self-consistent SFR is likely close to what is required to produce

JLW,crit. To test this Ansatz, we have carried out a fiducial simulation with no

LW feedback, and one with identical initial conditions, but with the critical LW

background included. Comparing the resulting suppression of star formation

in our simulations to the analytical ratio SFRIII,crit/SFRIII,max, we can roughly

gauge the validity of our simple self-regulated model.

3.4.1 Initial Conditions

We initialize these cosmological simulations according to the ΛCDM

model at z = 100, adopting the cosmological parameters Ωm = 1− ΩΛ = 0.3,

ΩB = 0.045, h = 0.7, and σ8 = 0.9, close to the values measured by WMAP in

its first year (Spergel et al. 2003). Here we use a periodic box with a comoving

size L = 500 h−1 kpc, and particle numbers of NDM = NSPH = 1453, where

the SPH particle mass is mSPH ∼ 710 M¯.

As we have already noted in Section 3.2, conducting a sufficiently large

cosmological simulation to thoroughly follow the build-up of the LW back-

ground is prohibitively expensive. Our choice of initial conditions for the

present simulation is thus purely a practical one, so that we may follow the

evolution of a sufficient number of minihaloes in our cosmological box for our

purpose, which is to compare the suppression of the rate of collapse of gas in
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minihaloes with the suppression of the star formation rate that is expected in

our simple self-regulated model. Because this simulation is not the large-scale

cosmological simulation that is necessary to fully test the self-regulated model,

all we can derive from this simulation is whether or not the delay in the col-

lapse of the few (∼ 20) minihaloes that form in our small simulation box is

roughly consistent with the global average suppression of the star formation

rate that we predict in the self-regulated model. Therefore, the results that

we derive from this test hold no statistical significance which is dependent on

the specific cosmological model that we use to initialize our simulation; we

only seek to compare the isolated behavior of the minihaloes in our box with

the general behavior we expect in the self-regulated model. A more detailed

study of the self-consistent build-up of the LW background will be the subject

of future work.

The density above which resolution is lost in this simulation is nres

∼ 20 cm−3, as determined following Johnson et al. (2007). Therefore, sink

particles are formed in minihaloes which reach this density threshold, and we

thereafter consider these minihaloes as hosting the formation of single Pop III

stars. While we are not able to resolve the process of star formation itself, we

believe this is a reliable indicator of when star formation is possible, as gas

collapsing in minihaloes will generally only reach these densities when cooling

is efficient and the collapse has ceased to be adiabatic (e.g. Omukai et al.

2005; Yoshida et al. 2006; Johnson et al. 2007).
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Figure 3.5: The fraction of minihaloes which form stars when exposed to
the critical LW background, JLW,crit, normalized to the total number of stars
formed absent a LW background, as a function of redshift. Solid line: The
fraction of Pop III stars expected to form in our analytical model for the critical
star formation rate, SFRIII,crit, assuming the star formation efficiency f∗ shown
in Fig. 3.1. Open triangles: The results from our simulation show the same
general variation with z as the analytically-derived behavior to within a factor
of ∼ 2, with the points from our simulation likely being overestimates due
to our choice of WMAP first year initial conditions for our simulation. This
agreement supports the validity of our simple model for self-regulated Pop III
star formation.
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3.4.2 Results

In Fig. 3.5, we compare our analytical prediction, described in Section

3.3.1, to our simulation results. The line in Fig. 3.5 shows the analytically

derived value for the fraction of stars, fcrit(z), which form by a redshift z in

the self-regulated model out of the total number of minihaloes which could

host star formation absent any negative LW feedback. We define this fraction

as the ratio of the integrated SFR in the self-regulated model to the integrated

SFR in the model for maximal star formation, described in Sections 3.2.3 and

3.2.2, respectively:

fcrit =

∫∞

z
SFRIII,crit(z

′)dz′
∫∞

z
SFRIII,max(z′)dz′

. (3.17)

In this analytical treatment, we have assumed the value shown in Fig. 3.1 for

the fraction of collapsed baryons in stars f∗, as a function of redshift.

The quantity fcrit is calculated as the number of sink particles that

form by a redshift z in the simulation including the critical LW background,

JLW,crit, divided by the number that form in the simulation without any LW

background included, and is plotted in Fig. 3.5. As expected, likely owing

to the relatively high bias in our simulations initialized with WMAP first

year parameters, the simulated values for fcrit are higher than those from our

analytical derivation using WMAP third year parameters. Nonetheless, the

agreement between our simple analytical model and the simulations is broadly

consistent, given the simplicity of our model. We thus conclude that, as a
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rough estimate, a self-consistent value for the LW background at redshifts z ≥

15 is likely close the critical value, JLW,crit. We emphasize, however, that the

effect of the opacity to LW photons through relic H II regions will be to lower

JLW and, simultaneously, to allow for a higher SFR than that in our simple

self-regulated model shown in Fig. 3.2.

3.5 Galaxy Formation in the Early Universe

Assuming that the photodissociation of H2 molecules by a global LW

background is the dominant factor in regulating Pop III star formation in

minihaloes at redshifts z ≥ 15, we now employ our simple model for a self-

regulated LW background to investigate the impact of Pop III star formation

on the assembly of a galaxy at z ≥ 10. We choose to define a galaxy as

a star forming system hosted by a DM halo with a virial temperature of ≥

104 K, corresponding to a halo with total mass ≥ 108 M¯ at z ≥ 10 (e.g.

Barkana & Loeb 2001), as gas in such a system can cool via atomic hydrogen,

can likely host continuous star formation, and can retain gas against being

blown out by supernovae or by photoheating (e.g. Mori et al. 2002; Kitayama

& Yoshida 2005; Read et al. 2006). Here we report the results from our

simulation of the formation of a galaxy which virializes at redshift z ∼ 12,

focusing on the modes and amount of star formation that may take place

during its assembly. Additional aspects of the formation of such a galaxy are

discussed in a companion paper (Greif et al. 2008).
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3.5.1 Initial Conditions

For our simulation of the assembly of a ’first galaxy’, we have employed

multi-grid initial conditions which offer higher resolution in the region where

the galaxy forms (e.g. Kawata & Gibson 2003; Li et al. 2007). We again

initialize the simulation according to the ΛCDM model at z = 100, adopting

the cosmological parameters Ωm = 1 − ΩΛ = 0.3, ΩB = 0.045, h = 0.7, and

σ8 = 0.9, close to the values measured by WMAP in its first year (Spergel et

al. 2003). Here we use a periodic box with a comoving size L = 1 h−1 Mpc

for the parent grid. This simulation uses a number of particles NDM = NSPH

= 1.05 × 106, where the SPH particle mass is mSPH ∼ 120 M¯ in the region

with the highest resolution. For further details on the technique employed to

generate our multi-grid initial conditions, see the companion paper by Greif

et al. (2008). The density above which resolution is lost is nres ∼ 103 cm−3, as

determined following Johnson et al. (2007). As described in Sections 3.3 and

3.4, sink particles are formed in minihaloes which reach this density threshold,

and we thereafter consider these sinks to contain single Pop III stars.

3.5.2 Formation of the First Star

The first star forms at redshift z ∼ 16.3 inside the minihalo which is the

most massive progenitor of the halo eventually hosting the galaxy. The mass of

the DM halo hosting the first star is 7× 106 M¯, while the virial temperature

of the halo is 6 × 103 K. This is comparable to the mass of the halo when

star formation begins found in other studies for the same LW background and
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at similar redshift (O’Shea & Norman 2008). We note that this DM halo is

approaching, but has not reached, virial equilibrium when the first star forms,

having a gravitational potential energy of ∼ 1.2 × 1052 erg and a kinetic energy

of ∼ 1.1 × 1052 erg.

The properties of the primordial gas just before the star forms are

different from the canonical case of Pop III star formation in the absence of

a LW background, as shown in Fig. 3.6. In the dense core of the halo, the

H2 abundance is ≤ 10−5, well below the canonical value of ≤ 10−3 at n ∼

103 cm−3, owing to the photodissociation of H2. In turn, the temperature

of the gas in the core is ≥ 500 K, markedly higher than in the case without

photodissociation, for which temperatures are generally ∼ 200 K. We note that

the central temperature that we find in the protostellar core is similar to what

is found in the simulations of O’Shea & Norman (2008) for a comparable value

of the LW background flux; however, these authors find a higher central H2

fraction of ≥ 10−4, likely because they follow the collapse of the gas to higher

densities, n > 104 cm−3, at which H2 formation may be faster. The higher

temperatures of the collapsing gas will likely translate into higher accretion

rates onto the protostellar core than in the case without photodissociation (e.g.

Omukai & Palla 2001, 2003; Bromm & Loeb 2004; O’Shea & Norman 2008),

and so possibly into a higher final mass for the star. If the mass of the star

is pushed above ∼ 260 M¯, or if it remains below ∼ 140 M¯, it may collapse

directly to form a black hole at the end of its life without yielding a supernova

explosion, thereby keeping its surroundings largely metal-free (e.g. Fryer et
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Figure 3.6: The properties of the primordial gas just before the formation of
the first sink particle at z = 16.3, as a function of distance from the sink:
density (top-left), temperature (top-right), free electron fraction fe− (bottom-
left), and H2 fraction fH2

(bottom-right). Note the enhanced free electron
fraction in regions heated by the virialization of the host halo. Also, note that
a second star later forms at 100 pc from the first in this halo, the second halo
having collapsed to densities above n ∼ 500 cm−3 when the first star forms,
densities which yield the evolution of the gas in the second halo relatively
impervious to the radiative feedback from the first star (Whalen et al. 2007;
Susa & Umemura 2006; Ahn & Shapiro 2007). Finally, note that the H2

fraction is considerably lower than the values generally found for collapsing
minihaloes in calculations not including a LW background. This leads to a
higher temperature of the dense gas in the core of the minihalo compared to
the canonical case absent a LW background (e.g. Bromm et al. 2002). This
may lead to a larger mass for the Pop III star that forms from this gas. For
reference, the resolution length in our simulation is ∼ 3 pc (physical).

75



al. 2001; Heger et al. 2003).

The mass of the DM halo hosting this star is roughly an order of mag-

nitude below that required for the virial temperature of the halo to exceed

the atomic-cooling threshold of 103.9 K, and is likewise well below the mass

that we expect for the first galaxies. However, star formation is still able to

take place at this relatively early time, despite the effect of the global LW

background. We conclude that it is likely that at least a single Pop III star

forms by z ∼ 15 in a DM minihalo which is the most massive progenitor of

an atomic-cooling halo hosting a galaxy at z ≥ 10. The impact that such a

star may have on the formation of the galaxy clearly depends sensitively on

the final mass of this star.

3.5.3 Local Stellar Feedback on Minihaloes

We find that there is a second star-forming minihalo merely ∼ 100 pc

from the site of the formation of the first star in our simulation, as can be

seen in Fig. 3.6. Because of this proximity, we expect that any radiative, me-

chanical, or chemical feedback from the first star may dramatically impact the

evolution of this neighbouring halo. Numerous recent studies have discussed

these feedback effects in detail (e.g. Ciardi & Ferrara 2005), and we here draw

on them to understand how this stellar feedback may impact the formation of

a galaxy in the early Universe.

Regardless of whether the first star becomes a supernova or collapses

directly to form a black hole, the neighbouring halo will be subject to the ion-
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izing and molecule-dissociating flux from this star (e.g. Shapiro et al. 2004;

Susa & Umemura 2006; Ahn & Shapiro 2007; Johnson et al. 2007; Yoshida et

al. 2007; Whalen et al. 2007). As the neighbouring halo will have already col-

lapsed to densities ≥ 500 cm−3 by the time the first star forms, the radiation

from the first star is not likely to delay the collapse of the second halo signifi-

cantly, as at these densities the core of the halo will not be photoevaporated

and the molecules in the dense core may only be weakly dissociated (e.g. Susa

2007; Whalen et al. 2007). Therefore, it appears that a second star will form

in the neighbouring minihalo within ≤ 10 Myr after the formation of the first

star (see also Wise & Abel 2007a). If the first star collapses directly to form

a black hole, the formation of the second star will thus not be significantly

influenced by the first star.

The type of star that forms in the neighbouring halo is not entirely

clear, however, if the first star becomes a supernova, owing to the mechanical

and chemical feedback that this would entail. As shown in Greif et al. (2007),

the velocity of the shock produced by a Pop III supernova at a distance of

100 pc from the progenitor is vsh ≤ 100 km s−1. A shock propagating at such

velocities can strongly ionize the primordial gas (e.g. Shull & McKee 1979),

thereby allowing the formation of a high fraction of molecules and enhancing

the cooling properties of the gas (e.g. Shapiro & Kang 1987; Mackey et al.

2003; Salvaterra et al. 2004; Machida et al. 2005). In particular, high fractions

of HD can be generated behind such strong shocks, allowing the post-shock

gas to cool to the temperature of the cosmic microwave background (CMB)
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and perhaps to form metal-free stars with masses of the order of 10 M¯, so-

called Pop III.2 stars. We note that for this type of Pop III.2 star formation

to take place the pre-shock gas must be at sufficiently high densities, unlike

in the supernova simulation of Greif et al. (2007), in which this mode of

star formation did not occur in the low-density IGM (see also Bromm et al.

2003). However, the neighbouring minihalo in the present case is likely to be

sufficiently dense to allow for star formation to take place in the post-shock

gas. We thus conclude that the halo neighbouring the first star may host a

Pop III.2 star, in the case that the first star explodes as a supernova.

The mode of star formation in the neighbouring minihalo may change

from Pop III to Pop II, if metal-rich supernova ejecta from the first star can

efficiently mix with the primordial gas in the dense core of the minihalo (e.g.

Bromm et al. 2001; Santoro & Shull 2006; Schneider et al. 2006). We can

estimate the efficiency of this mixing by applying the criterion for the operation

of Kelvin-Helmholtz (KH) instabilities given by Murray et al. (1993) (see also

Cen & Riquelme 2008; Wyithe & Cen 2007):

gDr

2πv2sh
≤ 1 , (3.18)

where g is the gravitational acceleration at the outer radius of the dense core of

the neighbouring minihalo, andD the density ratio of gas in the halo compared

to the dense shell. For the dense core of the neighbouring minihalo, we have a

mass of the order of 105 M¯ and a radius of r ' 30 pc. We find D ≥ 500 and

vsh ≤ 100 km s−1, using values for the density and velocity of the shocked gas
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from Greif et al. (2007). The left-hand side of equation (3.18) is thus ≥ 10−1.

Following the results of Cen & Riquelme (2008), this suggests that the dense

gas in the core of the neighbouring minihalo will remain largely pristine and

stable for many dynamical times, while the outskirts of the halo may become

more mixed. It therefore appears unlikely that the neighbouring halo will give

rise to Pop II stars, but will instead probably host Pop III star formation. This

will have implications for the nature of the galaxy into which these minihaloes

are finally incorporated.

3.5.4 Self-shielding and Molecule Formation

While minihaloes are, in general, optically thin to LW photons, the

greater gas mass in a halo hosting the formation of a first galaxy can lead to

a large column density of H2 and so to self-shielding of the molecules in the

central regions of the halo (e.g. Draine & Bertoldi 1996). Taking this into

account, we would like to estimate the impact of the LW background on the

molecule fraction in the central regions of a first galaxy. Assuming that H2

formation takes place through the reaction sequence

e− +H→ H− + hν , (3.19)

H− +H→ H2 + e− , (3.20)

we can estimate the formation rate of H2 as the gas collapses to high density. In

our simulation, we find that the electron fraction drops due to recombinations
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approximately as

fe ∼ 10−4
( nH
102cm−3

)−2

, (3.21)

where nH is the number density of hydrogen nuclei in the gas. Following

Bromm et al. (2002), this results in a formation rate of H2 at densities nH ≥

102 cm−3 of

(

dfH2

dt

)

form

∼ kH−nHfe ∼ kH−n
−1
H , (3.22)

where kH− ∼ 10−15 cm3 s−1 is the rate coefficient for reaction (19).

We can next estimate the photodissociation rate of H2, including the

effect of self-shielding, following Bromm & Loeb (2003a). Accordingly, we

estimate the column density of H2, using only local quantities, as NH2
∼

0.1fH2
nHLchar, where the local characteristic length is given by

Lchar =

(

3XMb

4πmHnH

)1/3

. (3.23)

Here Mb ∼ 107 M¯ is the total baryonic mass in the halo, X = 0.76 is the

mass fraction of hydrogen, and mH is the mass of the hydrogen nucleus. From

our simulation of the formation of a first galaxy, which does not include the

effects of self-shielding, we find a minimum average molecule fraction of fH2
∼

10−5 at densities nH ≥ 102 cm−3, as shown in Fig. 3.6, when JLW = JLW,crit.

The photodissociation rate will be reduced due to self-shielding by a fraction
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fsh ∼

(

NH2

1014cm−2

)− 3
4

(3.24)

when NH2
> 1014 cm−2 (Draine & Bertoldi 1996). We thus find a minimum

photodissociation rate of

(

dfH2

dt

)

diss

∼ 3× 10−17n
−1/2
H f

1/4
H2

JLW . (3.25)

Balancing the formation rate and dissociation rates for H2, given by equations

(3.22) and (3.25), respectively, we can solve for the density at which the dis-

sociation rate becomes higher than the formation rate, marking the point in

the collapse of the gas where H2 dissociation begins to substantially suppress

the formation of H2. We find this density to be

ndiss ∼ 108cm−3

(

JLW
0.04

)−2(
fH2

10−5

)−1/2

. (3.26)

For the values of JLW = 0.04 and fH2
∼ 10−5 in our simulation, we thus find

that H2 photodissociation becomes important only at very high densities. At

densities below ndiss, the formation rate of H2 is higher than the photodisso-

ciation rate, owing to the higher abundance of free electrons, which catalyze

the formation of H2 according to equations (3.19) and (3.20). As the density

increases, the recombination of free electrons deprives the gas of this catalyst,

and the formation rate of H2 molecules thus drops, becoming comparable to

the photodissociation rate when the gas has collapsed to a density ndiss. We

note that photodissociation may not become important at all in the evolution
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Figure 3.7: The fraction of molecules in the primordial gas of the protogalaxy
at z ∼ 12.5, as functions of density: H2 fraction fH2

(left), and HD fraction fHD
(right). The free electron fraction greatly exceeds the primordial value of fe− ∼
10−4 through collisional ionization in virialization shocks, leading to enhanced
fractions of both H2 and HD, despite the presence of the LW background
radiation field. Accounting for self-shielding, the molecule fraction remains
elevated at high densities n ≥ 102 cm−3. In the core of the halo, the HD
fraction is thus expected to reach values large enough to allow the formation
of Pop III.2 stars (see Greif et al. 2008).

of the gas, if ndiss ≥ 108 cm−3, at which densities three-body reactions can

efficiently produce H2 (see e.g. Glover 2005). Furthermore, the photodissocia-

tion of H2 is not likely to affect the evolution of the gas for cases in which the

photodissociation timescale is longer than the free-fall timescale, as the gas

may then cool and collapse to form a star before a significant portion of the

H2 molecules are photodissociated.

Along with the likely elevated fraction of H2, owing to ionization of the

gas in the virialization of the galaxy, Fig. 3.7 shows that a high fraction of HD

is also generated. We expect that, due to the substantial self-shielding of the
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gas in the central regions of the assembling galaxy, the high HD fraction will

persist in the gas as it collapses to high density, likely leading to the formation

of Pop III.2 stars (see Greif et al. 2008).

3.6 Implications for the Assembly of the First Galaxies

In the preceding sections we have found that, owing in part to the self-

regulation of the LW background, the Pop III star formation rate in minihaloes

in the early Universe remains substantial at redshifts z ≥ 15. In particular, we

have found that the LW background is likely too weak to completely suppress

star formation in the progenitor DM minihaloes that merge to from the first

galaxies at z ≥ 10. Here we discuss various implications of these results for

the nature of the first galaxies.

3.6.1 The Protogalactic Star Formation Rate

While, in principle, Pop III star formation can be suppressed in mini-

haloes by a global LW background, we have shown that with a simple model

for the self-consistent build-up of the LW background Pop III star formation

is likely to take place in the assembly of a galaxy at z ≥ 10 (see Fig. 3.8).

Noting that the LW background that we used in our simulation did not take

into account the effect of the opacity to LW photons through relic H II regions

in the early Universe (see Section 3.2.3), the negative feedback from the global

LW background may be even weaker than we found in our simulation. This, in

turn, implies that the number of Pop III stars forming in protogalaxies may be
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higher than we find from our simulation. A total of two minihaloes collapsed

to form Pop III stars in our simulation employing the self-regulated model for

the build-up of the LW background, allowing us to conclude that of the order

of a few Pop III stars are likely able to form during the assembly of a galaxy

at high redshift.

Additionally, we have found that conditions are prime for the formation

of Pop III.2 stars, owing to the high HD fraction that is generated in the

virialization shocks in such systems. Because the Pop III.2 star formation

mode in atomic-cooling haloes has not been studied with simulations to the

same extent as the ‘classical’, minihalo (Pop III.1) case, it is not yet possible

to predict the resulting star formation rate and efficiency (but see Greif &

Bromm 2006). However, we expect that, with 107 M¯ of gas collapsing into

such a system, Pop III.2 stars may form in clusters, given that these stars

are expected to have masses of the order of 10 M¯, compared to the 100 M¯

predicted for Pop III.1 stars formed in minihaloes. The stellar feedback is then

expected to be less severe, possibly enabling cluster formation.

3.6.2 Supernova Feedback and Metallicity

Each of the two star-forming haloes in our simulation is located within

∼ 100 pc of the center of the main progenitor of the protogalaxy, allowing

each star to affect the inner region of the galaxy through either radiative

output or by exploding as supernovae. We can estimate the degree of metal

enrichment that may take place should each of these stars explode as pair-
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Figure 3.8: The hydrogen number density and temperature of the gas in the
region of the forming galaxy at z ∼ 12.5. The panels show the inner ∼ 10.6 kpc
(physical) of our cosmological box. The cluster of minihaloes harboring dense
gas just left of the center in each panel is the site of the formation of the two
Pop III stars which are able to form in our simulation including the effects of
the self-regulated LW background. The remaining minihaloes are not able to
form stars by this redshift, largely due to the photodissociation of the coolant
H2. The main progenitor DM halo, which hosts the first star at z ∼ 16, by z
∼ 12.5 has accumulated a mass of 9 × 107 M¯ through mergers and accretion.
Note that the gas in this halo has been heated to temperatures above 104

K, leading to a high free electron fraction and high molecule fractions in the
collapsing gas (see Fig. 3.7). The high HD fraction that is generated likely
leads to the formation of Pop III.2 stars in this system.
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instability supernova (PISN), expected to be a common fate for massive Pop III

stars (e.g. Heger et al. 2003), as follows. For a 108 M¯ DM halo, we expect ∼

107 M¯ of gas to collapse into the virialized system. With ∼ 100 M¯ in metals

being expelled into the medium from two PISNe, we thus expect to have a

mean metallicity in this system of ∼ 10−3 Z¯.

Interestingly, this is above the value for the critical metallicity for Pop

II star formation, Zcrit ∼ 10−3.5 Z¯, as given by Bromm & Loeb (2003b) (see

also Bromm et al. 2001a; Frebel et al. 2007; Smith & Sigurdsson 2007).

This metallicity estimate assumes very efficient mixing of the metals with the

virialized primordial gas. In reality, there will likely be pockets of less enriched

gas in the galaxy, suggesting that in the first galaxies there may be regions

in which Pop II star formation is enabled through metal cooling, as well as

other, more pristine regions in which a top-heavy IMF persists (see Jimenez

& Haiman 2006). Considering that the SFR may in fact be larger than what

we found in our simulation, owing to weaker LW feedback, we expect that

the mean metallicity in the first protogalaxies may easily exceed the critical

metallicity necessary for low-mass Pop II star formation. If the mixing of

these metals is efficient, the first galaxies may already host primarily Pop II

star formation with a preponderance of low-mass stars, provided that the

mass of the stars formed in these systems is not dictated instead by other

effects, e.g. the inability of the gas to cool below the temperature of the CMB,

TCMB = 2.7 K (1 + z) (e.g. Larson 1998, 2005).

However, the details of the transition from a top-heavy Pop III IMF to
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a low-mass Pop II IMF are not at present well understood, as it remains to

understand the process by which the first metals, ejected into a hot expanding

supernova remnant, are ultimately reincorporated into dense gas from which

stars can form. The cooling time of the hot metal-rich ejecta from an energetic

Pop III supernova is of the order of 108 yr (Greif et al. 2007). This is ample

time for multiple Pop III stars to form from cold pockets of primordial gas

and explode as supernovae, allowing to enrich the gas with the yields from

multiple supernovae before it re-collapses to form the first Pop II stars. Such

a mixing of SN yields would dilute any pure PISN signature from a single

massive Pop III star, and may explain the lack of observed metal-poor stars

exhibiting a clear PISN signature (see Karlsson et al. 2008). An additional

complication might arise from the presence of cosmic rays (CRs) produced

by the first supernovae. Heating and ionization due to CRs could have an

important effect on the early star formation process (e.g. Jasche et al. 2007;

Stacy & Bromm 2007), although these authors find that the main effect of

cosmic rays is to enhance molecule formation in the central dense regions

of minihaloes, which only strengthens our main conclusion that Pop III star

formation in minihaloes is not easily suppressed during the assembly of the

first galaxies.

3.6.3 Black Hole Formation

A fraction of the first stars likely collapsed directly to form black holes,

thereby locking up the majority of the metals produced in their cores (see
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e.g. Madau & Rees 2001; Fryer et al. 2001; Heger et al. 2003). In a given

protogalactic system, there is thus a probability that the primordial gas will not

be enriched by supernovae even if stars are able to form within this system.

Without knowing the IMF of Pop III stars, however, we can only guess at

what may be the fraction of Pop III stars which collapse to form black holes

without ejecting appreciable amounts of metals. Heger et al. (2003) give the

mass range for Pop III stars that collapse directly to black holes as ∼ 40 to ∼

140 M¯ and ≥ 260 M¯, while that over which a PISN takes place is given as

∼ 140 to ∼ 260 M¯, for stellar models which neglect the effects of rotation.

Given that Pop III stars formed in minihaloes are characterized by a

top-heavy IMF with typical masses of the order of 100 M¯, it seems reasonable

to assume that the probability for a Pop III star to collapse directly into a

black hole, and thus locking up its metal-rich core, is of the order of 0.5. We

note that this is consistent with the constraints on the fraction of PISNe from

Pop III stars reported by Karlsson et al. (2008). If we then take it that our

simulation of the assembly of a ∼ 108 M¯ galaxy is typical and use the fact

that we find of the order of a few stars forming during this assembly process,

we obtain a probability of the order of ≤ 0.1 that the first galaxy may be metal-

free at the time of its formation. While this is only a rough estimate, the fact

that we find little chance that star formation can be completely suppressed

during the assembly of a galaxy at redshifts z ≥ 10 suggests that metal-

free galaxies are probably a minority population of the first galaxies, with a

majority of galaxies already hosting some amount of Pop II star formation. We
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emphasize, however, that Pop III star formation may continue to occur, even

after the first supernovae, in regions of a galaxy which are not enriched with

metals or in which the mixing of metal-rich supernova ejecta with primordial

gas is inefficient.

Finally, as discussed in Section 3.5.2, given that the LW background

can suppress H2 cooling even in gas that does collapse to form Pop III stars,

the high accretion rates in the formation of these objects may allow for a

large fraction of such Pop III stars to have masses above ∼ 260 M¯, allowing

them to directly collapse into black holes and thus eject few metals. The LW

background radiation may therefore act to keep galaxies metal-free even in

cases where Pop III star formation is not prevented.

3.7 Summary and Conclusions

We have investigated the impact of the H2-dissociating LW background

radiation on the formation of Pop III stars during the assembly of the first

galaxies at z ≥ 12. To this end, we have constructed simple models of the

build-up of this radiation field which are self-consistent, accounting for the

coupling of the star formation rate to the generation of the LW background.

We have motivated and, to the extent possible, checked the self-consistency

of a model in which the LW background does not exceed the critical value

JLW,crit ∼ 0.04 at redshifts z ≥ 15. Furthermore, we have elucidated the effect

of a high opacity to LW photons through the first relic H II regions on the LW

background, finding that the LW background flux may take values ≤ JLW,crit
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at 15 ≤ z ≤ 18, if the cosmological average optical depth to LW photons

becomes sufficiently high. While our models are idealized, they are informed by

detailed cosmological simulations of Pop III star formation and are consistent

with previous results. We suggest that the actual LW background most likely

assumes values intermediate between JLW,shield and JLW,crit. However, detailed

large scale simulations tracking star formation and accounting for the opacity

of the IGM to LW photons will be required to better understand the true

nature of the LW background at high redshifts. In addition, observations

of the cosmic near-infrared background could conceivably be used to place

conservative upper limits on the level of the LW background at high redshifts,

as LW photons would be reprocessed into Lyα photons as they are redshifted

with the expansion of the Universe, thus allowing them to contribute to the

total Lyα flux emitted at high z that may be observed today (e.g. Santos,

Bromm & Kamionkowski 2002; Fernandez & Komatsu 2006). Taking into

account the LW background, we find that the comoving rate of Pop III star

formation in minihaloes at 25 ≥ z ≥ 15 is likely ≤ 10−4 M¯ yr−1 Mpc−3, with

the upper limit corresponding to the case of a maximal opacity to LW photons

through relic H II regions at these redshifts. Overall, we find that the global

Pop III SFR is likely decreased from the maximum SFR rate possible by a

factor of, at most, ∼ 3 due to the LW background at z ≥ 15.

We have simulated the assembly of a galaxy at z ≥ 12, assuming the

critical LW background in our self-regulated model of global Pop III star for-

mation. We find that of the order of a few Pop III stars are likely to form
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in the minihaloes that later merge to form the galaxy. Due to the chemical

feedback that accompanies the explosions of Pop III stars as supernovae, pos-

sibly as PISNe, we conclude that most galaxies may already be enriched to

a metallicity of the order of ∼ 10−3 Z¯ when they are formed. If this is the

case, then Pop II star formation may be widespread in these systems even at

these early times. Alternatively, if the IMF of Pop III stars is such that a

large fraction of them collapse directly to form black holes, thereby locking up

the metals produced in their cores, then the interstellar medium of the first

galaxies is more likely to remain metal-free. We find that a high fraction of

the coolant HD is produced in the primordial gas during the virialization of

the galaxy, despite the presence of the LW background, which likely leads to

the formation of metal-free stars with masses of the order of 10 M¯ in these

systems. If metal-free galaxies do exist, they may therefore be dominated by

such a population of stars, perhaps the first stellar clusters (see also Clark et

al. 2008). More detailed simulations tracking the collapse and fragmentation

of the gas, along with feedback from Pop III stars, will be necessary in order

to test this scenario.

The character of star formation clearly becomes more complicated in

the first galaxies compared to the canonical picture of Pop III star formation in

minihaloes, with the chemical feedback from the first stars, turbulence driven

by rapid mergers and accretion of gas from the IGM (see Wise & Abel 2007c;

Greif et al. 2008), HD cooling, CR heating and possibly magnetic fields all

playing important roles. Future missions, such as the James Webb Space
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Telescope may thus be expected to observe some variety in the first galaxies.

The majority is likely already enriched with heavy elements, hosting Pop II

star formation, while a small fraction might still be largely metal-free, possibly

hosting clusters of Pop III.2 stars. The veil is about to be lifted, giving us

access to the time when galaxy formation first began.
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Chapter 4

The First Galaxies: Signatures of the Initial

Starburst

4.1 Introduction

The epoch of the first galaxies marked a fundamental transition in the

Universe, ending the Cosmic Dark Ages, beginning the process of reionization,

and witnessing the rapid proliferation of star formation and black hole growth

(e.g. Barkana & Loeb 2001; Bromm & Larson 2004). While the theory of

primordial star formation and early galaxy formation has rapidly developed

(see Ciardi & Ferrara 2005; Glover 2005; Barkana & Loeb 2007), observations

of the first galaxies at redshifts z 10 have so far been out of reach (but see Stark

et al. 2007). In the coming decade, the James Webb Space Telescope (JWST)

promises to provide direct observations of this critical period in cosmic history,

allowing to place new constraints on the stellar initial mass function (IMF)

at high redshift, on the luminosity function of the first galaxies, and on the

progress of the early stages of reionization (e.g. Barton et al. 2004; Gardner

et al. 2006; Windhorst et al. 2006; Ricotti et al. 2008; Haiman 2008).

The IMF of the stellar populations which form in the first galaxies is of

central importance in determining their properties and impact on early cosmic
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evolution. The current theoretical consensus posits that the first stars, which

formed in isolation in dark matter (DM) minihaloes, likely had masses of the

order of 100 M¯ (Bromm et al. 1999, 2002; Abel et al. 2002; Yoshida et al.

2006, 2008; McKee & Tan 2008). In the first galaxies, which form in DM haloes

with masses 108 M¯ (Greif et al. 2008; Wise et al. 2008), there is no such

theoretical consensus on the IMF, as the initial conditions of the star-forming

gas are uncertain (see Jappsen et al. 2009a,b). A large fraction of these first

galaxies are likely to already host Population II (Pop II) star formation, due

to previous metal enrichment (Johnson et al. 2008; see also Trenti & Stiavelli

2009; Clark et al. 2008). However, clusters of primordial stars likely form

in some fraction of the first galaxies, owing to either inhomogeneities in the

Lyman-Werner (LW) background which can suppress star formation where

galaxies are strongly clustered (Dijkstra et al. 2008; see also Ahn et al. 2008)

or to the direct collapse of the first stars to black holes, thereby locking up the

metals produced in their cores (e.g. Heger et al. 2003).

Due to the hard spectra of massive metal-free stars, strong nebular

emission in helium recombination lines has been suggested as an observable

indicator of a population of such stars (e.g. Bromm et al. 2001; Oh et al.

2001; Tumlinson et al. 2001; Schaerer 2002). In particular, a high ratio of

the luminosity emitted in He ii λ1640 to that emitted in Lyα or Hα may be a

signature of a galaxy hosting massive Pop III star formation, and has already

served as the basis for searches for such galaxies (e.g. Dawson et al. 2004;

Nagao et al. 2005, 2008). In addition, high equivalent widths (EWs) of Lyα
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and He ii λ1640 are expected to characterize galaxies undergoing a Pop III

starburst (e.g. Schaerer 2003). While no definitive detections of such galaxies

have been achieved to date, observations of galaxies at 3 z 6.5 with large

Lyα EW and strong He ii λ1640 emission may indicate that some galaxies

host Pop III star formation even at such relatively low redshift (see Jimenez

& Haiman 2006; Dijkstra & Wyithe 2007).

Previous analytical calculations of the recombination radiation expected

from the first galaxies have been carried out under a number of idealized as-

sumptions, namely of a static, uniform density field, and of the formation of

a static Strömgren sphere. Taking a complementary approach, we study here

the properties of the recombination radiation emitted by the first galaxies with

a focus on how the dynamical evolution of the galaxy affects the properties

of this radiation. We present high-resolution cosmological radiation hydro-

dynamics simulations of the production of nebular emission from a cluster of

primordial stars formed within the first galaxies. We resolve the H ii and He iii

regions generated by the stellar cluster, thereby arriving at improved predic-

tions for the emission properties of the first galaxies, which will be tested by

the JWST.

Our paper is organized as follows. In Section 4.2, we describe our

simulations and the methods used in their analysis; in Section 4.3 our results

are presented, along with the implications for both IMF and star formation

rate (SFR) indicators; in the final Section 4.4, we summarize and give our

conclusions.
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4.2 Methodology

We carry out radiation hydrodynamics simulations which track the im-

pact of the radiation from Pop III stellar clusters forming promptly within a

dwarf galaxy at z ∼ 12.5. In this section we describe the simulations and the

calculations carried out in analyzing their outcomes.

4.2.1 The simulations

As with previous work, for our three-dimensional numerical simulations

we employ the parallel version of GADGET (version 1), which includes a tree

(hierarchical) gravity solver combined with the smoothed particle hydrody-

namics (SPH) method for tracking the evolution of gas (Springel et al. 2001;

Springel & Hernquist 2002). Along with H2, H
+
2 , H, H

−, H+, e−, He, He+, and

He++, we have included the five deuterium species D, D+, D−, HD and HD+,

using the same chemical network as in Johnson & Bromm (2006, 2007).

For our simulation of the assembly of a dwarf galaxy at z ∼ 12.5, we

have employed multi-grid initial conditions which offer higher resolution in the

region where the galaxy forms (e.g. Kawata & Gibson 2003). We initialize

the simulation according to the ΛCDM power spectrum at z = 100, adopting

the cosmological parameters Ωm = 1 − ΩΛ = 0.3, ΩB = 0.045, h = 0.7, and

σ8 = 0.9, close to the values measured by the Wilkinson Microwave Anisotropy

Probe in its first year (Spergel et al. 2003). Here we use a periodic box with a

comoving size L = 1 h−1 Mpc for the parent grid. Our simulations use NDM =

NSPH = 1.05 × 106 particles for DM and gas, where the SPH particle mass is
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Figure 4.1: The projected gas temperature at z = 12.7, just before the stellar
cluster turns on. Shown at left is the entire 1.4 Mpc (comoving) simulation box.
The region of highest resolution is in the center of our multi-grid simulation
box; magnified at right is the central ∼ 10 kpc (physical), where the ∼ 108

M¯ dark matter halo hosting the stellar cluster is located. Note that the gas
is heated to ≥ 104 K when passing through the virialization shock.

mSPH ∼ 120 M¯ in the region with the highest resolution. For further details

on the technique employed to generate our multi-grid initial conditions, see

Greif et al. (2008). The maximum gas density that we resolve is nres ∼ 103

cm−3, while gas at higher densities is accreted onto sink particles, as described

in Johnson et al. (2007). We have also included the effect of a LW background

radiation field, at a level of JLW = 0.04 × 10−21 erg s−1 cm−2 Hz−1 sr−1 , just

as in Johnson et al. (2008).

To capture the effects of the ionizing radiation emitted by a single
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Pop III stellar cluster within the dwarf galaxy, we approximate the cluster

as a point source located at the center of the most massive DM halo in our

simulation box at z = 12.7. The projected gas temperature in the entire

simulation box at this redshift is shown in Fig. 4.1 (left panel); the right panel

shows the temperature in the region of the host halo at the center of the box,

which has a virial mass of 9 × 107 M¯, characteristic of the first galaxies.

At each timestep, we find the boundaries of both the H ii and He iii regions

generated by the stellar cluster using a ray-tracing technique that improves

our earlier implementation (Johnson et al. 2007).

The procedure used to calculate the Strömgren sphere around the stel-

lar cluster for a given time-step ∆t is similar to the ray-tracing scheme used

in Johnson et al. (2007). We create a spherical grid centered at the location

of the cluster, consisting of ∼ 1.2 × 104 rays and 1000 linearly spaced radial

bins. We resolve the central kiloparsec around the source, roughly the virial

radius of the host halo, with 250 radial bins, while the remaining 750 bins are

linearly spaced out to ∼ 20 kpc.

In a single, parallelized loop, the Cartesian coordinates of all particles

are converted to spherical coordinates, such that their density and chemical

abundances may be mapped to the bins corresponding to their radius, azimuth

and zenith, denoted by r, θ and φ, respectively. To avoid missing dense clumps,

particles contribute to bins independent of distance, but proportional to their

density squared. Once this preliminary step is complete, it is straightforward

to solve the ionization front equation along each ray:
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nnr
2
I

drI
dt

=
Qion

4π
− αB

∫ rI

0

nen+r
2dr , (4.1)

where rI denotes the position of the ionization front, Qion the number of ion-

izing photons emitted per second by the stellar cluster, αB the case B recom-

bination coefficient, and nn, ne and n+ the number densities of nonionized

particles, electrons and ionized particles, respectively. The numbers of H i-,

He i- and He ii-ionizing photons are Qion = N∗qion, where N∗ is the number of

stars in the cluster (here we assume that all have the same mass) and qion is

the number of ionizing photons emitted by a single star, given by

qion =
πL∗

σT 4
eff

∫ ∞

νmin

Bν

hν
dν , (4.2)

where σ is the Stefan-Boltzmann constant, νmin denotes the minimum fre-

quency corresponding to the ionization thresholds of H i, He i and He ii,

and we assume that massive Pop III stars emit a blackbody spectrum Bν (in

erg s−1 cm−2 Hz−1 sr−1) with an effective temperature Teff and a luminosity

L∗ (e.g. Schaerer 2002).

To obtain a discretization of the ionization front equation, we replace

the integral on the right-hand side of equation (1) by a discrete sum:

∫ rI

0

nen+r
2dr =

∑

i

ne,in+,ir
2
i∆r , (4.3)

where ∆r is the radial extent of the individual bins. Similarly, the left-hand

side of equation (4.1), which models the propagation of the ionization front
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into neutral gas, is discretized by

nnr
2
I

drI
dt

=
1

∆t

∑

i

nn,ir
2
i∆ri , (4.4)

where ∆t is the current time-step and the summation is over radial bins start-

ing with the bin lying immediately outside of rI,old, the position of the ion-

ization front at the end of the previous time-step, and ending with the bin

lying at the new position of the ionization front. We perform the above steps

separately for the H ii and He iii regions, since they require distinct heating

and ionization rates.

We have chosen the size of the bins that are used in our ray-tracing

routine to roughly match the volume of gas represented by a single SPH par-

ticle within the ∼ 1 kpc virial radius of the halo hosting the stellar cluster,

such that the boundaries of the photoionized regions are maximally resolved

while also reliably conserving ionizing photons. However, in some cases it may

occur that the mass contained in a bin is smaller than that of the SPH par-

ticle contained within it, such that ionizing the entire SPH particle involves

ionizing more gas than is contained in the bin. In turn, this can lead to an

overestimate of the number of recombinations. While this effect is minor in

our simulations, in the calculations presented below we enforce that the to-

tal number of recombinations does not exceed the total number of ionizing

photons available.

We carry out four simulations, each with a different combination of IMF

and total cluster mass. For the IMF, we assume for simplicity, and in light
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of the still complete uncertainty regarding its detailed shape, that the cluster

consists either entirely of 25 M¯ or 100 M¯ Pop III stars. These choices are

meant to bracket the expected characteristic mass for Pop III stars formed in

the first galaxies, which depending on the cooling properties of the gas may

be Pop III.2 stars with masses of order 10 M¯ or, possibly, Pop III.1 stars

with masses perhaps an order of magnitude higher (Johnson & Bromm 2006;

Greif et al. 2008; McKee & Tan 2008; but see Jappsen et al. 2009a). For each

of these IMFs, we vary the total stellar mass in the cluster, choosing either

2.5 × 103 M¯ or 2.5 × 104 M¯ for the total mass in stars. These choices

correspond to ∼ 1 and ∼ 10 percent, respectively, of the cold gas available for

star formation within the central few parsecs of such a primordial dwarf galaxy

(see Wise et al. 2008; Regan & Haehnelt 2009). We calculate the ionizing flux

from each of these clusters, assuming blackbody stellar spectra at 7 × 104 and

105 K and bolometric luminosities of 6 × 104 and 106 L¯, for the 25 and 100

M¯ stars, respectively, appropriate for metal-free stars on the main sequence

(Marigo et al. 2001).

For simplicity, we have chosen to keep the input stellar spectra constant

in time over the course of the simulations. Accordingly, we run the simulations

only for 3 Myr, which is roughly the hydrogen-burning timescale of a 100

M¯ primordial star, and about half that of a 25 M¯ primordial star. We

note that while the H i-ionizing flux from 100 M¯ primordial stars is roughly

constant over this timescale, the He ii-ionizing flux decreases by a factor of

∼ 2 by a stellar age of 2 Myr, and by a much larger factor near the end of
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hydrogen-burning as the star evolves to the red (e.g. Marigo et al. 2001;

Schaerer 2002). We note, however, that stellar models accounting for the

effects of rotation yield less precipitous drops in the emitted ionizing flux with

time, as fast rotation, especially of low-metallicity stars, can keep the stars on

bluer evolutionary tracks (e.g. Yoon & Langer 2005; Woosley & Heger 2006;

Vázquez et al. 2007); indeed, Pop III stars may have been fast rotators (see

Chiappini et al. 2008). Nonetheless, the results that we derive pertaining to

He ii recombination emission from clusters of 100 M¯ stars may be, strictly

speaking, only reliable for stellar ages 2 Myr. An in-depth study of the impact

that stellar evolution has on the emission properties of primordial galaxies

is given in Schaerer (2002); in the present work, we take a complementary

approach and instead focus on how the emission properties are affected by the

hydrodynamic evolution of the gas in the first galaxies.

We make the related simplifying assumption that the stellar cluster

forms instantaneously. This is valid if the timescale for star formation tSF is

much shorter than the lifetime of the stars that we consider, or tSF ¿ 3 Myr.

If we assume that stars form on the order of the free-fall time tff , and take

it that the star cluster forms within the central ∼ 1 pc of the halo (see e.g.

Wise et al.2008; Regan & Haehnelt 2009), then we find tSF ∼ 5 × 105 yr, for

which our assumption is marginally valid. We note that more work is needed

to accurately determine the star formation timescale in the first galaxies, as

the works cited here neglect, in particular, the important effect of molecular

cooling on the evolution of the primordial gas.
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4.2.2 Deriving the observational signature

The simulations described above allow us to calculate the luminosities

and equivalent widths of the recombination lines emitted from high-redshift

dwarf galaxies during a primordial starburst. A related quantity we obtain is

the escape fraction of ionizing photons from such a galaxy. Here we describe

each of these calculations.

4.2.2.1 Escape fraction of ionizing photons

Photons which escape the host halo from which they are emitted pro-

ceed to reionize the intergalactic medium (IGM), where densities are generally

very low, yielding long recombination times. Ionizing photons which do not es-

cape the host halo are, however, available to ionize dense gas which recombines

quickly, leading to appreciable emission in recombination lines. Therefore, the

luminosity of a galaxy in recombination radiation is intimately related to the

escape fraction of ionizing photons. The escape fraction of ionizing photons

from the halo hosting the stellar cluster is given by subtracting the number of

recombinations Qrec per second within the virial radius from the total number

of ionizing photons emitted by the cluster:

fesc = (Qion −Qrec) (Qion)
−1 , (4.5)

again with Qion = N∗qion. This equation is valid under the assumption that

within the host halo the number of ionizing photons which fail to escape is

balanced by the number of recombinations within the halo. This is a reasonable
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assumption, since the number of atoms which become ionized within the host

halo is far less than the total number of recombinations that occur in the halo,

the ionization of previously neutral gas being the only other sink for ionizing

photons within the halo. The number of recombinations is given as

Qrec =
∑

i

αB
mi

ρi

[

ρi
µimH

]2

fefHII , (4.6)

where αB is the case B recombination coefficient for hydrogen, mH the mass

of a hydrogen atom, while mi, µi and ρi are the total mass, mean molecular

weight, and mass density of the ith SPH particle, respectively. For each SPH

particle, fHII and fe denote the fraction of nuclei in H ii and the fraction of

free electrons, respectively.

Here the summation is over all SPH particles within the virial radius

of the host halo, or within a physical distance of ∼ 1 kpc from the central

stellar cluster. We calculate the escape fractions of both H i-ionizing and

He ii-ionizing photons. These quantities are generally not equal, and they

each contribute to determining the radiative signature of the initial starbursts

in the first galaxies.

4.2.2.2 Luminosity in recombination lines

For each of our simulations, we compute the luminosity emitted from

photoionized regions in each of three recombination lines: Hα, Lyα, and He ii

λ1640. These luminosities are calculated by again summing up the contribu-

tions from all SPH particles within the virial radius, where virtually all of the
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recombination line luminosity emerges, as follows:

LHα =
∑

i

jHα
mi

ρi

[

ρi
µimH

]2

fefHII , (4.7)

LLyα =
∑

i

jLyα
mi

ρi

[

ρi
µimH

]2

fefHII (4.8)

Lλ1640 =
∑

i

jλ1640
mi

ρi

[

ρi
µimH

]2

fefHeIII , (4.9)

where the j are the temperature-dependent emission coefficients for the lines

(Osterbrock & Ferland 2006), and fHeIII is the fraction of helium nuclei in

He iii for each SPH particle.

Given the luminosity in a recombination line over an area of the sky,

we may compute the flux in that line, as observed at z = 0 with a spectral

resolution R = λ/∆λ, where λ is the wavelength at which the emission line is

observed (e.g. Oh et al. 2001). While Lyα photons are scattered out of the

line of sight in the IGM prior to reionization (Loeb & Rybicki 1999), a process

which we do treat in the present calculations, Hα and He ii λ1640 photons

will not suffer such severe attenuation. Assuming that the line is unresolved,

the monochromatic flux in Hα, for example, is

fHα =
lHαλHα(1 + z)R

4πcD2
L(z)

∼ 20 nJy

(

lHα

1040erg s−1

)(

1 + z

10

)−1(
R

1000

)

, (4.10)
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where lHα is the luminosity in Hα along the line of sight through the emitting

galaxy, DL(z) is the luminosity distance at redshift z (∼ 102 Gpc at z = 10),

and λHα is the rest frame wavelength of the line, 656.3 nm. If the galaxy is

spatially unresolved, appearing as a point source, we may simply substitute

LHα for lHα in equation (4.10), to compute the total flux from the galaxy. In

terms of total (integrated) line flux, we have the equivalent expression:

FHα =
LHα

4πD2
L(z)

∼ 10−20erg s−1cm−2

(

LHα

1040erg s−1

)(

1 + z

10

)−2

.

4.2.2.3 Recombination line equivalent widths

Another observable quantity obtained from our simulations is the rest-

frame equivalent width (EW) of recombination lines. We calculate the EWs

of the three recombination lines considered, following Schaerer (2002):

W 0
Hα =

LHα

Lλ,neb + Lλ,∗

(4.11)

W 0
Lyα =

LLyα

Lλ,neb + Lλ,∗

(4.12)

W 0
λ1640 =

Lλ1640

Lλ,neb + Lλ,∗

, (4.13)
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where the monochromatic continuum luminosity, evaluated at the wavelength

of the line, is the sum of the nebular emission Lλ,neb and the stellar emission

Lλ,∗. The nebular continuum luminosity is given by

Lλ,neb =
c

λ2
γtot
αB

Qrec , (4.14)

where λ is the wavelength in question, and Qrec is again the total number of

recombinations per second in the halo. The continuous emission coefficient

γtot accounts for free-free, free-bound, and two-photon continuum emission, as

described in Schaerer (2002). The stellar continuum luminosity is calculated

assuming a blackbody stellar spectrum and is given by

Lλ,∗ =
N∗

λ5
8π2hc2R2

∗

exp(hc/λkBTeff)− 1
, (4.15)

where N∗ is the number of stars in the cluster, Teff is the effective surface

temperature of a star, and R∗ is the stellar radius.

4.3 Results and Implications

We next discuss the observable characteristics of primordial dwarf galax-

ies. In particular, we evaluate the utility of indicators for the SFR and the

stellar IMF in such galaxies.

4.3.1 Evolution of gas inside the galaxy

With the ignition of a stellar cluster at the center of the host halo, the

gas surrounding the cluster is photoheated, raising its pressure and leading to
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its outward expansion. In turn, the overall recombination rate in the host halo

drops, allowing the expansion of the H ii region to continue for a constant rate

of ionizing photon production. Fig. 4.2 shows the growth of the H ii region

and the concomitant expansion of the gas in the center of the host halo for

the more massive 100 M¯ cluster. The H ii region breaks out of the host

halo within the first ∼ 1 Myr, and after 3 Myr it extends to 7 physical kpc,

only slightly larger than the size of the H ii region created by a single massive

Pop III star in a minihalo (e.g. Alvarez et al. 2006).

While the gas surrounding the formation sites of the first stars in mini-

haloes is easily photoevacuated by a single massive Pop III star (e.g. Kitayama

et al. 2004; Whalen et al. 2004), the deeper gravitational potential well of

the DM haloes hosting the first galaxies allows for the retention of gas even

under intense photoheating; indeed, this is one criterion used to define the first

galaxies (e.g. Read 2006; Johnson et al. 2008; Greif et al. 2008).

As shown in Fig. 4.3, a substantial portion of the gas in the galaxy, even

within ∼ 100 pc of the stellar cluster, remains neutral after 3 Myr. This gas is

shielded from the ionizing radiation, causing the ionization front (I-front) to

propagate outward anisotropically in the inhomogeneous cosmological density

field (see also e.g. Shapiro et al. 2004; Abel et al. 2006; Alvarez et al. 2006).

Even for the case of the highest ionizing flux, the fraction of ionized gas within

the central∼ 100 pc is 0.4, leaving the majority of the high density gas neutral.

While the photodissociating radiation from the initial stellar cluster will slow

the collapse of this primordial gas (e.g. Susa & Umemura 2006; Ahn & Shapiro
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Figure 4.2: The density-weighted temperature (left column), density-weighted
H ii fraction (middle column), and number density (right column), each aver-
aged along the line of sight, of the gas surrounding the more massive 100 M¯

star cluster, shown at three different times from the prompt formation of the
cluster: 500,000 yr (top row), 1 Myr (middle row), and 3 Myr (bottom row).
The H ii region grows as the density of the gas in the center of the host halo
gradually drops in response to the intense photoheating. Note the different
length scale of each column, given at the top in physical units; the density is
shown only within the central region of the host halo.
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Figure 4.3: The mass fraction of enclosed gas which is photoionized, fion,
as a function of the distance from the central star cluster, after 3 Myr of
photoheating. Each line corresponds to a different choice of IMF and total
mass in stars, as labeled. The ionized fraction begins to drop at ≥ 300 pc
mostly due to two minihaloes at ∼ 400 and ∼ 500 pc, shown in Fig. 4.2 (right
panels), which remain shielded from the ionizing radiation and are thus largely
neutral. Within ∼ 100 pc, there is a large fraction of gas which remains un-
ionized at densities ≥ 100 cm−3. This gas will likely collapse to form stars,
despite the strong radiative feedback from the central stellar cluster.
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2007; Whalen et al. 2008), some fraction of it will likely be converted into stars

once the most massive stars in the cluster have died out. Indeed, the shocks

engendered by the supernovae that mark the end of their lives may expedite

the collapse of the gas (e.g. Mackey et al. 2003; Salvaterra et al. 2004;

Machida et al. 2005; Greif et al. 2007; Sakuma & Susa 2009). The incomplete

ionization of the central gas confirms that the masses that we have chosen for

the clusters are not overly large, as there is still some neutral gas available for

subsequent star formation regardless of the radiative feedback.

The gas that is photoionized, however, is gradually expelled from the

center of the halo, and after 3 Myr of photoheating the density of the pho-

toionized gas within ∼ 20 pc of the cluster drops to 10 cm−3 for the more

massive cluster of 100 M¯ stars shown in Fig. 4.2. For our other choices of

IMF and total cluster mass the dynamical response is less dramatic, as the

ionizing flux is weaker; for example, after 3 Myr the density of the central

photoionized gas is 50 cm−3 for the less massive cluster of 25 M¯ stars. The

varying degree to which photoheating dynamically impacts the host halo leads

to important differences in the properties of the emitted radiation.

Although the limited resolution of our simulations allows only to track

the expansion of the H ii region from an initial physical size of 10 pc, we expect

that after roughly a sound-crossing time of the central unresolved ∼ 10 pc, or

after the first few 105 yr, the evolution of the H ii region is reliably resolved. It

should thus be noted that the breakout of the H ii region may be delayed by of

order this timescale compared to our simulations. We note that in the Milky
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Way the expansion of the photoheated gas in an H ii region may be slowed

due to turbulent pressure confinement (e.g. Xie et al. 1996; Mac Low et al.

2007), resulting in ultra-compact H ii regions persisting for 105 yr (Wood

& Churchwell 1989), much longer than the sound-crossing timescale for such

regions. As turbulence begins to play an important role in the formation of the

first galaxies (Wise et al. 2008; Greif et al. 2008), the initial evolution of H ii

regions therein may be similarly confined. This possibility notwithstanding, we

expect that the spatial resolution that we do achieve suffices to track changes

in the luminosity emitted in recombination lines and in the escape fraction of

ionizing radiation, which we discuss in the remainder of this Section.

4.3.2 Star formation rate indicators

The luminosity emitted in recombination lines, such as Hα, has been

found to scale remarkably well with the SFR of galaxies at low redshift (e.g.

Kennicutt 1983; but see Pflamm-Altenburg et al. 2007). The SFR obtained

using such relations relies on some knowledge of the IMF of the stars which are

forming, as well as on the escape fraction of ionizing radiation. Fig. 4.4 shows

our calculations of the escape fraction fescHII of H i-ionizing photons for each

of our choices of IMF and total mass in stars, and Fig. 4.5 shows the escape

fraction fescHeIII of He ii-ionizing photons. The corresponding luminosities

emitted in Hα, Lyα, and He ii λ1640 are presented in Fig. 4.6.

As shown in Fig. 4.4, there is a clear trend toward higher H i-ionizing

photon escape fractions for more massive stellar clusters, with the majority
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Figure 4.4: The escape fraction of hydrogen-ionizing photons, fescHII, from the
host galaxy, each line corresponding to a different choice of IMF and total
mass in stars, as labeled. Note the tight anticorrelation between the escape
fraction plotted here and the luminosity in the hydrogen recombination lines
shown in Fig. 4.6, demonstrating that the vast majority of the energy emitted
in hydrogen recombination lines emanates from the dense ionized gas within
the host halo, as is shown in detail in Fig. 4.10.
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of the ionizing photons escaping from clusters with the larger total stellar

mass. The escape fraction is not, however, independent of IMF; for a given

total mass in stars, the escape fraction can differ by a wide margin. Both the

variability in the escape fraction with time and the range of values that we find

are in rough agreement with other recent calculations of the escape fraction of

ionizing photons from dwarf galaxies at z 10 (Wise & Cen 2009; Razoumov

& Sommer-Larsen 2009). For a recent calculation of the escape fraction of

ionizing photons from more massive galaxies, see Gnedin et al. (2008).

The breakout of the H ii region generated by the less massive 100 M¯

star cluster occurs after ∼ 1 Myr, leading to an escape fraction 0.5 after 2 Myr.

In contrast, the H ii region of the equally massive 25 M¯ star cluster remains

confined to the host halo for ≥ 3 Myr, contributing no ionizing photons to the

IGM. The progress of the initial stages of hydrogen reionization, likely driven

by star formation in the first galaxies (e.g. Loeb 2008), may thus depend on

whether these galaxies hosted massive ( 10 M¯) or very massive stars ( 100

M¯)(see also Choudhury & Ferrara 2007).

The evolution of the H i-ionizing photon escape fraction is reflected

in the evolution of the luminosity of hydrogen recombination lines, as shown

in Fig. 4.6. Comparing the panels on the left to those on the right, the

luminosity in the Lyα and Hα lines, while generally higher for larger total

mass in stars, does not scale with the total mass in stars. Indeed, owing

to the increase in the escape fraction of ionizing photons, after ∼ 1 Myr the

luminosity in hydrogen recombination lines from the clusters with greater total
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Figure 4.5: The escape fraction of He ii-ionizing photons, fescHeIII, from the
host galaxy, each line labeled as in Fig. 4.4. For most cases, the negligible
escape fraction leads to a tight correlation between the luminosity emitted in
the He ii λ1640 line and the total mass contained in stars, in contrast to the
weaker correlation for hydrogen recombination lines, as discussed in Section
4.3.2.
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Figure 4.6: The luminosity of the galaxy, as a function of the time from
the prompt formation of the cluster, in three recombination lines: Lyα (dot-
dashed blue), Hα (solid red), and He ii λ1640 (dashed black). The four panels
correspond to our four different choices of IMF and total mass in stars; these
are, clockwise from top-left: twenty-five 100 M¯ stars, two hundred fifty 100
M¯ stars, one thousand 25 M¯ stars, and one hundred 25M¯ stars. The
luminosities generally decrease with time, as the photoheating acts to decrease
the density of the ionized gas, lowering the recombination rate. Note the
different evolution of the He ii λ1640 luminosity as compared to that of the
hydrogen recombination lines, owing to the lower escape fraction of He ii-
ionizing photons (see Fig. 4.5).
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stellar mass drops below that of the clusters with lower total stellar mass, for

a given IMF. Overall, because of the temporal evolution of the luminosity

in a given line, there is no one-to-one relationship between the total mass in

stars and the luminosity in a given recombination line. There is thus likely to

be a relatively weak correlation between the SFR and the luminosity in the

hydrogen recombination lines emitted from the first dwarf galaxies, owing to

the dynamical evolution of the photoionized gas and the escape of ionizing

radiation into the IGM.

Similar to the case of the hydrogen recombination lines, the luminosity

in the He ii λ1640 line is anticorrelated with the escape fraction of He ii-

ionizing photons, shown in Fig. 4.5. However, different from the case of

the hydrogen lines, the luminosity emitted in He ii λ1640 line is generally

much more strongly correlated with the total mass in stars, for a given IMF.

This is due to the low escape fraction of He ii-ionizing photons, which is

essentially zero for every case studied here, except for the case of the more

massive cluster of 100 M¯ stars. With such a high fraction of He ii-ionizing

photons being balanced by recombinations within the host halo, there is a near

linear relation between the total mass in stars and the luminosity emitted in

He ii λ1640, making this line a potentially much more reliable SFR indicator

than hydrogen lines such as Hα. There are slight departures from linearity

due to the temperature dependence of the emission coefficient jλ1640, which

varies by a factor of ∼ 2 over the temperature range of the ionized gas in our

simulations and is generally lower for the hotter H ii regions generated by the
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more massive stellar clusters (Osterbrock & Ferland 2006).

4.3.3 Initial mass function indicators

The luminosity emitted from a galaxy in recombination lines depends

not only on the stellar IMF, but also on the density field of the galaxy and the

escape fraction of ionizing photons. Therefore, the utility of recombination

line strengths as IMF indicators hinges on an understanding of the dynamical

evolution of the photoionized gas, especially for the case of starbursts in the

first dwarf galaxies, in which such dynamical effects can be most pronounced.

For the starbursts that we simulate here, the luminosity of the He ii

λ1640 emission line relative to the hydrogen recombination lines can be read

from Fig. 4.6, while the equivalent widths of these lines are presented in Fig.

4.7. Comparing the top panels of Fig. 4.6 to the bottom panels, it is evident

that the ratio of the luminosity emitted in He ii λ1640 to that in Hα (or Lyα)

can be very different depending on the IMF. Fig. 4.7 shows that there is a

similar distinction in the ratios of the EWs. For the 100 M¯ star clusters the

luminosity in He ii λ1640 is comparable to that in Hα, while for the 25M¯ star

clusters the luminosity in He ii λ1640 is up to an order of magnitude lower than

that in Hα. However, as the escape fraction of H i-ionizing photons increases

with time for the more massive 25 M¯ stellar cluster, the luminosities in these

two lines become comparable, revealing that there is some ambiguity in the

use of this ratio of line luminosities as an indicator of the IMF of young ( 3

Myr) stellar clusters. Thus, in some cases dynamical effects may compromise
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the use of this line ratio in distinguishing between clusters of Pop III.1 and

Pop III.2 stars, with typical masses of order 100 M¯ and 10 M¯, respectively.

The ratio of the observed fluxes in He ii λ1640 and Hα, as calculated

using equation (4.10), is displayed in Fig. 4.8. In this Figure, it is clear

that this line ratio is sensitive to the IMF, although it is not a constant for

each cluster. Instead, for clusters in which the escape fraction of H I-ionizing

photons increases with time dramatically, while the escape fraction of He II-

ionizing photons remains roughly constant, this line ratio varies with the flux

observed in Hα. While the ratio of the fluxes is a somewhat ambiguous IMF

indicator, the clusters with the more top-heavy IMF do consistently exhibit

larger ratios of He ii λ1640 to Hα. Nagao et al. (2005) present a search for

He ii λ1640 emission from a strong Lyα emitter at z = 6.33, finding an upper

limit for the ratio of He ii λ1640 to Lyα. Assuming a standard value of 0.07 for

the ratio of luminosity in Hα to that in Lyα (Osterbrock & Ferland 2006), we

show in Fig. 4.8 the upper limit that these authors report (see also Dawson et

al. 2004). Although a weak upper limit, it is clear that observations with only

slightly greater sensitivity will allow to differentiate between the flux ratios

predicted here for massive and very massive Pop III IMFs.

Comparing the EW of Hα in the four panels of Fig. 4.7, it is clear

that it is not strongly dependent on the IMF or on the total mass in stars,

varying by at most a factor of three between each of the cases. While showing

more variation between the four cases, the EW of Lyα also shows considerable

ambiguity as an IMF indicator, its maximum value varying by about a factor
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Figure 4.7: The rest frame equivalent widths, W 0 = W / (1+z), where W
is the observed EW, as a function of time, of the same three recombination
lines shown in Fig. 4.6. For comparison, in each panel we plot the observed
EWs of galaxies from two different surveys: the dotted line at 400 Å denotes
the median EW of Lyα emitters detected at z = 4.5 in the LALA survey
(Malhotra & Rhoads 2002), while the dotted line at 145 Å denotes the average
EW of the six Lyα emitters at z ≥ 6 detected in the Subaru deep field (Nagao
et al. 2007). Note that the Lyα EWs that we compute are upper limits, as
scattering in a neutral IGM has not been taken into account.
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Figure 4.8: The ratio of the integrated fluxes in He ii λ1640 and Hα,
Fλ1640/FHα, as a function of time, for each of the four clusters simulated here,
as labeled. The dashed horizontal line denotes the upper limit of this ratio
for the strong Lyα emitter SDF J132440.6+273607 at z = 6.33, as reported
by Nagao et al. (2005). Similar upper limits for Lyα emitters at z = 4.5 have
been reported by Dawson et al. 2004.
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of three between each of the four cases. This insensitivity of the Lyα EW

to the IMF arises from two effects. Firstly, the stellar continuum luminosity

Lλ,∗ increases in a similar manner as the number of ionizing photons from the

massive (25 M¯) IMF to the very massive IMF (100 M¯). This acts to keep

the EW, roughly the ratio of the two, relatively constant. Secondly, while the

luminosity in Lyα decreases with the increasing escape fraction of ionizing pho-

tons for the more massive clusters, the continuum luminosity remains largely

unchanged, leading to a decrease in the EW with time for these clusters. We

note that the Lyα EWs presented here are only upper limits, as we have not

accounted for scattering of Lyα photons in the IGM (see e.g. Dijkstra et al.

2007).

The EW of He ii λ1640 is a more definitive indicator of IMF, being

higher for the clusters of 100 M¯ stars than for the clusters of 25 M¯ stars,

regardless of the total mass in stars or of the age of the cluster (up to 3 Myr).

As with the utility of He ii λ1640 as a SFR indicator, this largely follows from

the generally low escape fraction of He ii-ionizing photons.

For comparison with observed galaxies, we plot in Fig. 4.7 the two

observational results: the median Lyα EW of galaxies detected in the Large

Area Lyman Alpha (LALA) survey, W 0 ∼ 400Å, and the average EW of six

galaxies observed at z ≥ 6 in the Subaru deep field, ∼ 145Å (Nagao et al.

2007). The large LALA EWs are comparable to what we find for primordial

dwarf galaxies, although the LALA galaxies likely do not host Pop III star

formation (but see Jimenez & Haiman 2006). The detection of an EW of
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the He ii λ1640 line 10Å would be a stronger indication of a galaxy hosting

primordial star formation, as shown in Fig. 4.7, although none has been found

as of yet. We note that observed Lyman break galaxies at z ∼ 3 have been

found to have He ii λ1640 EWs of ∼ 2Å (Shapley et al. 2003), consistent with

what is expected for Wolf-Rayet stars formed in starbursts (see Schaerer &

Vacca 1998; Brinchmann et al. 2008).

4.3.4 Detectability of Recombination Radiation

In Fig. 4.9, we present our predictions for the observable recombination

line fluxes, for each of the stellar clusters that we simulate. Fig. 4.10 shows

the surface brightness in Hα as observed on the sky, for the two more massive

stellar clusters, which each have a total mass in stars of 2.5 × 104 M¯. The

fluxes in each plot, largely determined by our choices for the total stellar mass,

are calculated using equation (4.10). While the larger H ii region generated

by the more massive stars encompasses more dense gas, creating more widely

distributed emission in Hα, as shown in Fig. 4.10, the highest flux per square

arcsecond is in the central region of the halo hosting the less massive stars. This

is due again to the less dramatic dynamical response of the gas to photoheating,

leading to higher densities, and thus higher recombination rates. Due to this

effect, the highest fluxes are generated just after the birth of a stellar cluster, as

shown in Figure 4.9, when the density of the photoionized gas is still high, not

having had time to expand in response to the concomitant heating. Indeed,

Fig. 4.9 shows that the flux in Hα from the more massive 25 M¯ star cluster
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Figure 4.9: The observed fluxes, f , as a function of time, of the same three
recombination lines shown in Fig. 4.6, for the galaxy we simulate at z ∼ 12.5.
The fluxes are normalized to what would be observed with a spectroscopic
resolution of R = 1000, and are computed using equation (4.10) assuming
that the galaxy appears as an unresolved point source. Note that the flux in
Lyα is an upper limit, as the present calculation does not take into account
scattering in a neutral IGM.
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may reach 10 × (R/1000) nJy before the breakout of the H ii region. Catching

the first galaxies when still in the earliest stages of their initial starbursts,

within the first few 105 yr, is thus likely to provide one of the best chances for

observations of purely primordial stellar populations in the early Universe.

Aboard the JWST, the Hα line would be observed with the Mid-

Infrared Instrument (MIRI). Its pixel size of 0.1 arcsec would not resolve

the brightest portions of the galaxies that we simulate, which, as shown in

Fig. 4.10, are of order 0.01 arcsec. With a resolution capability of R = 3000

the MIRI has a sensitivity of 200 nJy for a signal-to-noise of 10, in exposures

of ∼ 106 s (see Panagia 2004), making it unable to detect even the brightest

galaxies that we simulate, the flux in Hα of these being 20 nJy for R = 3000.

With a greater sensitivity of 100 nJy (Panagia 2004), the Near In-

frared Spectrograph (NIRSpec) operates in the wavelength range 0.7 to 5 µm,

allowing it to possibly detect Lyα out to z ∼ 40 and He ii λ1640 out to z ∼

30. However, the flux in He ii λ1640 is always below that in Hα and, hence,

is too low to be detected. The Lyα line, with the highest flux of the three re-

combination lines shown in Fig. 4.9, is also not directly detectable, with a flux

falling well below the ∼ 100 nJy sensitivity limit of NIRSpec. Furthermore,

although the luminosity in Lyα is always intrinsically higher than that in Hα,

before reionization the observable flux in Lyα may be dramatically decreased

due to scattering in the neutral IGM (e.g. Dijkstra et al. 2007). Because

we do not account for this effect in the present calculations, the Lyα fluxes

presented here are only upper limits.
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Figure 4.10: The flux in Hα, fHα, per square arcsecond, emitted from a primor-
dial dwarf galaxy, as observed on the sky at z = 0, assuming a spectroscopic
resolution of R = 1000. Shown here are the two most massive of the four
stellar clusters that we simulate, one containing 25 M¯ stars (bottom panels),
the other containing 100 M¯ stars (top panels). From left to right, the clusters
are shown at 105 yr, 1 Myr, and 3 Myr after formation. Note that the emis-
sion is concentrated in the densest photoionized regions, the filaments around
the galaxy (compare the top panels to Fig. 4.2) and especially the dense gas
within the inner ∼ 100 pc of the galaxy. The highest total fluxes occur at
the earliest times, before the H ii region has broken out; hence, the youngest
stellar clusters are the most readily observed.
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The Near Infrared Camera (NIRCam) aboard the JWST, which will

be used to conduct deep surveys designed to detect the first galaxies, will be

capable of detecting point source fluxes as low as ∼ 3.5 nJy at a signal-to-

noise of 10 for a 105 second exposure (e.g. Gardner et al. 2006). With a

resolution of 0.03 arcsec per pixel, the NIRCam would also not quite resolve

the galaxies that we simulate. We can evaluate the possibility that NIRCam

may detect them as point sources, however, by estimating the continuum flux

of the galaxies as observed at ∼ 2 µm. As can be read from Figs. 4.6 and 4.7,

the continuum flux, ∝ Lλ1640 / Wλ1640, varies only by a factor of a few between

Lyα and He ii λ1640. Thus, for simplicity we assume that the continuum is

roughly flat and calculate the specific continuum flux, as observed at z = 0,

as

fcont ∼
Lλ1640

4πcD2
L(z)

λ2λ1640(1 + z)

W 0
λ1640

∼ 0.03nJy , (4.16)

where W 0
λ1640 is the equivalent width in the rest frame of the galaxy, as defined

in equation (4.9). This flux is well below the sensitivity limit of the NIRCam,

and so we conclude that detection of the continuum radiation from the galaxies

we simulate would also be undetectable. We note, however, that under favor-

able circumstances, gravitationally lensed emission from a primordial galaxy

undergoing an only slightly more luminous starburst may be detectable with

the JWST, given that lensing can boost the flux by a factor of order 10 (e.g.
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Refsdal 1964; Stark et al. 2007).

The first dwarf galaxies could be more luminous than we find here if

the efficiency of star formation εSF, defined as the fraction of the total baryonic

mass in the galaxy contained in stars, is larger than what we have assumed

in our simulations, where our choices for the total mass in stars correspond

to modest values of εSF ∼ 10−3 − 10−4. A larger efficiency (εSF ∼ 10−1),

for the top-heavy IMFs considered here, would yield a cluster observable by

NIRCam (e.g. Gardner et al. 2006). However, as we have demonstrated, the

much higher ionizing flux from a ∼ 106 M¯ cluster of massive primordial stars

would induce a strong hydrodynamic response which would lead to a rapid

decline in the luminosity emitted in recombination radiation. Thus, even if

such clusters can be identified by their continuum emission, the detection

of recombination radiation, and with it information about the stellar IMF,

may be beyond the capabilities of the JWST. Furthermore, the formation of

such a massive cluster of primordial stars may face an impediment due to

the strong radiative feedback within the cluster itself. Recent simulations of

clustered star formation in the present-day Universe suggest that radiative

feedback influences the fragmentation behavior of the gas and possibly lowers

the overall star formation efficiency (see Krumholz et al. 2007; Bate 2009).

However, the situation is by no means clear (e.g. Dale et al. 2005, 2007).

It is possible that more massive (109 - 1010 M¯) primordial galaxies form

at z 12, or form at lower redshift, making their detection feasible. However,

such more massive, and therefore more luminous, galaxies are likely to also
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be more chemically evolved, and so may already be dominated by Pop II

star formation. Thus, it may be that the galaxies which host pure Pop III

starbursts, such as those we study here, will remain out of reach of even the

JWST, although this critically depends on the poorly constrained process of

metal enrichment in the early Universe (see e.g. Pan & Scalo 2007; Tornatore

et al. 2007; Cen & Riquelme 2008; Johnson et al. 2008). We emphasize,

however, that the dynamical effects studied here are likely to play a role even

in the more luminous galaxies that will be detected, and are important to take

into account in evaluating observations meant to constrain the SFR or the

IMF.

4.4 Summary and Conclusions

We have presented calculations of the properties of the recombination

radiation emitted from a primordial dwarf galaxy at z ∼ 12.5, during the initial

stages of a starburst. Our cosmological radiation-hydrodynamical simulations

allow us to track the detailed dynamical evolution of the emitting gas in the

central regions of the galaxy, and thus to study its effect on the emerging radi-

ation. The goal of this study has been to determine the observable signatures

of the initial starbursts in the first galaxies. In particular, we have aimed to

find reliable indicators of the star formation rate and of the stellar IMF.

Owing to the escape of H i-ionizing photons into the IGM, we find

only a weak correlation between the total mass in stars and the luminosity in

hydrogen recombination lines. This suggests that Lyα and Hα, despite the
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high luminosity in these lines, may not serve as strong indicators of the SFR,

unlike in the low-redshift Universe (e.g. Kennicutt 1983). The He ii λ1640

line may be a more effective SFR indicator, as the luminosity in this line scales

more closely with the total mass in stars, due to the lower escape fraction of

He ii-ionizing photons.

We confirm that the ratio of He ii λ1640 to either Lyα or Hα can

be used as an IMF indicator, although its utility is compromised in some

cases by the unequal escape fractions of H i- and He ii-ionizing photons. The

most robust IMF indicator, in terms of distinguishing between populations

of massive ( 10 M¯) and very massive ( 100 M¯) Pop III stars, is the EW of

He ii λ1640, as it is consistently higher for the more massive stars regardless of

the total mass in stars. We note that while in principle the radiation emitted

by a central accreting black hole (BH) in a primordial dwarf galaxy could

introduce complications for using He ii λ1640 as IMF indicator (e.g. Tumlinson

et al. 2001), recent work suggests that BH accretion is inefficient in the early

Universe (e.g. Johnson et al. 2007; Pelupessy et al. 2007; Alvarez et al. 2008;

Milosavljević et al. 2008, 2009). Such miniquasar activity may thus not result

in appreciable observable radiation for the first ∼ 108 yr.

In terms of the detectability of the recombination radiation from the

first galaxies, we have shown that due to the dynamical response of the gas

to photoheating, a top-heavy IMF or a high star formation efficiency can be

self-defeating, leading to a decrease in the line luminosity of the galaxy. We

conclude that the detection of purely primordial dwarf galaxies at z 10 is
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likely to be beyond the capabilities of the JWST, although their detection

may be just possible if the galaxies are strongly lensed. More luminous, 109−

1010M¯ (total mass), galaxies may thus be detected by the JWST; however,

such more massive galaxies are likely to be already chemically enriched due

to previous episodes of star formation in their progenitors. These systems are

then expected to host Pop II star formation, or a composite of Pop II and

Pop III, depending on the still poorly understood mixing of heavy elements in

the first galaxies (e.g. Karlsson et al. 2008).

Our results demonstrate how the radiation emitted from the first galax-

ies depends on the hydrodynamic effects of the photoionization from clusters

of massive stars. This is complementary to the results of previous studies

(e.g. Schaerer 2002, 2003), which highlight the evolution of the emitted radi-

ation owing to the aging of a stellar population. Clearly, both effects must be

considered in future work.

The initial starbursts of the first galaxies may constitute the formation

sites of the only metal-free stellar clusters in the Universe, since after the first

several Myr supernova feedback can quickly enrich the galaxy with metals (e.g.

Mori et al. 2002; Kitayama & Yoshida 2005; but see Tornatore et al. 2007,

Cen & Riquelme 2008). Also, a large fraction of the first dwarf galaxies, with

masses of order 108 M¯, may already form from metal-enriched gas (Johnson

et al. 2008; see also Omukai et al. 2008); it is an important open question

what fraction of dwarf galaxies forming at z 10 are primordial when they begin

forming stars. Future observations of those first dwarf galaxies that do host
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primordial star formation offer one of the few opportunities for constraining

the primordial IMF.
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Chapter 5

Stellar Archaeology

In the previous Chapter, detailed calculations of the radiation emitted

from the first galaxies were presented, with the aim of providing some insight

into how future direct observations of the radiation emitted from Pop III stellar

clusters can be used to constrain the IMF of the first stars. In this Chapter, we

now turn to a more indirect means of obtaining constraints on the primordial

IMF, but one which is available to us today: stellar archaeology.

5.1 The Minimum Observable Metallicity of Stars in

the Galaxy

5.1.1 Introduction

The first stars, the so-called Population III (Pop III), were the key

drivers of early cosmic evolution. Their copious production of hydrogen-

ionizing radiation initiated the reionization of the Universe, and the first su-

pernova (SN) explosions seeded the pristine intergalactic medium (IGM) with

the first heavy elements (Ciardi & Ferrara 2005; Barkana & Loeb 2007). The

character of this stellar feedback sensitively depends on the initial mass func-

tion (IMF) of the first stars. The current theoretical model of their formation,

based on numerical simulations, suggests that the Pop III IMF was top-heavy
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(Bromm & Larson 2004). In the context of modern cold dark matter (CDM)

cosmology, there are two physically distinct sites of early star formation. The

very first stars are predicted to have formed in so-called minihaloes at redshift

z ∼ 30 − 20. The subsequent SNe dispersed the first heavy elements into

the surrounding gas, thus setting the initial conditions for the formation of

the second-generation of already slightly metal-enriched (Pop II) stars. If the

prediction of a top-heavy IMF is correct, of order one Pop III star would form

per minihalo, whereas a small cluster of predominantly low-mass Pop III stars

would arise in the alternative case of a normal, Salpeter-like IMF. The second

site for the formation of stars at high redshift are the atomic cooling haloes,

with of order a 100 times the mass of the minihaloes. Their dark matter poten-

tial wells are sufficiently deep to induce the collapse of the material that was

affected by the SN feedback from the Pop III stars in minihaloes. These sys-

tems are therefore the sites for the formation of the second generation (Pop II)

stars. Due to their predominantly low masses they may still be found today

as the most metal-poor stars.

Each galaxy thus exhibits a certain minimum metallicity, reflecting the

pre-enrichment from Pop III stars. We here explore the fundamental ques-

tion of the minimum Fe and Mg abundances observable in the Milky Way to

derive constraints on early galaxy formation and on the Pop III IMF. We pur-

sue a “near-field cosmology” approach (Freeman & Bland-Hawthorn 2002),

established over the past decade by large objective-prism surveys (Beers &

Christlieb 2005) of metal-poor stars as vital tracers of Galactic chemical evo-
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lution and the early Universe. These stars carry the fossil record of the phys-

ical conditions in the first star forming systems (“stellar archaeology”). To

successfully retrieve any such signatures, it is crucial that the atmospheric

composition of the observed stars has not been altered either intrinsically by

the products of nuclear burning in the stellar interior, or externally by accre-

tion of interstellar material during their long lifetimes. Mass transfer across a

binary system may also change the abundances of certain elements (e.g. C),

but not the ones that are of interest in this study (Fe, Mg). The first effect

can be accounted for by selecting relatively unevolved main-sequence and gi-

ant stars. Regarding the second issue, only a few approximate calculations are

available (Talbot & Newman 1977; Yoshii 1981; Iben 1983), based on the ide-

alized assumption that all stars have the same velocity. We therefore revisit

the issue of accretion with a full stellar kinematic analysis of a large sam-

ple of metal-poor stars, so that we can assign individual velocities to them.

A more realistic modeling of accretion is crucial because stellar archaeology

pre-supposes a negligible contribution to the observed abundances from such

pollution, so that it is possible to derive constraints on the early Universe and

the Pop III IMF. Testing the prediction of a top-heavy IMF is one of the main

goals of the upcoming James Webb Space Telescope (JWST), but it is im-

portant to also utilize complementary probes that are already accessible now,

such as the most metal-poor stars.
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5.1.2 Minimum Stellar Metallicity

A fundamental characteristic of the Milky Way is the minimum observ-

able metal-enrichment in its stars. The existence and level of such a “metal-

licity floor” is governed by the Pop III IMF. If the first stars were formed with

a normal, Salpeter-like IMF, contrary to the current consensus view, there

would be no minimum stellar metallicity, and truly metal-free, low-mass stars

would exist. In this case, significant interstellar accretion could masquerade

such putative primordial abundances in those stars. Without detailed knowl-

edge of their accretion history, this would prevent us from identifying them as

such low-mass Pop III stars. Hence, any information about the IMF would be

irretrievably lost.

For a top-heavy IMF, the situation is very different. Recent numerical

simulations of the assembly process of atomic cooling haloes, which are often

thought to constitute the first galaxies, have shown that Pop III star formation

only occurs in a few of the progenitor minihaloes that eventually merge into the

atomic cooling halo (Johnson et al. 2008). For simplicity, we here assume that

only one minihalo hosted a Pop III star that ended its life in a SN explosion.

This accommodates the possibility that a fraction of the minihalo Pop III stars

formed massive black holes by direct collapse, without any concomitant metal

enrichment. Under this assumption, we can now derive an estimate for the

“bedrock enrichment” from Pop III stars with a top-heavy IMF, which would

in turn set the minimum stellar metallicity observable in the Galaxy’s old-

est Pop II stars. Current simulations predict the typical Pop III mass to only
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within a factor of 10. Consequently, within the general top-heavy paradigm,

a number of qualitatively very different SN pathways for the first stars are

still possible (Heger & Woosley 2002; Iwamoto et al. 2005), and it is impor-

tant to consider these. If the progenitor Pop III star had a mass in the range

140 − 260M¯, an energetic pair-instability SN (PISN) would occur, which is

characterized by extremely large metal yields (Heger & Woosley 2002). The

Mg yield is almost constant over the entire PISN mass range; assuming that

the Mg yield from a single PISN is well-mixed in an atomic cooling halo con-

taining a total gas mass of 107M¯ leads to the narrowly confined prediction

of [Mg/H]min ' −3.2.
1 Since this overlaps with the range of observed stellar

Mg abundances, a fraction of Pop II stars could carry the signature of PISN

nucleosynthesis. However, this fraction is likely very small since no clear PISN

“odd-even” effect has thus far been found among metal-poor stars. No useful

PISN prediction can be made in the case of Fe, since the corresponding yields

range from zero to very high values, depending on the precise progenitor mass

(Heger & Woosley 2002). Alternatively, if the Pop III progenitor had a less

extreme mass, but still in the black hole forming range of M∗ ≥ 25M¯, a

peculiar class of “faint”, core-collapse (CC) SNe becomes possible. The class

of such low explosion-energy SNe, experiencing mixing and fallback onto a

nascent black hole, was introduced to produce very low Fe yields (Umeda &

Nomoto 2003; Iwamoto et al. 2005) in order to explain the two hyper Fe-poor

stars with [Fe/H] < −5.0. Higher explosion energies are required to explain

1[A/B]= log10(NA/NB)− log10(NA/NB)¯, for elements A, B.
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the abundance pattern of metal-poor stars with [Fe/H] ≥ −4.5. We use these

observationally calibrated nucleosynthesis calculations to constrain the likely

range in Fe and Mg abundances that would result if the first stars died as such

faint CC SNe. The different pre-enrichement levels are indicated in Fig. 5.1,

for comparison with the observational data.

Based on these SN yield considerations, we have derived typical values

for the Pop III pre-enrichment. We now wish to place extreme lower limits

on the observable stellar Mg and Fe abundances in the Galaxy that result

from assuming a top-heavy Pop III IMF. It is often argued that the transition

from a top-heavy to a normal, Salpeter-like IMF for the subsequent gener-

ations of Pop II/I stars (including those considered here) is governed by a

“critical metallicity” (Bromm & Larson 2004). Its value is still rather uncer-

tain, depending on whether fine-structure line cooling is dominant (Bromm

& Loeb 2003; Frebel et al. 2007), or dust cooling (Schneider et al. 2006).

To arrive at a robust estimate that does not depend on the detailed nature

of the critical metallicity, we consider a range that extends from typical fine-

structure to dust predictions. Within the fine-structure model (Bromm & Loeb

2003), carbon is the most important coolant, leading to a critical abundance of

[C/H]min = −3.5. Combining this with the empirically determined maximum

carbon-to-magnesium and carbon-to-iron ratios found in metal-poor stars, i.e.

in HE 0107−5240 ([C/Mg]max = 2.5; Collet et al. 2006) and HE 1327−2326

([C/Fe]max = 3.8; Frebel et al. 2008), we estimate the minimum Mg and Fe

abundances to be [Mg/H]min = −6.0 and [Fe/H]min = −7.3. Dust cooling
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models typically result in lower critical abundances, [C/H]min = −4.5, and

the minimum observable Fe and Mg abundances are reduced accordingly. Our

predictions for the minimum Fe and Mg values are shown in Fig. 5.1 (yellow

regions).

The level of our predicted metallicity floor is particularly interesting

for the goals of current and future surveys with regard to identifying the most

metal-poor stars. Some of the recently discovered metal-poor stars have ex-

tremely low Mg and Fe abundances that begin to approach our theoretical

predictions for the metallicity floor. These objects suggest that additional ex-

amples of such stars can be found with current observational techniques, poten-

tially even with abundances below the current record holders. Based on spec-

trum synthesis calculations, we estimate that suitably cool giants should have

at least one detectable Mg and Fe line at abundances as low as [Mg/H] ∼ −6.5

and [Fe/H] ∼ −8.0, respectively. Technological limitations should therefore

not prevent us from reaching abundances that are within our predicted mini-

mum metallicity ranges.

5.1.3 Data on Metal-Poor Stars

In order to explore whether the most metal-poor stars used here to

constrain the minimum stellar abundances, or other metal-poor halo stars in

general, are possibly affected by accretion, we reconstruct their individual ac-

cretion histories by carrying out a detailed kinematical analysis. Our sample

stars are selected from the Sloan Digital Sky Survey (SDSS), which provides
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Figure 5.1: Observed vs. “accreted” Fe (panel A) and Mg (panel B) abun-
dances for the sample of metal-poor stars (red circles). The case where all
stars pass through a dense cloud once is also presented (green open circles).
The three most Fe-poor stars are indicated (crossed circles, diamond). For
HE 1327−2326, both the 1D non-LTE and 3D LTE Fe values are shown. All
stars have accreted fewer metals than what is observed, thus demonstrating
the validity of the basic assumption underlying stellar archaeology. The min-
imum Fe and Mg abundance ranges, calculated under the assumption of a
top-heavy Pop III IMF, are given (yellow region). The approximate Mg abun-
dance arising from a PISN event in an atomic cooling halo is indicated (dashed
line, panel B), as well as the Fe and Mg levels of enrichment from a 25M¯ mix-
ing and fallback SN (dotted lines, blue regions). We highlight those stars (gray
regions) that can be used to place constraints on the Pop III IMF, where accre-
tion does not affect whether they lie above or below the theoretical “bedrock
abundances”, predicted for a top-heavy IMF. Since all observed Mg abun-
dances within the IMF-sensitive (gray) region to date fall above this bedrock
range, we conclude that a top-heavy IMF is favored for the first stars.
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the necessary input data (radial velocities, distances, proper motions, abun-

dances) for such an analysis.2 Studies based on the kinematics from SDSS

have already led to groundbreaking results (e.g. Carollo et al. 2007). A full

description of the data products used here can be found elsewhere (Munn et al.

2004; Lee et al. 2008; Adelman-McCarthy et al. 2008). We note though that

we employed [Fe/H] abundances derived from the CaK line and selected 565

stars with [Fe/H] < −2.5. The spectra of all stars with [Fe/H] < −3.4 were

inspected because the majority of them turned out to be spectral artifacts or

misclassified objects, and not real metal-poor stars. This leaves 474 stars in

the sample. To obtain [Mg/H], we set the available [α/Fe] equal to [Mg/Fe].

Based on temperature estimates from the H δ line, we find that the sample

contains 472 turnoff (dwarf) stars with known proper motions; the remain-

ing two appear to have unrealistically low temperatures so we exclude them

from the sample. Reliable proper motions are not available for most of the

well-studied metal-poor giants since their distances are very large, and hence

uncertain. Future missions such as GAIA will enable us to extend this work

by providing accurate proper motions, especially for all the metal-poor giants.

Since our diagnostic is based on readily obtainable medium-resolution spectra,

it will be straightforward to apply it to the extensive data sets from future

large-scale surveys.

2See http://www.sdss.org/dr6/.
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5.1.4 Role of Accretion

We assume that a given star moves in a rigid, three-component Milky

Way potential, adopted from Johnston (1998), for 10Gyr. Using a standard

orbit integrator (D. Lin, priv. comm. 2008; see Fulbright 2000 for further

details), we determine the orbital parameters, such as U, V,W velocities and

eccentricity, for all sample stars. For simplicity, accretion is assumed to take

place only during disk crossings. The density structure in the disk interstellar

medium (ISM) is highly inhomogeneous, such that every star will encounter

regions of different density at each disk crossing. Since the accretion rate

depends only linearly on density (see Sec. 4), as opposed to the inverse-cubed

scaling with velocity, we here for simplicity work with an average ISM density.

Using the empirically determined volume filling fraction as a function of density

(Talbot & Newman 1977), we find for the average disk density, n ' 5 cm−3

and assume a disk height of ∼ 100 pc.

We estimate the amount of accreted gas onto a low-mass star that

passes through interstellar gas assuming Bondi-Hoyle accretion (Bondi 1952):

Ṁ ' 2π(GM)2ρ/(v2rel + c2s )
3/2, (5.1)

where M is the mass of the star, ρ ' mHn the gas density, vrel the stellar

velocity relative to the gas, and cs ' 5 km s−1 the sound speed in the general

Milky Way ISM. We calculate the relative velocity of a star during each disk

crossing according to vrel =
√

(U, V − V0,W )2, where V0 ' 200 km s−1 is the

average rotation speed of the disk. For the ISM abundances, we assume a solar
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distribution with the overall metallicity evolving according to:

ZISM(t) = (1 + t/tH)
−4 [10−3 + 0.67 ∗

{

(1 + t/tH)
5 − 1

}]

Z¯, (5.2)

where tH = 13.7Gyr is the Hubble time, such that ZISM ∼ Z¯ at the time

of the formation of the Sun ∼ 5Gyr ago. This relation follows from detailed

homogeneous chemical enrichment models (Pagel 1997). As halo stars will pass

through the Milky way disk between 50 and 80 times, the average density and

metallicity of the accreted gas is likely to be similar for all stars. However, the

stellar velocities at disk crossing can vary widely, thus dominating the accretion

rate because of the strong dependence on relative velocity in equ. (1). Stars

with the highest velocity relative to the disk will experience the least pollution

by the Milky Way ISM, and are therefore most likely to display a surface

metallicity endowed at the earliest epochs of star formation.

We specifically choose to investigate the accretion history of Mg and

Fe, which are easily measurable abundances in metal-poor stars. Also, these

abundances are not affected by potential mass transfer across a binary system.

We calculate the total amount of accreted Mg and Fe by summing up the

contributions from every disk crossing. To finally arrive at surface abundances,

we assume that ∼ 10−3 of the stellar mass is contained in the convective outer

layer for dwarfs. For giants this fraction would rise to ∼ 0.1 (Yoshii 1981).

In Fig. 5.1, we compare the resulting accreted Mg and Fe abundances

for every star (all dwarfs) with its observed values. All stars have lower “ac-

creted abundances” than their observed abundances. This generally confirms
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that accretion does not dominate the abundance pattern of old metal-poor

stars, thus rendering the overall concept of “stellar archaeology” viable. It

also suggests that if the first stars were characterized by a Salpeter-like IMF,

and if they traveled at sufficiently high velocity, it should be possible to find

surviving stars with arbitrarily low abundances. At these low metallicities,

even traces of accreted material may have an impact on the surface abun-

dances, making detailed knowledge of any potential accretion indispensable.

For the three most Fe-poor stars currently known, the subgiant HE 1327

−2326 ([Fe/H] = −5.9; Frebel et al. 2005, 2008), together with the giants

HE 0107 −5240 ([Fe/H] = −5.2; Christlieb et al. 2002) and HE 0558−4840

([Fe/H] = −4.8; Norris et al. 2007) we find the same result. Their accretion

levels are somewhat uncertain (by ∼ 1 dex) due to poorly determined distances

and proper motions, but still indicate an approximate level of accretion that

is well below their observed abundances. Regarding distance and proper mo-

tion uncertainties for the other stars, we verified that the derived amounts of

accreted material are not significantly affected when the input parameters are

changed by up to 30%.

We also consider the special case where each star passes once through

an extremely dense cloud of 100 pc diameter and n ∼ 103 cm−3, comparable to

the inner region of a giant molecular cloud (GMC). We further assume that

this occurs when the star has its smallest vrel, to maximize the potential for

accretion. In this case, the observed abundance pattern may be dominated

by the signature of the ISM. It is not known whether every star encounters a
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GMC, but even in the case it does, the accretion process will strongly depend

on the space velocity of the star. In Fig. 5.1, we show the total accreted Mg

and Fe for all stars in this extreme case (green circles). We find that the stars

still have slightly lower “accreted abundances” than the observed values. If a

star were to have an accreted abundance larger than the currently observed

one, it might indicate that such a star never entered a dense GMC during

its lifetime. Our GMC “maximum accretion” scenario thus provides a robust

upper limit to the total accreted abundance for each star. We note that in our

accretion estimates the potential role of stellar winds has been neglected. The

presence of a wind would likely balance any accretion or prevent it altogether

(Talbot & Newman 1977). Since wind strength scales with stellar mass and

metallicity, the low-mass, metal-poor stars considered here should have little

or no wind. Hence, the accreted [Fe/H] and [Mg/H] abundances are likely an

upper limit. We thus conclude that stellar archaeology is not hampered by

interstellar accretion, even for our maximum accretion scenario. Furthermore,

we demonstrate that kinematic information is vital for the identification of the

lowest-metallicity stars.

Finally, we compare our results with the “pollution limit” derived pre-

viously by Iben (1983). This limit was calculated in an attempt to explain the

paucity of low-metallicity stars (G-dwarf problem), within the framework of

a normal, Salpeter-like IMF for the first stars. The estimated Fe pollution of

[Fe/H]acc = −5.7 (one value for all stars) would in this interpretation naturally

prevent the discovery of any stars with lower metallicities. However, we show
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that the “accretion limit” is a strong function of stellar kinematics, and that

there is therefore no such universal limit. Our result thus suggests that the

traditional, pollution-based, explanation for the absence of surviving low-mass

Pop III stars needs to be revisited. Furthermore, with the latest Fe abundance

measurement for HE 1327−2326 of [Fe/H] = −5.9 (Frebel et al. 2008), the

Iben pollution limit has already been reached. This star, however, is currently

thought to be a second generation object displaying the nucleosynthetic yields

of a metal-free CC SN with a mass ∼ 25M¯ (Iwamoto et al. 2005), and not

a masqueraded, low-mass Pop III star. In addition, HE 1327−2326 does not

exhibit scaled-down solar abundances, contrary to the expectation that a star

with an accretion-dominated signature should show a solar abundance pattern.

5.1.5 Implications

As an interesting consequence from the preceeding analysis, we can

derive some observational constraints on the underlying Pop III IMF that de-

termined the level of pre-enrichment. From Fig. 5.1, we infer that select stars

with high velocities and correspondingly low accreted abundances (gray re-

gion) are useful probes of the Pop III IMF. Accretion alone would not have

been able to push them above the minimum levels predicted for a top-heavy

IMF. If these stars had formed from extremely low-metallicity gas, their ob-

served present-day surface abundances should still have reflected this. The

fact that these low-accretion stars all have abundances above the minimum

floor predicted for a top-heavy Pop III IMF supports the notion that the first
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stars were very massive (see also Tumlinson 2006; Salvadori et al. 2007). We

here would like to repeat that such tests can only be carried out if proper

attention is given to the individual accretion history of each star.

To make this test fully convincing, we need to address possible obser-

vational biases. In particular, the apparent lack of IMF-sensitive stars below

the top-heavy prediction could simply reflect their small numbers. However,

current survey sizes reach levels of completeness that render such an inter-

pretation increasingly unlikely. To gauge the putative number of low-mass

Pop III stars in the Galaxy, assuming a Salpeter-like primordial IMF, we be-

gin with the approximate number of minihaloes that formed before the redshift

of reionization, and that eventually merged to become part of the Milky Way.

Using standard extended Press-Schechter (EPS) theory (Lacey & Cole 1993),

we estimate that ∼ 104 Milky Way progenitor minihaloes hosted Pop III star

formation. The ∼ 100M¯ in cold, dense gas availale to form stars, as found

in numerical simulations, would then result in ∼ 100 low-mass Pop III stars.

The total number of such hypothetical Pop III fossils in the Galaxy would be

∼ 106. Given that the Galactic halo today contains ∼ 109 stars, one low-mass

Pop III star should be found per ∼ 103 stars surveyed (Oey 2003). In the

Hamburg/ESO survey, each of the two stars with [Fe/H] < −5 was found in a

sample of ∼ 2000 selected metal-poor stars, which in turn comprise ∼ 10% of

a subset of halo stars with no metallicity selection. To first order, it thus seems

unlikely that a selection effect would significantly affect our results. This ar-

gument is further strengthend by SDSS, which has spectroscopically measured
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metallicities for several hundred thousand stars.

Our results (see Fig. 5.1, panel B) finally also suggest that only a small

fraction of the first stars died as PISNe because a number of stars have observed

[Mg/H] ratios below the abundance floor predicted for PISN enrichment. We

thus conclude that the majority of the first stars were very massive, but had

masses below ∼ 140M¯. Current data and simulations are not yet precise

enough to determine the PISN fraction with any certainty, but our diagnostic

can in principle be extended to constrain this important quantity (see also

Karlsson et al. 2008).

We have thus shown that stellar archaeology can provide crucial obser-

vational constraints on the primordial IMF, given that the metal-poor stars

of interest have sufficiently high space velocities to avoid significant accretion.

Together with our prediction that stars with abundances below the currently

known lowest values can be found in ongoing and future discovery efforts,

stellar archaeology becomes directly relevant for the science goals of the next

generation of 30m-class optical telescopes such as the Giant Magellan Tele-

scope (GMT) and the Thirty Meter Telescope (TMT). Future surveys will

continue to provide us with local constraints on star formation at the edge

of the observable Universe. Selecting suitable candidates for this task will

inceasingly rely on our ability to combine chemical abundance analyses with

kinematic information.
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5.2 The Chemical Signature of the First Stars in the

Universe

5.2.1 Introduction

Little is known about the first stars in the universe, the so-called Popu-

lation III (Pop III henceforth). Over which range of masses were they formed?

And what was their relative distribution by mass, i.e., their initial mass func-

tion (IMF)? The apparent lack of metal-free stars in the Galactic halo suggests

that star formation in metal-free gas should be skewed towards relatively high

masses, as compared to the mass scale of ≤ 1 M¯ found in the solar neigh-

borhood (e.g., Bond 1981; Oey 2003; Karlsson 2005; Tumlinson 2006). This

finding is corroborated both by theoretical arguments (e.g., Larson & Star-

rfield 1971) and by numerical simulations (Bromm et al. 1999; Bromm et

al. 2002; Abel et al. 2002; Yoshida et al. 2006) following the collapse of
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primordial baryonic matter inside the very first non-linear structures, virial-

ized dark matter halos of ∼ 106 M¯, so-called minihalos. As a consequence

of the inefficiency of primordial gas to cool to temperatures below ∼ 102 K,

these simulations indicate that the first stars were predominantly very massive

objects with masses ≥ 100 M¯.

It can be argued that star formation in minihalos, apart from being

regulated by H2 cooling, occurred under simplified conditions where the ab-

sence of magnetic fields, ultraviolet radiation, and a pre-established turbulent

velocity field resulted in a unique metal-free stellar population (e.g., Bromm

& Larson 2004; Glover 2005). For instance, in shock-compressed or photo-

ionized primordial gas, the formation of the coolant HD is boosted, leading to

a decrease in the typical mass of metal-free stars down to ∼ 10 M¯ (Johnson

& Bromm 2006). Similarly, lower mass stars may also be formed in turbulent

molecular clouds with a negligible magnetic field (Padoan et al. 2007). The

presence of a magnetic field could also, in the case of magnetized accretion

disks, lead to smaller stellar masses as the accretion onto the proto-stellar

core may be reduced by magnetically driven outflows (Silk & Langer 2006).

In spite of their peculiarity and apparent rarity, the first, very massive

stars ultimately set the stage for subsequent star and galaxy formation. If

mass-loss through rotationally induced stellar winds was limited (Ekström et

al. 2006), a significant fraction of these stars was likely to explode as pair-

instability supernovae (PISNe), leaving no remnant behind (Heger & Woosley

2002). Interestingly, η Carinae and the Pistol Star, both in the mass range
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∼ 100 − 200 M¯, are two examples of such very massive stars in our own

Galaxy. Moreover, the recent detection of a particularly energetic supernova

(SN) explosion, SN 2006gy (progenitor mass estimated to m ∼ 150M¯) in

NGC 1260, indicates that stars may explode as PISNe, even at low redshift

(Smith et al. 2007).

Since very massive stars are extremely shortlived (≤ 3 Myr), primor-

dial PISNe (140 ≤ m/M¯ ≤ 260, Heger & Woosley 2002) would supposedly

be the first stellar objects to enrich the interstellar medium (ISM) with met-

als. As predicted by homogeneous chemical evolution models (e.g., Ballero et

al. 2006), such an initial enrichment would establish a metallicity floor and

imprint the chemical signature of PISNe in the early ISM, from which the first

low-mass (m ≤ 1 M¯) stars later formed. The unique chemical signature of the

primordial PISNe should thus predominantly be retained in the oldest and, in

particular, the most metal-poor stars belonging to the Galactic halo popula-

tion. To date, no such signature has been found (e.g., Christlieb et al. 2002;

Cayrel et al. 2004; Cohen et al. 2004; Barklem et al. 2005; Frebel et al. 2005).

This has been regarded as an indication that stars in the early universe with

masses in excess of 100 M¯ were extremely rare (e.g., Tumlinson et al. 2004;

Ballero et al. 2006), if not altogether absent. However, we shall argue that

true second generation stars which were formed from material predominantly

enriched by primordial PISNe have metallicities significantly above those of

the stars in the metal-poor tail of the Galactic halo metallicity distribution

function (MDF), at variance with the classical picture described above. Fur-

151



thermore, although the mass fraction of Pop III stars ending up as PISNe may

be significant, the fraction of low-mass stars bearing their chemical signature

is small, which explains the absence of such stars in previous surveys.

The organization of the paper is as follows. In §5.2.2 we consider the

chemical enrichment by the first stars in its cosmological context, while the

detailed chemical enrichment model and parameters are discussed in §5.2.3.

The results are presented in §5.2.4, and we conclude with a discussion of the

implications in §5.2.5.

5.2.2 The Cosmological Context

The end of the epoch known as the cosmic dark ages, when our uni-

verse witnessed the first sources of stellar light, is one of the final frontiers

in modern cosmology. One indirect way to search for the first, Pop III stars

is to detect their contribution to the cosmic infrared background. Although

tantalizing progress has been made (e.g., Kashlinsky et al. 2007), we have to

await the advent of next generation telescopes, such as the James Webb Space

Telescope (JWST) and the Atacama Large Millimeter/submillimeter Array

(ALMA) (e.g., Walter & Carilli 2007), to be able to resolve individual sources

and their birth sites, and to place stronger constraints on the IMF and the

star formation rate (SFR) in primordial galaxies.

A complementary approach is to search for Pop III signatures in the

local fossil record, i.e., to look for specific chemical abundance ratios in the

atmospheres of old, low-mass stars in the Milky Way which may have formed
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from gas enriched with the ejecta from the first SNe. This general strategy is

termed near-field cosmology, and this particular approach is a powerful way

to learn about the first generations of stars. Unlike stars exploding as core

collapse SNe, stars in the PISN mass range (i.e., 140 ≤ m/M¯ ≤ 260) exhibit

only a very small neutron excess in their interiors (Heger & Woosley 2002).

As a consequence, there is a pronounced odd-even effect, i.e., particularly

low abundance ratios of odd-Z elements to even-Z elements, in the ejecta of

PISNe. Furthermore, due to the lack of excess neutrons in addition to less-

rapid expansion timescales during the explosion, the rapid n-capture process

presumably does not take place in PISNe (Heger & Woosley 2002; Umeda &

Nomoto 2002). These and other chemical characteristics observable in low-

metallicity stars, such as low values for Fe/Ca, could, in principle, be used to

identify a possible pre-enrichment by PISNe. However, despite considerable

efforts made to identify and analyze the metal-poor tail of the Galactic halo

MDF (see the in-depth review by Beers & Christlieb 2005), no observational

evidence for a population of very massive stars exploding as PISNe has yet been

found. It may appear, therefore, that only a negligible fraction of metal-free

stars had masses in excess of 100 M¯. We will here argue, however, that this

apparent absence of PISN progenitors might arise from a subtle observational

selection effect.

Classical, homogeneous chemical evolution models (see e.g., Prantzos

2005; Ballero et al. 2006) predict that signatures of primordial PISNe, if they

ever existed, by necessity must dominate the chemical abundance patterns
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found in the most metal-poor stars for two reasons: the very short lifetimes of

the PISN progenitors and the assumption that SN ejecta are mixed instanta-

neously within the entire system. Evidently, such calculations would suggest

that all true second generation stars, i.e., stars enriched by a single primordial

SN, will have the lowest metallicities of the observed metal-poor stars. This,

however, may not be the case. As we will show, the chemical signature of

primordial PISNe may only be found in stars of somewhat higher metallic-

ity, possibly explaining why searches for the most metal-poor stars have not

turned up any stars showing the PISN signature.

Although atomic diffusion in general is boosted by turbulence, giving

rise to turbulent diffusion, the mixing of mass in the ISM is not instantaneous.

This fact becomes increasingly important in lower metallicity systems, as it

implies that there should exist coeval regions in the ISM enriched by different

types of SNe with distinctly different abundance patterns. In particular, the

amount of, e.g., calcium produced in a PISN can be several orders of magnitude

higher than what is synthesized in a normal core collapse SN, with ratios

such as Fe/Ca that are only ∼ 1/10 of those in core collapse SNe. A second

generation star formed out of gas enriched by a single primordial PISN may

therefore have a metal content which is atypical and significantly higher than

a star formed from gas enriched by one, or even several core collapse SNe

(see Bromm et al. 2003; Greif et al. 2007). This effect is illustrated in

Figure 5.2 which shows, in a statistical sense, the spatial variation in the level

of chemical enrichment that may be expected in the early universe. Also
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Figure 5.2: Illustration of the inhomogeneous chemical enrichment model. SNe
of different types enrich space during the assembly of a 108 M¯ halo. Left panel:
The number of contributing SNe in the interstellar medium at some early time.
Right panel: The corresponding Ca abundance. Although the ejecta of PISNe
are spread over very large volumes, the Ca abundance in regions enriched by a
single PISN is significantly higher than in regions enriched even by numerous
core collapse SNe.

shown is the corresponding variation in the number of SNe contributing to the

enrichment. Notice the poor correlation in certain regions between this number

and the actual level of enrichment. As a result of the non-instantaneous mixing

of metals, which, by construction, is not handled in homogeneous chemical

evolution models, the chemical relics of the very first stars in the universe

(i.e., the primordial PISNe) could predominantly be “hidden” in a population

of relatively metal-rich stars.

Since we are unable to follow the hierarchical build-up of the Milky

Way halo in detail, we shall focus on the chemical enrichment of individual

so-called ‘atomic cooling halos’ of mass ∼ 108 M¯, which are able to cool
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due to lines of atomic hydrogen. These halos are probably massive enough to

harbor continuous star formation while small enough to be dispersed during

the subsequent assembly of the Galactic halo, either one-by-one or by first

being incorporated into larger halos (see Robertson et al. 2005). Likely, a

significant fraction of the metal-poor stars in the Galactic halo originate from

such atomic cooling halos, in which the first SN-enriched gas may have re-

collapsed and formed Pop II stars (e.g., Greif et al. 2007), including the

second generation stars that we seek to identify. In accordance with this

picture, Scannapieco et al. (2006) demonstrated that second generation stars

should be expected over a wide range of Galactocentric radii. We shall assume

that the star formation history of the atomic cooling halos begins with the

first stars formed in collapsed minihalos. This picture is in agreement with

hierarchical structure formation, where smaller systems merge to form larger

ones. In the following, star formation will be divided into two modes: Pop III

star formation, which only occurs in metal-free gas, and Pop II star formation,

occurring in gas already enriched with metals.

5.2.3 Modeling Early Chemical Enrichment

In order to discern the chemical signature of the first massive Pop III

stars, we have constructed a model for how the early universe was enriched with

heavy elements ejected by the first SNe. Our model accounts, self-consistently,

for the formation of both Pop III and Pop II stars, and allows us to study in

some detail how SNe from each of these populations contributed to the abun-
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dances that can be observed today in Galactic metal-poor stars. In this section,

we describe our chemical evolution model, emphasizing how it incorporates the

distinct characteristics of Pop III star formation in a cosmological setting.

5.2.3.1 The Basic Model

Although the details of the inhomogeneous chemical enrichment model

are described elsewhere (see Karlsson 2005, 2006; Karlsson & Gustafsson

2005), we will provide a general outline and discuss relevant improvements

below. The model is based on the mixing volume picture, where the metal-

rich ejecta of individual SNe are spread within finite but continuously growing

volumes Vmix(t). In this picture, the mixing volume growth is modeled as a

random-walk process, predominantly driven by turbulent gas motions. At any

given time t, we may thus define the size of Vmix as

Vmix(t) =
4π

3
(6Dtt+ σE)

3/2, (5.3)

where Dt = 〈vt〉lt/3 is the turbulent diffusion coefficient and σE is the minimal

mixing area, introduced to account for the initial expansion of the ejected ma-

terial, before it merges with the ambient medium. Furthermore, in accordance

with the diffusion approximation, the concentration of metals within Vmix is

assumed to be non-uniform, following a Gaussian density profile. This was not

taken into account in earlier versions of the model. The turbulent diffusion

coefficient is estimated to be Dt ' 3.3× 10−4 kpc2 Myr−1, assuming a typical

turbulent velocity of 〈vt〉 ' vvir ' 10 km s−1, where vvir is the virial velocity of
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∼ 108 M¯ atomic cooling halos, and a turbulent correlation length of lt = 100

pc, a typical value for the virial radius of a minihalo, on which scale mergers

may be expected to drive turbulent mixing.

During the early expansion of the SN remnant itself, no star formation

is expected to occur within Vmix. This is taken into account by assuming an

initial, instantaneous growth of Vmix set by σE. The value of σE depends on

how much mass of gas is swept up by the remnant, which is chiefly determined

by the explosion energy of the SN and only very weakly dependent on the

density and metallicity of the ambient medium (Cioffi et al. 1988). For core

collapse SNe, this initial dilution mass is estimated to be Mdil ' 105 M¯

assuming an explosion energy of E = 1051 ergs, an average ISM metallicity

of Z/Z¯ = 10−3, and a density of n ' 0.1 cm−3 (the weak dependences on Z

and n are neglected, see Ryan et al. 1996 and references therein), while for

PISNe, Mdil ' 5 × 105(E/1051 ergs)0.6 M¯ at z ∼ 20 (Bromm & Loeb 2003).

Depending on the PISN explosion energy, the associated initial dilution mass

may be nearly two orders of magnitude larger than the corresponding dilution

mass for core collapse SNe. Clearly, the inclusion of this effect is important as

it may strongly influence the abundance of chemical elements in regions where

subsequent stars eventually are allowed to form (see Fig. 5.2).

The present model is modified to handle the statistics of the metal-

free Pop III and the metal-enriched Pop II separately. Pop II star formation

is assumed to be spatially uncorrelated. This means that the probability,

wII(k, t), of finding a region in space enriched by the ejecta of k Pop II SNe at
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time t can be approximated by the Poisson distribution, i.e.,

wII(k, t) = Po(k, µII(t)) = e−µII(t)µII(t)
k/k!, (5.4)

where µII(t) denotes the space-averaged number of Pop II SNe contributing to

the enrichment at time t. For Pop III star formation, however, the situation is

somewhat different. If Pop III stars would have been randomly distributed in

those areas where star formation occurred, i.e., in the higher density filaments,

the probability of finding a region in such a filament enriched by a given number

k of Pop III SNe would have been described by equation (5.4). However, the

fact that no metal-free star is allowed to form in a region previously enriched

by metals (but see Wyithe & Cen 2007; Cen & Riquelme 2007) introduces

a type of anti-clustering effect. The fraction of enriched gas will thus be

larger than that described by the Poisson statistics, for any given value of

µIII(t) > 0, the space-averaged number of contributing Pop III stars at time

t (see §5.2.3.4). To approximately account for this “no overlapping”-effect,

the Poisson distribution is empirically modified by a Gaussian. Thus, the

probability wIII of finding a region enriched by k Pop III stars is given by

wIII(k, t) = cke
−(µIII(t)−k)2/4 × Po(k, µIII(t)), (5.5)

where ck is a normalization factor. In contrast to wII, the probability density

function described by equation (5.5) is more narrowly peaked towards µIII = k.

In particular, wIII predicts a faster-than-exponential decrease of the fraction of
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primordial gas available to Pop III star formation, as a function of µIII. With

time, wIII(k = 0, t) will still decrease slower than predicted by the corresponding

Poisson equation since the Pop III SN rate, in fact, is proportional to the

available fraction of primordial gas, as will be further discussed in §5.2.3.4.

Given the expressions in equation (5.4) and (5.5), we may calculate

the probability fIII(k
′, k) that a low-mass star (here defined to be a star which

has survived to the present, i.e., with a mass ≤ 0.8 M¯) is formed out of gas

enriched by a total number k of SNe (i.e., Pop III + Pop II), k′ of which are

Pop III SNe. This probability is given by the integral

fIII(k
′, k) = c̃k

τH
∫

0

a?(t)wIII(k
′, t)wII(k − k′, t)uII(t)dt. (5.6)

Here, uII denotes the formation rate of Pop II stars expressed in terms of the

resulting SN rate (see §5.2.3.4), while a?(t) is the fraction of still surviving stars

in a stellar generation formed at time t and c̃k is a normalization factor (note

that c̃k 6= ck). The age of the system is set to τH ' 1010 yr to account for late-

time star formation in the Milky Way halo. Equation (5.6) is used to predict

the Pop III contribution to the amount of metals in the gas from which the

low-mass stars were formed. Following Karlsson (2005, 2006), we make use

of Equations (5.3)−(5.6) to calculate the predicted relative number density

of still surviving (m ≤ 0.8 M¯) metal-poor stars with any given chemical

composition. These density functions are then analyzed and compared to

observations. In the remainder of this section, we will define and discuss the
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other model parameters.

5.2.3.2 Density Evolution

Due to the inability of our chemical enrichment model to account for

spatial variations, except in a statistical sense, we will adopt the average den-

sity evolution n = n(t) of a spherically collapsing 108 M¯ halo embedded

in an expanding universe. We assume that the density of the halo follows

the top-hat model for its collapse and virialization (e.g., Padmanabhan 2002;

Bromm et al. 2002). After virialization at zvir ' 10, a constant density

of n = nvir = 0.1 cm−3 is assumed, where nvir denotes the average density at

virialization.

5.2.3.3 Initial Mass Functions and Stellar Yields

The relative distribution by mass for metal-free and extremely metal-

poor stars is largely unknown. This is especially true for the high-mass

end of the IMF since all metal-free, massive stars in our part of the uni-

verse are long gone. We must therefore resort to theoretical predictions. We

shall assume that the IMF of the metal-enriched Pop II follows that of the

solar neighborhood, which can be approximated with a broken power-law,

i.e., dN/dm ≡ φ(m) ∝ mα, with a Salpeter-like exponent of α = −2.3 above

m = 0.5 M¯ and a shallower slope of α = −1.3 below this mass (Kroupa

2001). Very massive stars exploding as PISNe are assumed to form exclusively

in metal-free gas and are therefore not formed in the Pop II mode (but see

161



Langer et al. 2007). Conversely, low-mass stars are only allowed to form in

the Pop II mode. In addition, following Bromm & Loeb (2003), low-mass star

formation is restricted to occur in regions with efficient cooling, i.e., where the

abundance of carbon and/or oxygen is high enough. To include this effect,

we adopt the metallicity criterion Dtrans, introduced by Frebel et al. (2007),

which takes into account the simultaneous cooling by O i and C ii. Hence,

low-mass stars are only able to form in gas with C and O abundances such

that

Dtrans = log10
(

10[C/H] + 0.3× 10[O/H]
)

> −3.5 .

The special initial conditions in the first collapsing minihalos presum-

ably favored the formation of a population of very massive stars. Although

these conditions are not always met in metal-free gas in general (see, e.g., John-

son & Bromm 2006; Padoan et al. 2007), the top-heaviness of the primordial

IMF seems to persist. In particular, the apparent lack of metal-free stars in the

present Galactic halo indicates that primordial low-mass star formation was

highly suppressed (e.g., Karlsson 2005; Tumlinson 2006). For the Pop III IMF,

we shall assume that stars below 10 M¯ were not able to form. Above this

limit, stars in the mass range of core collapse SNe are assumed to be distributed

in the same way as for Pop II, i.e., as a power-law with a slope of α = −2.3.

Note that although Padoan et al. (2007) derive a primordial/metal-poor IMF

with a slope which asymptotically approaches α = −3.5 at the high-mass end,

the slope in the core collapse range is significantly shallower.
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As regards the shape of the unknown, metal-free very-high-mass IMF,

we take a conservative approach and assume that stars in the mass range of

PISNe are all formed with equal probability, independent of their individual

masses. As a measure of the fraction of very massive Pop III stars, we introduce

the parameter β. This parameter is defined as the ratio between the number

of PISNe and the total number of exploding stars in a Pop III generation.

With this definition, β is a lower limit to the original fraction of very massive

Pop III stars, as a fraction of these stars will become black holes by direct

collapse instead of exploding as PISNe (e.g., Heger et al. 2003).

In the following, β will be considered as a free model parameter, and,

as we shall see, it is also one of the parameters to which the result is most

sensitive. If β = 1, all Pop III stars were formed as very massive stars ending

their lives as PISNe, while if β = 0, no PISN ever occurred in the early

universe. In later sections, we shall constrain β by comparing observations

with model results. It is, however, possible to estimate the plausible range

for β from a theoretical point of view. By extrapolating the Galactic IMF

(Kroupa 2001) to very high masses, β is estimated to be 0.032. Alternatively,

using the more realistic primordial IMF by Padoan et al. (2007), a β of 0.017

is obtained. Greif & Bromm (2006) estimated the mass fraction of metal-free

stars that went into very massive stars by considering the relative number of

minihalos and atomic-cooling halos in the early universe. They derived a value

of 5 − 10% by mass, which translates into a β ' 0.005 − 0.01, based on the

idea that the PISNe and core collapse SNe were formed in different types of
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halos, the former in minihalos and the latter in atomic halos.

We consider here only those chemical elements which are predominantly

synthesized in massive stars, e.g., calcium and iron. We will not take into

account the limited enrichment by intermediate-mass stars and thermonuclear

(Type Ia) SNe, whose main contributions to the chemical enrichment occur

at a considerably later stage in the history of the Milky Way. The ejection of

newly synthesized material will be restricted to two mass ranges: that of core

collapse SNe and that of PISNe (Heger & Woosley 2002). The stellar yields

of core collapse SNe, with progenitor masses in the range 13 ≤ m/M¯ ≤ 40,

are taken from the new calculations by Nomoto et al. (2006), while the yields

of the PISNe (140 ≤ m/M¯ ≤ 260) are taken from Heger & Woosley (2002).

Core collapse SNe with progenitor masses ≤ 13 M¯ are believed to synthesize

very few heavy elements (see, e.g., Nomoto 1987; Mayle & Wilson 1988) and

are neglected here. As an estimate of the uncertainty in the results due to

uncertainties in the nucleosynthesis calculations (see §5.2.4.4), we also ran a

simulation using the yields of PISNe by Umeda & Nomoto (2002).

5.2.3.4 Star Formation Rates

As discussed above, the metal-free, Pop III mode of star formation

likely differed from that of Pop II, occurring in metal enriched gas. We will

account for this distinction by introducing one SFR for the Pop III mode and

a different one for the Pop II mode. Below, these SFRs will be displayed in

terms of their respective SN rate in units of kpc−3 Myr−1. Stars not ejecting
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any metals, e.g., stars subject to direct black hole formation, are not included

in these rates. Again, low-mass star formation is considered to occur in Pop II

only, with the low-mass star formation rate closely following that of Pop II

SNe.

We carried out a smoothed particle hydrodynamics (SPH) simulation of

the assembly of a 108 M¯ halo, including star formation without feedback, in

order to estimate the star formation rate for Pop III stars forming in minihalos

which are later incorporated into the larger halo. The simulation is set up

similarly to those conducted in Johnson et al. (2007), employing a cosmological

box of comoving length 660 kpc. We track the sites where the primordial gas

is able to collapse to form Pop III stars in this simulation (Fig. 5.3), and

we thereby estimate the Pop III star formation rate within the volume being

assembled into the 108 M¯ halo, assuming that a single Pop III star forms in

each of the collapsing minihalos (e.g., Yoshida et al. 2006). In the simulation,

the first star forms at a redshift of z ' 23. We find that the Pop III star

formation rate, here expressed as the resulting SN rate, is ∼ 0.04 kpc−3 Myr−1

(physical) within the region which is finally virialized in this halo. We thus use

this value for the normalization of the Pop III star formation rate. We note

that the neglect of local radiative and mechanical feedback in this simulation

is not likely to greatly affect the value that we find for the star formation rate

(see Susa & Umemura 2006; Ahn & Shapiro 2007; Johnson et al. 2007; Greif

et al. 2007; but see Whalen et al. 2007).

The star formation rate is assumed to be proportional to the gas density
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Figure 5.3: Sites of Pop III star formation in our SPH simulation. Shown
here in projection is the density field around the ∼ 108 M¯ system in our
cosmological box at redshift z ∼ 10. The green dots indicate the sites where
the primordial gas collapses into minihalos and so allows the formation of
Pop III stars. We estimate the resulting star formation rate of Pop III stars
by assuming that a single Pop III star forms in each of these minihalos.
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n(t). Hence,

uIII(t) = uIII,0 ×Qp(t)

(

n(t)

0.1 cm−3

)

, (5.7)

and

uII(t) = uII,0 × (1−Qp(t))

(

n(t)

0.1 cm−3

)

, (5.8)

where uIII and uII denote the Pop III and Pop II SN rate, respectively (Fig.

5.4), and Qp denotes the volume filling factor of primordial gas. The Pop III

rate is normalized to uIII,0 = 0.04 kpc−3 Myr−1 (see above). For metal enriched

gas, the star formation efficiency is assumed to be 10 times higher. The Pop II

rate is therefore normalized to uII,0 = 0.4 kpc−3 Myr−1 which is close to the

average SN rate in the galactic halo, derived from chemodynamical modeling

(Samland et al. 1997). The fraction of stars predominantly enriched by PISNe

will not be very sensitive to these normalizations (see Table 5.2). We assume

that star formation begins at z = 30, to account for the rare high-σ peaks in

the dark matter distribution.

In the above expressions, the presence of the factor Qp is important as

it regulates the amount of gas available for both the Pop III and the Pop II

mode of star formation. It is controlled by the Pop III SFR via Equation (5.5).

Hence, for k = 0,

Qp(t) ≡ wIII(0, t) = e−µIII(t)−µIII(t)
2/4. (5.9)
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Figure 5.4: Adopted Pop III (solid lines) and Pop II (dashed lines) SN rates
for β = 1, 0.1, and 0.01 (darker lines correspond to smaller β). The dashed,
vertical (brown) line marks the virialization redshift of the 108 M¯ halo. In
general, as an increasing volume of space becomes metal enriched, the Pop III
rates decrease while the Pop II rates increase. The bump in the Pop III rates
at z = 10 is due to a sharp rise in density prior to virialization. The small
delay in the rise of the Pop II rates is due to the finite lifetimes of Pop II core
collapse SNe.
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Since the Pop III SN rate depends on the available amount of primordial gas

which, in turn, is determined by the rate of metal enrichment, uIII and Qp are

coupled via the expression for µIII:

µIII(t) = β

t
∫

0

V γγ
mix(t− t′)uIII(t

′)dt′

+ (1− β)

t
∫

0

V cc
mix(t− t′)uIII(t

′)dt′. (5.10)

In this expression, the contribution from PISNe and core collapse SNe are

distinct since σE, which controls the initial expansion of the ejecta, differs

between the two types of SNe (see above). Here, V γγ
mix and V cc

mix denote the

mixing volumes for PISNe and core collapse SNe, respectively, while β, defined

in §5.2.3.3, denotes the fraction of PISNe in Pop III.

5.2.4 Results

In this section, we shall discuss our results for the chemical enrichment

during the assembly of atomic-cooling halos and compare them with recent

observations. We would like to emphasize that not all stars belonging to the

Milky Way halo were formed in atomic cooling halos, in particular the stars at

the metal-rich end (cf. Robertson et al. 2005). However, a significant fraction

of the stars below [Ca/H] = −2 and a majority of the second generation stars
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presumably originated from this type of halo.3 If so, they are likely to be

found over the entire Galactic halo (Scannapieco et al. 2006). With this in

mind, we will make no distinction in origin between our simulated stars and

the field stars observed in the Galactic halo.

Instead of iron, we choose calcium as the reference element for the

metallicity of the stars. We do so for two reasons. First, the strong Ca ii K

resonance line is commonly used as metallicity indicator (Beers et al. 1990)

in surveys of metal-poor stars, such as the HK survey (Beers et al. 1992)

and the Hamburg/ESO survey (Wisotzki et al. 2000). The much weaker Fe

lines will remain undetected in low-quality survey spectra, although they can

be detected by taking high-resolution spectra. This is of importance since

the vast majority of the most metal-poor stars known thus were originally

recognized as being metal-poor on the basis of their Ca abundance, not their

Fe abundance. The second reason we choose calcium is that the iron yield is,

to a larger extent than calcium, affected by the unknown amount of fall-back

in core collapse SNe and it varies by more than 3 orders of magnitude over

the PISN mass range. The Ca yield, on the other hand, varies by merely 1

order of magnitude (Heger & Woosley 2002; Umeda & Nomoto 2002). For the

employed observational data, either existing Ca abundances were used or, in

case of the observed Galactic halo MDF, an offset of [Ca/Fe] = +0.4 dex was

applied to convert from Fe abundances to Ca abundances. This offset is based

3[A/B] = log10(NA/NB)?− log10(NA/NB)¯, where NX is the number density of element
X.
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on the average Ca excess (Pagel & Tautvaǐsienė 1995) observed in Galactic

halo stars (see e.g., Cayrel et al. 2004), although there are outlier stars in the

lowest metallicity range which deviate from the mean [Ca/Fe] = +0.4. Apart

from the offset, however, the shape of the Galactic halo MDF probably doesn’t

change much whether Fe or Ca is used as the metallicity indicator.

5.2.4.1 Comparison with Observed Metal-Poor Stars

In Figure 5.5, we show the probability density function of low-mass stars

in the [Fe/Ca]− [Ca/H] plane from a simulation in which 10% by number (i.e.

β = 0.1), or about 50% by mass, of all Pop III stars were allowed to explode

as PISNe. The agreement between the model and the observations of Galactic

field stars by Cayrel et al. (2004) and Cohen et al. (2004) is satisfactory.

It should be noted that the full distribution displayed in the upper panel of

Figure 5.5 is effectively unaltered for any β ≤ 0.1.

The surprisingly small star-to-star scatter and the lack of evolution

in the scatter that is observed in various abundance ratios for well defined

samples of extremely metal-poor Galactic halo stars (e.g., Cayrel et al. 2004;

Arnone et al. 2005; Barklem et al. 2005) is not fully understood. Such a small

scatter could be an indication of extremely short mixing timescales and a well

mixed ISM already at very early times. However, as evident from Figure 5.5,

the small scatter is as well reproduced by our model over the entire metallicity

regime. Despite the relatively slow mixing assumed in our model, the small

dispersion is explained by a selection effect favoring contributions from SNe in
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Figure 5.5: Predicted distributions (shaded areas) of low-mass stars in the
[Fe/Ca]− [Ca/H] plane for β = 0.1. Upper panel: The full distribution. Filled
(red) circles are observations of giants in the Galactic halo by Cayrel et al.
(2004), filled (red) squares are observations of dwarfs by Cohen et al. (2004),
filled (red) diamonds are three field stars depleted in n-capture elements (Ivans
et al. 2003), while open (red) triangles are observations of giants in dwarf
spheroidal galaxies (Shetrone et al. 2001), and the (red) star is Draco 119
(Fulbright et al. 2004). The dashed, thick and thin (blue) lines indicate, re-
spectively, the 1σ (innermost 68.3%) and 3σ (innermost 99.7%) cosmic scatter
in the simulation. Lower panel: The partial distribution of simulated stars for
which > 90% of the total atmospheric Ca abundance is synthesized in PISNe.
This distribution is multiplied by a factor of 100. The observations and the
dispersion of the full distribution are plotted for comparison. Note, the mildly
enhanced density of simulated stars at [Fe/Ca] ' −1.6 originates from a nearly
constant Fe/Ca yield ratio in the mass range 160 ≤ m/M¯ ≤ 170.
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a certain mass range (13 ≤ m/M¯ ≤ 20, in this particular case) for the most

metal-poor stars and by the averaging of a large number of contributing SNe

at higher metallicities (Karlsson & Gustafsson 2005). Ultimately depending

on the stellar yields, a small star-to-star scatter can thus be realized without

invoking unrealistically short mixing timescales in the early ISM.

5.2.4.2 Characteristics of PISN-Dominated Stars

In the lower panel of Figure 5.5, only those simulated low-mass stars

are displayed for which > 90% of the total atmospheric calcium abundance

was synthesized in PISNe. This regards the abundance originally present in

the gas out of which the stars were formed and not the abundance at late-stage

evolution, although the difference should be negligible for Ca. Henceforth, such

stars will be referred to as PISN-dominated stars. From the results depicted

in Figure 5.5, three conclusions regarding the chemical legacy of PISNe can

immediately be drawn. First and foremost, the low-mass stars with a dominant

contribution from PISNe, as reflected by the Ca abundance, are located at

significantly higher [Ca/H] than the most Ca deficient stars in the simulation,

which are found at [Ca/H] ' −4. The PISN-dominated stars are instead found

in the range −3 ≤ [Ca/H] ≤ −2, with a maximum around [Ca/H] ' −2.3.

This prediction is at variance with the classical picture in which the chemical

signatures of the first, very massive stars are anticipated to be found in the

most metal-poor regime. This is exactly the effect illustrated in Figure 5.2

and described in §5.2.2. Looking for the stars with the lowest abundances of

173



Ca (or Fe) may thus not be the best way to find the relics of the first PISNe.

Second, the fraction of PISN-dominated stars in the halo is predicted

to be small. As illustrated in the lower panel of Figure 5.5, the distribution of

PISN-dominated stars has to be multiplied with a factor of 100 in order to be

detected on the same scale as the total distribution, shown in the upper panel.

Even for a relatively large β of 0.1 (i.e., ∼ 50% by mass), the total fraction of

PISN-dominated stars below [Ca/H] = −2 is merely ∼ 2× 10−3, or about one

star in 500. For lower β, this fraction decreases further (see §5.2.4.3).

Third, as noted in §5.2.2, the chemical signature of PISNe distinctly

differs from that of the less massive core-collapse SNe. This provides an

opportunity to identify outliers, at relatively high metallicities, as possible

PISN-enriched, second generation stars. As shown in Figure 5.5 (lower panel),

PISN-dominated stars are predicted to be found both above and below the

IMF-averaged value of [Fe/Ca] ' −0.4. Noticeably, none of the stars in the

samples by Cayrel et al. (2004) and Cohen et al. (2004) show a large enough

deviation from the mean [Fe/Ca], and other abundance ratios, to be classified

as potential PISN-enriched stars. However, the four stars belonging to the

Draco, Ursa Minor, and Sextans dwarf spheroidal (dSph) galaxies have a rela-

tively high [Fe/Ca] ' −0.1. These gas-poor satellite galaxies primarily consist

of old and metal-poor stars and were presumably formed at an early stage, as

a result of the collapse of dark-matter halos of ≤ 109 M¯.

Could these dSph stars be second generation, PISN-dominated stars?

This seems unlikely. The low α-element/iron ratios are generally attributed
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to Type Ia SNe in connection to lower SFRs in these systems (e.g., Matteucci

2003), and, while no contribution of s-process elements by asymptotic giant

branch stars is detected in dSph stars below [Fe/H] ' −1.8 the high Ba/Y and

low Y/Eu ratios (as well as low α/Fe) could be explained by the absence of

elements synthesized in the α-process (Venn et al. 2004 and references therein),

suggested to occur in hypernovae (Nakamura et al. 2001). A few other, curious

outliers such as Draco 119 (Fulbright et al. 2004) and BD + 80◦ 245, G4-36,

and CS 22966-043 studied by Ivans et al. (2003), will be further discussed in

§5.2.5.

In the simulations, the distribution of stars with a dominant contri-

bution from PISNe peaks around [Ca/H] ' −2.5, or even higher (see Fig.

5.5, lower panel and Fig. 5.6, upper panel). In fact, the majority of PISN-

dominated stars are predicted to be found above [Ca/H] = −2.6 (correspond-

ing to [Fe/H] = −3). This is the upper limit for which the Hamburg/ESO

survey is considered to be complete (see Fig. 5.6, upper panel). A significant

fraction of the second generation stars may therefore have a chance to remain

undetected in the Hamburg/ESO survey, not because they are too Ca-poor

but because they are too Ca-rich. Note the deficit above [Ca/H] = −2.6 in the

observed MDF which, to a large extent, has to be attributed to this intended

observational bias against metal-rich stars (Fig. 5.6, upper panel). With this

taken into account, the observed and predicted MDFs, in particular the one

with β = 0.01, agree to within the stated uncertainties. The lower panel of

Figure 5.6 shows the fraction of PISN-dominated stars for β = 0.1 (dark blue
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line) and β = 0.01 (light blue line). Evidently, the fraction also peaks signif-

icantly above the cut-off of the observed MDF at [Ca/H] ∼ −4 and goes to

zero approaching this cut-off. We have additionally run a simulation with iron

as the reference element. The corresponding distribution of PISN-dominated

stars (here defined such that > 90% of the Fe is synthesized in PISNe) peaks

at [Fe/H] ' −2.5, which concurs with the above result that these stars are to

be found at relatively high metallicities. In this simulation, there is a weak

tail of PISN-dominated stars towards low metallicities, originating from the

least massive PISNe. However, for β = 0.01, merely ∼ 1 star in 1000 show a

clear PISN signature at [Fe/H] = −4, nearly a factor of 100 less than around

the peak at [Fe/H] = −2.5.

5.2.4.3 Observational Constraints on Pop III Supernovae

As it appears from Figure 5.6, the fraction of PISN-dominated stars

depends strongly on the parameter β, the fraction of Pop III stars becom-

ing PISNe, which is to be expected. This dependence may be used to put

constraints on the number of PISN-dominated stars expected to be found in

the metal-poor Galactic halo and, conversely, to put observational upper lim-

its on β itself. Figure 5.7 shows the integrated fraction of PISN-dominated

stars as a function of β. This fraction, termed aγγ , is defined as the number

of PISN-dominated stars below [Ca/H] = −2 divided by the total number of

stars below [Ca/H] = −2. The fractions displayed in Figure 5.7 are based on

the assumption that a distinct PISN signature is present over the entire PISN
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Figure 5.6: Predicted metallicity distribution functions as measured by [Ca/H]
for β = 0.1 (dark blue lines) and β = 0.01 (light blue lines). Upper panel: The
solid lines denote the total MDFs while the dashed lines denote the MDFs
of PISN-dominated stars, for which > 90% of the Ca originate from PISNe.
The binned data (red line) are the observed (not completeness corrected) dis-
tribution of Galactic halo stars from the Hamburg/ESO survey by Beers et
al. (2005), where the vertical lines indicate the (1σ) stochastic uncertainty.
Note that these data are shifted +0.4 dex. Lower panel: The fraction of
PISN-dominated stars. The majority of these stars fall above the upper limit
of [Ca/H] = −2.6 (dashed brown line), the range where the Hamburg/ESO
survey is incomplete.
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Table 5.1: Fraction of PISN-enriched stars as a function of level of PISN-
enrichment.

Level of Fraction of

PISN-enrichmenta PISN-enriched starsb

> 1% 6.97× 10−2

> 10% 2.34× 10−2

> 50% 3.60× 10−3

> 90% 3.04× 10−4

> 99% 7.35× 10−5

> 99.9% 6.75× 10−5

a As measured by the amount of Ca originating from PISNe.
b All fractions are calculated for β = 0.01.

mass range. In the reminder of the paper, we shall further explicitly assume

that this signature is detectable in stars if, and only if, > 90% of the atmo-

spheric Ca abundance originates from the PISNe. In Figure 5.7, we have also

indicated the predicted fractions aγγ corresponding to 99% and 99.9% PISN-

enrichment (see also Table 5.1). These results will be briefly discussed later in

this section.

The number of observed Galactic halo stars below [Ca/H] = −2 for

which abundance analyses based on high-resolution spectroscopy exists is roughly

600 (N. Christlieb, priv. comm.). None of these ∼ 600 stars appear to show

a dominant PISN signature. If so, we estimate that β < 0.07 (see Fig. 5.7),

which corresponds to a mass fraction of very massive Pop III stars of ≤ 40%.
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enrichment. The dashed (red) lines indicate the observational upper limit of
β, assuming that none of the ∼ 600 Galactic halo stars with [Ca/H] ≤ −2 for
which high-resolution spectroscopy is available show any signature of PISNe
(N. Christlieb, priv. comm.). The dotted (blue) line and shaded (blue) area
denote the predicted range of aγγ anticipated from the data of Padoan et al.
(2007) and Greif & Bromm (2006), respectively. If nothing else stated, it is
assumed that the PISN signature is detectable in Galactic halo stars with
> 90% PISN-enrichment.

179



Here, we disregard Draco 119 (Fulbright et al. 2004) and the group of field

stars studied by Ivans et al. (2003) as PISN-dominated, second generation

stars (see §5.2.5). An upper limit of β = 0.07 is consistent with the predicted

range of β derived by Greif & Bromm (2006) and the β derived from the IMF

by Padoan et al. (2007), which all fall in the range 0.005 ≤ β ≤ 0.02. Con-

versely, as indicated in Figure 5.7, this range corresponds to a range in aγγ

of 1.5 × 10−4 ≤ aγγ ≤ 5 × 10−4, which, at face value, means that ∼ 3 − 10

times as many metal-poor (i.e., [Ca/H] ≤ −2) Galactic halo stars need to be

analyzed in order to find a single second generation star with > 90% of its Ca

originating from primordial PISNe. In §5.2.5, these results will be discussed

further.

Also shown in Figure 5.7 are the predicted fractions of stars that are

pre-enriched to at least 99% (medium sized, blue dots) and 99.9% (small,

dark blue dots) by PISNe. These will be referred to as purely PISN-enriched

stars. Although the number of such stars is smaller than the number of stars

in which up to 10% of the metals (Ca) are allowed to originate from core

collapse SNe, it is not radically smaller. In the range 0.005 ≤ β ≤ 0.02,

e.g., the predicted fraction of purely PISN-enriched stars is only smaller by

factor of ∼ 4 (see also Table 5.1). Moreover, assuming that none of the ∼ 600

stars below [Ca/H] = −2, for which high-resolution spectroscopic data are

available, are purely PISN-enriched stars, the range of possible values for β

is constrained to be < 0.2. As indicated above, a slightly stronger constraint

may be placed on β if the reasonable assumption is being made that none of
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these stars has a PISN-enrichment which exceeds 90%. However, due to the

increasing risk of making false identifications, β may not be constrained much

further by allowing for lower levels of PISN-enrichment than 90%. Table 5.1

shows the predicted fraction of stars formed from gas pre-enriched by PISNe

to various levels, for β = 0.01. Clearly, the fraction of PISN-enriched stars

increases with decreasing level of PISN-enrichment. However, even though

the expected number of stars with, e.g., a PISN-enrichment of > 50% is ∼ 10

times more than the corresponding number with > 90% PISN-enrichment, we

would in practice not gain much as it would most likely be very difficult to

correctly identify many of the less PISN-dominated stars. Note also that for

β = 0.01, less than 10% of all stars below [Ca/H] = −2 are formed from gas

enriched to any level by PISNe.

5.2.4.4 Parameter Dependence and Sensitivity

We have performed a number of simulations where we varied the values

of several model parameters, in order to illustrate the sensitivity of our results

to the uncertainties in these parameters. The SFR is a crucial ingredient

in the model and we have varied both the Pop III and Pop II SN rates by

changing uIII,0 and uII,0, respectively. The turbulent diffusion coefficient Dt in

the early ISM is difficult to estimate. According to Bateman & Larson (1993),

the diffusive mixing of matter in the cold, neutral medium in the Galactic

disk (e.g., through molecular cloud collisions) occurs on a similar time scale as

the one adopted here, while the mixing should be substantially faster in hot,
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ionized media. Alternatively, Pan & Scalo (2007) developed a ”slow” mixing

model with inefficient (i.e., low Dt) diffusion to explain the apparent existence

of primordial gas at relatively low (z ∼ 3) redshift. We have varied Dt in our

model to map out the effect.

The results of the simulations are summarized in Table 5.2, which shows

the dependence of aγγ on uIII,0, uII,0, and Dt, respectively. In all simulations,

β is fixed to 0.01. The impact on aγγ when altering the Pop III (col. 1) and

Pop II (col. 2) SN rates is non-trivial, with, respectively, a local maximum

and a local minimum in the value of aγγ appearing within the examined ranges

of the values for these rates. The dependence on Dt (col. 3) is less complex.

We shall not discuss these dependences in detail but notice that aγγ is roughly

proportional to
∫

uIII uIIdt /
∫

u2IIdt and that the Pop III and Pop II rates are

coupled through Qp (see eqs. (5.7)–(5.10)). In particular, the counter-intuitive

decrease in aγγ with an increasing Pop III SN rate above uIII,0 = 1.33 × 10−2

kpc−3 Myr−1 (= 1/3 of the adopted uIII,0) may be understood from the fact that

an initially high Pop III rate more efficiently suppresses subsequent formation

of Pop III stars, while it simultaneously promotes the formation of Pop II

stars, as a consequence of the change in the fraction of primordial gas. Note

that a similar effect occurs when β is increased, indicated in Figure 5.4.

The overall change in aγγ over the entire two decade range in uIII,0,

as well as in uII,0, is merely a factor of ∼ 4, which is quite moderate. The

sensitivity on Dt is higher, a factor of ∼ 30 over the examined range. We also

ran one simulation where the SFR was set proportional to the square of the
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Table 5.2: The dependence of aγγ on model parameters. The three parameters
which were varied are listed in the top row; from left to right, these are the Pop
III SN rate, the Pop II SN rate, and the turbulent diffusion coefficient. The
leftmost column shows the factor by which these parameters were changed
from their fiducial values, and the resulting values for aγγ are shown in the
three rightmost columns below the specific parameter which was varied.

Parametera uIII,0 uII,0 Dt

×10 1.07× 10−4 7.35× 10−4 6.89× 10−5

× 3 1.57× 10−4 1.99× 10−4 7.98× 10−5

× 1b,c 3.04× 10−4 3.04× 10−4 3.04× 10−4

× 1/3 4.78× 10−4 4.59× 10−4 1.02× 10−3

× 1/10 4.01× 10−4 3.41× 10−4 1.92× 10−3

aThe fiducial values of the model parameters are discussed in §5.2.3. All
fractions are calculated for β = 0.01.
baγγ = 4.78 × 10−4, adopting the set of PISN yields calculated by Umeda &
Nomoto (2002).
caγγ = 6.03× 10−4, assuming that SFR ∝ ρ2.

density instead of the normal linear dependence, and one where we changed

the set of PISN yields to those by Umeda & Nomoto (2002). In each of these

two runs, aγγ changed by less than a factor of 2 (see footnote b and c in Table

5.2).

The data presented in Table 5.2 are a measure of the uncertainty in

our calculations. Evidently, the result is insensitive to the SFR and PISN

yields, while it is relatively sensitive to the amount of mixing in the ISM. If

we, e.g., adopt a 10 times smaller turbulent diffusion coefficient, the fraction

of PISN-dominated stars is increased by a factor of 6. Still, even for such a low
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Dt, the range of β predicted by Greif & Bromm (2006) would be consistent

with the observational upper limit. We would like to emphasize that in all

the runs that we have carried out, the vast majority of the PISN-dominated

stars have significantly higher Ca abundances than the most Ca-poor stars

in the simulations, irrespective of the predicted value of aγγ . Moreover, for

all the parameters that we have varied, β remains the parameter to which

the results are most sensitive (cf. Fig. 5.7). The above findings indicate two

points: first, due to the sensitivity on β, we have the means to measure the

frequency of very massive stars in the early universe from observations of large,

homogeneous samples of metal-poor stars in the Milky Way halo. Second, due

to the insensitivity on model parameters apart from β, our results and the

conclusions based on these results should be relatively robust.

5.2.5 Discussion and Summary

We have shown that Milky Way halo stars born in atomic cooling halos

ofM ∼ 108 M¯ and displaying a chemical abundance pattern characterized by

that of Pop III PISNe are to be found at significantly higher metallicities than

where the most metal-poor stars have been found. Consequently, although

stars in the metal-poor tail of the MDF, like the extremely iron-deficient stars

HE 0107-5240 (Christlieb et al. 2002) and HE 1327-2326 (Frebel et al. 2005),

are very important for the understanding of the star formation process (e.g.,

Bromm & Loeb 2003; Umeda & Nomoto 2003; Tumlinson 2007) and feed-

back mechanisms (e.g., Karlsson 2006) in the early universe, they seem to
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tell us little about primordial PISNe. The majority of Pop II stars with a

dominant contribution from PISNe are predicted to have Ca abundances in

excess of [Ca/H] = −2.6, the upper limit for which the Hamburg/ESO survey

of metal-poor stars is considered to be complete. This implies that a significant

fraction of the PISN-dominated stars may have escaped detection, not because

they are too Ca-poor but because they are too Ca-rich. The number fraction

of very massive Pop III stars exploding as PISNe is estimated to be β <

0.07 (≤ 40% by mass), assuming that currently no Galactic halo star below

[Ca/H] = −2 with available detailed abundance analysis shows a chemical

signature characteristic of PISNe. This result is consistent with the theoretical

prediction of 0.005 ≤ β ≤ 0.02, which corresponds to a handful of PISN-

dominated, second generation stars in a sample of 10 000. The number of

purely PISN-enriched stars is predicted to be a factor of ∼ 4 smaller, assuming

this range of β.

In an interesting paper, Salvadori et al. (2007) also discuss the exis-

tence of second generation stars and their location in the MDF. Their stochas-

tic model of chemical enrichment differs from ours in a number of aspects.

Firstly, they model the chemical evolution of the Galaxy as a whole based on

the merger-tree approach (cf. Tumlinson 2006), while we focus on the evo-

lution of atomic cooling halos using the mixing volume picture. They also

assume that all Pop III stars are very massive, while we allow for less mas-

sive Pop III star formation as well, controlled by the parameter β. Hence, in

their models with Zcrit > 0 (for Zcrit = 0, no PISNe are formed), all second
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generation stars are formed from gas only enriched by PISNe. Finally, we

note that while our chemical enrichment model accommodates the important

contribution of metals ejected by the supernovae from Pop III stars formed

in minihalos, with masses less than 108 M¯ (see Bromm et al. 2003; Greif

et al. 2007), this contribution is neglected in Salvadori et al. (2007) based

on the assumption that strong photodissociating radiation from the first stars

quenches their formation. It appears likely, however, that this effect may not

have substantially lowered the Pop III star formation rate (e.g. Ricotti et al.

2001; Johnson et al. 2007; O’Shea & Norman 2007; Wise & Abel 2007; see

also Yoshida et al. 2003). Despite these differences, both models generate

broadly similar MDFs. However, at variance with the results presented here,

Salvadori et al. predict that the highest fraction of PISN-dominated stars is

to be found in the lowest metallicity regime and only a very small fraction

at [Fe/H] > −1, provided that the host halo is able to form both first and

second generation stars. This finding may be a consequence of these authors’

assumption of the instantaneous mixing of metals in the galactic medium, but

should be analyzed in more detail to be fully understood.

The most characteristic and reliable chemical signature of PISNe is

probably the absence of neutron-capture elements. Although this may not

be a unique fingerprint (massive core collapse SN may be unable to synthesis

n-capture elements as well), we have shown that stars formed from material

pre-enriched by PISNe emerge in a metallicity regime where both the r-process

and the s-process signatures are thoroughly established (see Burris et al. 2000).
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The presence of n-capture elements in normal Pop II stars will thus serve to

rule out PISN pre-enrichment. Metal-poor stars with enhanced abundances of

r-process elements are certainly interesting in their own right as they, e.g., can

be used as cosmochronometers and allow us to study the origin and nature of

the r-process. However, as important as it is to search for r-process enhanced

stars (see e.g., Christlieb et al. 2004), alternatively, the search for stars unusu-

ally depleted in r-process elements may help us locate candidates of the “miss-

ing” second stellar generation. With high-resolution follow-up spectroscopy,

further signatures indicative of PISNe such as a pronounced odd-even effect

and, e.g., an atypical Fe/Ca ratio (see Fig. 5.5), should then be measured to

ultimately verify or refute candidates as PISN-dominated, second generation

stars. Although the actual number of PISN-dominated stars is predicted to be

small, perhaps only one or two in 10 000 below [Ca/H] = −2, the ongoing and

future large-scale surveys, such as the SDSS4, SEGUE5, and LAMOST6, aim

to find at least an order of magnitude more stars in this metallicity regime than

is presently known. A few thousand of these stars should be bright enough

to be successfully observed with high-resolution by 8 − 10 m class telescopes

(Beers & Christlieb 2005). With the advent of 30 − 100 m class telescopes,

high-resolution spectroscopic follow-up will become feasible for the majority

of stars discovered below [Ca/H] = −2.

4The Sloan Digital Sky Survey
5The Sloan Extension for Galactic Understanding and Evolution. Operating since 2005.
6The Large sky Area Multi-Object fiber Spectroscopic Telescope. First spectrum deliv-

ered May 28, 2007.
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There are a few examples of metal-poor stars in the Galactic halo which

do show anomalous abundance patterns. Ivans et al. (2003) studied a group of

three dwarf/subgiant stars with [Ca/H] ' −2.2, BD 80◦ 245, G 4-36, and CS

22966-043, which appears to be heavily depleted in n-capture elements (see

also, e.g., HD 122563, recently studied by Mashonkina et al. 2008). These

stars also display low abundances of Na, Al, and α-elements, as indicated by

the relatively high [Fe/Ca] ratios in Figure 5.5. Interestingly, BD 80◦ 245 and

G 4-36 both show a particularly low [Al/Ca] ratio and BD 80◦ 245 and CS

22966-043 have [Mg/Ca] < 0. However, the [Na/Ca] ratio in all three stars is

found to be typical for Galactic halo stars and although the heavy iron-peak

elements are low in BD 80◦ 245, they are strongly enhanced in G 4-36, and

CS 22966-043, an observation which is not understood. Ivans et al. (2003),

explain the peculiar abundance patterns as a result of an early contribution

by thermonuclear SNe (Type Ia) in the subsystems in which these stars were

born. They do not consider PISNe as an alternative, presumably because very

massive stars traditionally are believed to contribute to the chemical enrich-

ment only at the very lowest metallicities. As intriguing as it is to envision

these objects, in particular BD 80◦ 245, as PISN-enriched, second generation

stars, the match is ambiguous. Further investigation should, however, be con-

ducted on these peculiar stars. Another star shown in Figure 5.5 is Draco 119.

This [Fe/H] = −2.9 giant is a member of the Draco dSph and is the only star

currently known to be completely devoid of elements above Ni, to within de-

tection limits (Fulbright et al. 2004). The upper limit on the Ba abundance,
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e.g., is estimated to [Ba/Fe] < −2.6, more than a full dex below the next

most Ba-poor stars at [Fe/H] ∼ −3. Based on the light element abundances,

Fulbright et al. (2004) conclude that Draco 119 was born out of gas primarily

enriched by massive core collapse SNe, and not by PISNe, which is consistent

with our finding that PISN-dominated stars generally should appear above

this metallicity regime.

We have assumed that the metal-poor Galactic halo mainly consists of

stars formed during the assembly of atomic cooling halos. We note, however,

that a significant fraction of these halos may have ended up in the bulge of

the Milky Way. With the new high-resolution infrared spectrographs on the

8− 10 m class telescopes, detailed spectral analysis of dust-obscured Galactic

bulge stars has recently become feasible (e.g., Ryde et al. 2007). The search

for relics of the first stars should therefore be pursued also in this, previously

inaccessible part of our Galaxy.
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Chapter 6

Outlook

The present research has focused on the theoretical study of the forma-

tion of primordial stars during the assembly of the first galaxies, and on ways

in which the properties of these stars can be constrained using observations,

both direct and indirect. With the assembly of the first galaxies and the onset

of the formation of stellar clusters, the process of galaxy formation becomes

considerably more complex. The injection of metals and dust into the pri-

mordial gas alters the chemical and cooling properties of the gas considerably;

star formation becomes driven in part by turbulence that is generated through

the accretion of gas from the IGM and supernova explosions; and the rapid

growth of the first massive black holes leads to feedback from the high-energy

radiation that is emitted during the process of accretion. In future work, these

complicating factors will be carefully considered, as the further evolution of

the first galaxies to those that have been detected already at z ≥ 6 becomes

more fully understood.

The impending launch of the James Webb Space Telescope, with its ca-

pability to detect the radiation emitted by the first galaxies and supernovae,

is a major motivation for studying the formation of the earliest galaxies. In
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Chapters 3 and 4, we argued that the detection of purely primordial stellar

populations may still be out of reach even of the exquisitely sensitive instru-

ments onboard the JWST. Future theoretical studies will seek to further refine

this argument, and to make detailed predictions of what the JWST will re-

veal. As this telescope will likely detect galaxies with masses of ≥ 1010 M¯

at redshifts z ≥ 10, simulation of the assembly of such massive galaxies is a

priority for future research.

The practice of stellar archaeology will, as well, continue to provide

ever better constraints on the nature of the first stars. Large-scale surveys

of metal-poor stars in our Galaxy, such as the Sloan Extension for Galactic

Understanding and Exploration, will either reveal the signature of very massive

primordial stars which exploded as pair-instability supernovae or place strong

constraints on the fraction of such stars which formed in the first galaxies.

These surveys may also uncover stars with lower metallicities than ever before

found, thereby providing further insight into how the transition to low-mass

star formation took place in the early Universe.

While the direct detection of the first dwarf galaxies may remain out

of reach for the foreseeable future, the first supernovae and gamma-ray bursts,

with their extraordinarily high luminosities, will be detectable under currently

planned missions. The JWST will be capable of detecting the supernova ex-

plosions of the first stars, while the Energetic X-ray Imaging Survey Telescope

may detect gamma-ray bursts out to redshifts of z ∼ 20, thereby helping to

elucidate how primordial stars end their lives.
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With these and other observational missions allowing to test numerous

aspects of our evolving theoretical picture of the assembly of the first galaxies,

one can expect exciting advances to be coming at a rapid pace in this one of

the main frontiers of cosmology.
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[147] Milosavljević M., Bromm V., Couch S. M., Oh S. P. 2008, ApJ, in press

(arXiv:0809.2404)
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