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Abstract

An effective method for selecting features in clustering

unlabeled data is proposed based on changing the objective

function of the standard k-median clustering algorithm. The

change consists of perturbing the objective function by a

term that drives the medians of each of the k clusters toward

the (shifted) global median of zero for the entire dataset.

As the perturbation parameter is increased, more and more

features are driven automatically toward the global zero

median and are eliminated from the problem until one last

feature remains. An error curve for unlabeled data clustering

as a function of the number of features used gives reduced-

feature clustering error relative to the “gold standard” of the

full-feature clustering. This clustering error curve parallels

a classification error curve based on real data labels. This

justifies the utility of the former error curve for unlabeled

data as a means of choosing an appropriate number of

reduced features in order to achieve a correctness comparable

to that obtained by the full set of original features. For

example, on the 3-class Wine dataset, clustering with 4

selected input space features is comparable to within 4%

to clustering using the original 13 features of the problem.

Keywords clustering, k-median, feature selection, non-
smooth optimization, centered data, regularization.

1 Introduction

Both the k-median and k-mean clustering algorithms
for unlabeled data can be considered as unconstrained
optimization problems [3, 11, 5, 2]. Both algorithms
choose k cluster centers that attempt to minimize the
sum of a distance measure between each point and the
closest cluster center. The “distance measure” for the
k-median algorithm is the 1-norm distance, whereas for
the k-mean algorithm it is the square of the 2-norm
distance [3]. Neither problem has a convex objective
function, and finding a global solution to either problem
may be NP-hard. However, the k-median objective is a
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concave function and a local solution to it can be quickly
found in a finite number of steps [3], even though, like
the k-mean objective function, it is nondifferentiable.
We shall therefore utilize this fast algorithm for our
feature selection approach.

The idea behind our approach is the following. We
first shift all the data so that its median becomes the
origin in the n-dimensional input space of the data.
Then for a desired number k of clusters we determine
k cluster centers that minimize the sum of 1-norm
distances between each point in the given dataset to
the closest cluster center, plus the sum of the 1-norm
distances of each of the k cluster centers to the origin
in n-space weighted by some positive parameter ν.
This minimization is achieved by finding a stationary
point of the nondifferentiable concave objective function
for a fixed value of the parameter ν. Starting with
ν = 0, k cluster centers are found using the ordinary
k-median algorithm in the full n-dimensional input
space of the dataset. This gives rise to an unlabeled
clustering of the data, the “gold standard” to which all
subsequent clusterings in smaller dimensional subspaces
are compared. As ν is increased, one or more input
space features at a time become zero and one of these
features is deleted from the problem. The corresponding
k-median clustering is then obtained in this subspace
and its “correctness” is judged by comparison with
the gold standard k-median clustering of the full n-
dimensional original input space. This procedure, which
is extremely fast, is continued until only one input
space feature is left. The desired number of reduced
features is then picked as that which gives a comparable
correctness to that of the full n-dimensional k-median
clustering. A related method for feature selection is
given in [12] for labeled classification where centroids
of known classes are shrunk towards the global centroid
of all classes. Our approach can also be interpreted as
a regularization procedure that is generally used for ill-
posed problems [13, 1] and in support vector machines
[4], where in addition to fitting given data, the problem
variables are also driven to zero parametrically in order
to improve generalization correctness.

To clarify our terminology further, we refer to the
three-class Wine dataset described in more detail in
Section 3. This dataset which consists of 178 points
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in a 13-dimensional input feature space, has one of
three labels associated with each data point. We do
not use any of these labels in our feature-selecting k-
median (FSKM) Algorithm 2.1. We first start clustering
with the ordinary k-median algorithm in the original
13-dimensional space. We then use our theoretically
derived criterion (2.11) to delete one appropriately
selected feature and apply the k-median algorithm again
in the reduced feature space. This process is continued
until only one feature remains. After each feature
deletion, we measure the clustering error by comparing
the clustering labels in the reduced space with those of
the gold standard clustering labels generated by using
the original 13 features of the problem. We continue
this clustering error evaluation until one feature is
left. We then decide on how many features to keep
based on the clustering error we wish to tolerate at a
corresponding reduced number of features. We justify
this clustering error criterion that does not use any of
the original labels of the data by comparing it with
the classification error that utilizes the original data
labels for each clustering obtained by our approach for
a reduced number of features. Figure 1 for the Wine
dataset shows that the clustering error curve closely
parallels the classification error curve. This justifies
both the use of our label-free feature-selecting approach
as well as its clustering error prediction for a reduced
set of features without using any data labels.

We briefly outline the contents of the paper now.
In Section 2 we derive the theory behind our feature
selecting k-median (FSKM) algorithm and state our
algorithm for increasing values of ν. Section 3 gives
computational and graphical results that show the
effectiveness and utility of FSKM. Section 4 concludes
the paper.

A word about our notation and background mate-
rial follows. All vectors will be column vectors unless
transposed to a row vector by a prime superscript ′.
The scalar (inner) product of two vectors x and y in the
n-dimensional real space Rn will be denoted by x′y and

the p-norm of x, (

n
∑

i=1

|xi|
p)

1

p , will be denoted by ‖x‖p.

For a matrix A ∈ Rm×n, Ai is the ith row of A which
is a row vector in the n-dimensional real space Rn. A
column vector of ones of arbitrary dimension will be
denoted by e. The symbol := denotes definition. For a
convex function f : Rn −→ R1 that is nondifferentiable,
such as ‖x‖1, a subgradient ∂(x) ∈ Rn exists [10, 9] with
the property that:

f(y) − f(x) ≥ ∂f(x)′(y − x), ∀x, y ∈ Rn.(1.1)

Thus for ‖x‖1, x ∈ Rn and i = 1, . . . , n:

(∂‖x‖1)i =







−1 if xi < 0
∈ [−1, 1] if xi = 0
+1 if xi > 0

(1.2)

The subgradient plays the role of a gradient for differ-
entiable convex functions, except that it is not unique.
Thus a necessary and sufficient condition for x to be a
minimizer of f(x) is that

∂f(x) = 0.(1.3)

For a countable set S, card(S) denotes the cardinality
of S, that is the number of elements in S.

2 Feature Selecting k-Median (FSKM) Theory
and Algorithm

The k-median clustering algorithm [3] consists of two
basic steps. Given k initial or intermediate cluster
centers, the first step consists of assigning each point
to the closest cluster center using the 1-norm distance.
The second step consists of generating k new cluster
centers, each being the median of each cluster. It
is the second step that we shall modify, in order to
remove possibly irrelevant input space features from the
problem, as follows. Since the median of a cluster is
the point (or set of points) that minimizes the sum of
the 1-norm distances to all the points in the cluster,
we shall perturb this minimization problem by adding
to its objective function a weighted term with weight
ν consisting of the 1-norm distance to global median
of zero for the entire dataset. As the weight ν gets
sufficiently large, all the features will become zero and
are eliminated from the problem. Conversely, if ν = 0,
then we have the ordinary k-median algorithm. We
derive now the optimality condition for minimizing the
nondifferentiable objective function for the perturbed
objective function for this step of the modified k-median
algorithm.

Let the given dataset, consisting of m points in Rn,
be represented by the matrix A ∈ Rm×n. We shall
assume without loss of generality that a median of the
m rows of A is 0 ∈ Rn. Assume further, that k clusters
have been generated by the k-median algorithm and are
represented by the k submatrices of A:

A` ∈ Rm(`)×n, A`
i = Ai∈J(`), ` = 1, . . . , k,(2.4)

where J(`) ⊂ {1, . . . , m}, ` = 1, . . . , k, is a partition
of {1, . . . , m}. The k perturbed optimization problems
that need to be solved at this second step of the
modified k-median algorithm consist of the following k

unconstrained minimization problems. Find k cluster
centers c` ∈ Rn, ` = 1, . . . , k, with one or more



components being zero, depending on the size of ν. Each
c` ∈ Rn, ` = 1, . . . , k is a solution of:

min
c∈Rn

∑

i∈J(`)

‖Ai − c‖1 + ν‖c‖1, ` = 1, . . . , k.(2.5)

Since each of these problems is separable in the compo-
nents cj , j = 1, . . . , n of c, we can consider the following
1-dimensional minimization problem for each compo-
nent cj , which we denote for simplicity by c ∈ R1, and
for ai := Aij , i ∈ J(`) for a fixed j ∈ {1, . . . , n} as
follows:

min
c∈R1

∑

i∈J(`)

|c − ai| + ν|c|, ` = 1, . . . , k.(2.6)

Here AJ(`) denotes the subset of the rows of A that
are in cluster `. Setting the subgradient (see Equations
(1.1)-(1.3)) of the objective function of (2.6) equal
to zero gives the following necessary and sufficient
optimality condition for a fixed j ∈ {1, . . . , n} and for a
fixed cluster ` ∈ {1, . . . , k}:

card{i|c > ai∈J(`)} − card{i|c < ai∈J(`)}

+[−1, 1] · card{i|c = ai∈J(`)}

+ν ·







−1 if c < 0
[−1, 1] if c = 0
+1 if c > 0







= 0.

(2.7)

Henceforth, [−1, 1] denotes some point in the closed
interval {x| − 1 ≤ x ≤ 1}. Thus, for a cluster center
c to be zero, for a fixed j ∈ {1, . . . , n}, ai := Aij , and
for a fixed cluster ` ∈ {1, . . . , k}, we need to have:

card{i|0 > ai∈J(`)} − card{i|0 < ai∈J(`)}
+[−1, 1]card{i|0 = ai∈J(`)} + [−1, 1] · ν = 0.

(2.8)

Simplifying this expression by replacing the first [−1, 1]
by the zero subgradient and solving for ν, we have that:

ν =
card{i|0 < ai∈J(`)} − card{i|0 > ai∈J(`)}

[−1, 1]
,(2.9)

which is satisfied if we set:

ν ≥ |card{i|0 < ai∈J(`)} − card{i|0 > ai∈J(`)}|.(2.10)

Hence we can state the following result based on the
above analysis.

Proposition 2.1. Cluster Center with Selected
Features A solution c to the perturbed cluster center
optimization problem (2.5) has zero components cj = 0
for each j ∈ {1, . . . , n}, such that:

ν ≥ |card{i|0 < Ai∈J(`),j}−card{i|0 > Ai∈J(`),j}|.
(2.11)

It follows that if we set ν large enough one or more
input space features are killed. Hence we can gradually
increase ν from zero and systematically kill at least one
feature at a time. This property suggests the following
algorithm.

Algorithm 2.1. FSKM: Feature Selecting k-Median
Algorithm

1. Shift the dataset A ∈ Rm×n such that 0 ∈ Rn is its
median.

(i) Use the k-median the algorithm to cluster into k

clusters.

(ii) For each input space component j ∈ {1, . . . , n} and
for each cluster AJ(`), ` ∈ {1, . . . , k} compute:

ν`
j = |card{i|0 < Ai∈J(`),j}−card{i|0 > Ai∈J(`),j}|.

(2.12)

(iii) Delete feature(s) j̄ by deleting column(s) A·j̄ for
which:

νj̄ = min
1≤j≤n

max
1≤`≤k

ν`
j .(2.13)

(iv) Stop if A has no columns remaining, else let A =
Ā ∈ Rm×n̄, n = n̄, where Ā is the matrix with
reduced columns.

(v) Go to to (i).

We note that Step (iii) in the FSKM Algorithm
above determines precisely which input space feature(s)
will be deleted next, based on successively increasing
values of the perturbation parameter ν. Thus, for-
mula (2.13) of Step (iii) sets apart our algorithm from
a lengthy greedy n-choose-1 approach that systemati-
cally deletes one feature at a time. Such a greedy ap-
proach chooses to delete the feature which minimizes
the clustering error for the remaining features. This
procedure is repeated n times until one feature is left.
Hence, instead of n applications of the k-median algo-
rithm needed by FSKM, a greedy approach would need
n(n+1)

2 applications of the k-median algorithm.
We turn now to our computational results to show

the effectiveness of the FSKM Algorithm.

3 Computational Results

To illustrate the performance of our algorithm, we
tested it on five publicly available datasets, four from
the UCI Machine Learning Repository [7] and one
available at [8]. We ran Algorithm 2.1 30 times on each
dataset, and we report average results. If Algorithm
2.1 produced multiple candidate features for elimination
in Step (iii), then only one randomly chosen feature
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Figure 1: Error curves for the 3-class Wine dataset with

178 points in 13-dimensional space are plotted as a function

of the number features selected by FSKM. The average range

of ν computed by (2.13) was from 42 to 55. Note that the low

variance between runs on this dataset makes the error bars

essentially invisible.

from this set was eliminated. The k-median algorithm
was initialized with centers chosen by the following
procedure which is similar to that of [3]. For each
feature, 4k bins of equal size were created. The data
was sorted into these bins, and the k initial centers
were chosen by taking the midpoint of the k most
populous bins for each feature. Consider using this
procedure for k = 2. One initial center will have each
coordinate be the midpoint of the most populous bin for
the corresponding feature, while the other initial center
will have each coordinate be the midpoint of the second
most populous bin for the corresponding feature. The
decision to use 4k bins was made arbitrarily and not
adjusted while developing the algorithm or performing
the experiments.

Figure 1 gives results for the Wine dataset [7]. The
two curves shown are the classification error and the
clustering error. The classification error curve, marked
by squares, is computed by labeling members of each
cluster with the majority label of the cluster, where the
labels are the actual class labels from the dataset. These
class labels are used only in generating the classification
error curve and not in obtaining the clusters. The error
is the number of incorrectly classified examples divided
by the number of examples in the dataset. The entire
dataset is used both for the clustering and evaluation of
the error. No data is left out. The clustering error
curve, marked by circles, is computed by accepting
the clusters produced by k-median on the full-featured

dataset as the gold standard labeling, and then using
the following procedure for computing the error without
using any class labels, as would be the case for unlabeled
data clustering. For each reduced dataset, members of
each cluster are marked with the majority gold standard
label of that cluster. The gold standard labels are used
only in generating the clustering error curve and not in
obtaining the clusters. Note that the clustering error
on the full-featured dataset is always zero by definition.
Error bars show one sample standard deviation above
and below each point. Total time to generate the error
curves which entails running the k-median algorithm
390 times and plotting the the error curves, all within
MATLAB [6], took 205.1 seconds on a 650MHz, 256MB
RAM desktop machine running Red Hat Linux, Version
9.0.

The curves in Figure 1 show that the clustering er-
ror curve increases slightly as the input space dimen-
sionality is reduced from 13 features to 4 features, and
then increases very sharply as the data dimensionality is
further reduced from 4 features down to 2 features. The
classification error curve decreases slightly as the data
dimensionality is reduced from 13 to 4 features, and
then increases similarly to the clustering error curve as
the number of features is reduced from 4 to 2. As the
number of features is reduced from 2 to 1, both curves
decrease. The number of features can be reduced to 4
from 13 while keeping the clustering error less than 4%
and decreasing the classification error by 0.56 percent-
age points.

One key observation to make about Figure 1 and
subsequent figures is the following. Since the real
world application of FSKM is to unlabeled data, we
can only generate a clustering error curve similar to
that of Figure 1. This curve will help us decide on
the magnitude of error we wish to tolerate, which
determines how many and which features to keep. The
validity of such a procedure is based on the parallelism
between the clustering error curve based on unlabeled
data, and the classification error curve based on the
labels of the datasets in the current experiments.

The results of our algorithm on the Votes dataset
[7] are in Figure 2. The procedure for generating
the curves is exactly the same as described above for
the Wine dataset. Note that both the classification
and clustering error increase slightly as the number of
features is reduced from 16 to 12. Then the classification
error increases briefly and then tends to decrease while
the clustering error tends to increase slightly as the
number of features is reduced from 12 to 3. Finally, both
the classification and the clustering error increase more
sharply as the number of features is reduced from 3 to
1. After reducing the number of features down to 3, the
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Figure 2: Error curves and variance bars for the 2-class

Votes dataset with 435 points in 16-dimensional space are

plotted as a function of the number features selected by

FSKM. The average range of ν computed by (2.13) was from

0 to 192.

clustering error is less than 10%, and the classification
error has only increased by 1.84 percentage points.

Results for the WDBC dataset [7] are in Figure
3. For this dataset, the classification error does not
increase as much as the clustering error as the number
of features is reduced from 30 to 14. At that point, the
two curves mirror one another closely as the number
of features is reduced further. Note that reducing the
number of features from 30 to 27 causes no change in
clustering or classification error. Reducing the number
of features to 7 keeps the clustering error less than
10%, while increasing the classification error by 3.69
percentage points.

Figure 4 shows the results for the Star/Galaxy-
Bright dataset [8]. For this dataset, the classification
and clustering error curves behave differently. However,
note that the clustering error curve tends to increase
only slightly as the number of features decreases. This
behavior is what we want. Overall, the classification
error curve decreases noticeably until 6 features remain
and then begins to increase, indicating that some of
the features may be obstructing the classification task.
The problem can be reduced to 4 features and still
keep the clustering error under 10% while decreasing
the classification error by 1.42 percentage points from
the initial error using 14 features.

Results for the Cleveland Heart dataset [7] are in
Figure 5. Note that although the increase in clustering
error when reducing from 13 features to 9 features is
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Figure 3: Error curves and variance bars for the 2-class

WDBC dataset with 569 points in 30-dimensional space are

plotted as a function of the number features selected by

FSKM. The average range of ν computed by (2.13) was from

188 to 284.
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Figure 4: Error curves and variance bars for the 2-

class Star/Galaxy-Bright dataset with 2462 points in 14-

dimensional space are plotted as a function of the number

features selected by FSKM. The average range of ν computed

by (2.13) was from 658 to 1185.
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Figure 5: Error curves and variance bars for the 2-class

Cleveland Heart dataset with 297 points in 13-dimensional

space are plotted as a function of the number features selected

by FSKM. The average range of ν computed by (2.13) was

from 0 to 113.

very large, subsequent increases are not so severe. In
addition, the classification error curve behaves similarly
to the clustering error curve in the sense that both
curves have the greatest increase going from 13 features
to 9 features. Using FSKM to remove 5 features causes
the clustering error to be less than 17%, and increases
classification error by 7.74 percentage points.

4 Conclusion

FSKM is a fast and efficient method for selecting fea-
tures of unlabeled datasets that give clusters that are
similar to clusters obtained in the full dimensional space
of the original data. In addition, features selected
by FSKM may be useful for labeled feature selection.
For example, the 6 features selected by FSKM for the
Star/Galaxy-Bright dataset gave an error of 3.78% com-
pared with 9.83% error with the full 14 features. Using
the features chosen by FSKM could eliminate the costly
search for the best 6 out of 14 features. Exhaustively
searching for those 6 features would require

(

14
6

)

= 3003
k-median runs as opposed to our 9 k-median runs.

It is hoped that future research into the theory
used here to justify the feature selection procedure of
FSKM will have further application to other algorithms
of machine learning and data mining.
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