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## Abstract

This thesis pertains to the development of distributed algorithms in the context of networked multiagent systems. Such engineered systems may be tasked with a variety of goals, ranging from the solution of optimization problems to addressing the solution of variational inequality problems. Two key complicating characteristics of multi-agent systems are the following: (i) the lack of availability of system-wide information at any given location; and (ii) the absence of any central coordinator. These intricacies make it infeasible to collect all the information at a location and preclude the use of centralized algorithms. Consequently, a fundamental question in the design of such systems is the need for developing algorithms that can support their functioning. Accordingly, our goal lies in developing distributed algorithms that can be implemented at a local level while guaranteeing a global system-level requirement. In such techniques, each agent uses locally available information, including that accessible from its immediate neighbors, to update its decisions, rather than availing of the decisions of all agents. This thesis focuses on multi-agent systems tasked with the solution of three sets of problems: (i) convex optimization problems; (ii) Cartesian variational inequality problems; and (iii) a sub-class of Nash games.

In the first part of this thesis, we consider a multiuser convex optimization problem. Traditionally, a multiuser problem is a constrained optimization problem characterized by a set of users (or agents). Such problems are characterized by an objective given by a sum of user-specific utility functions, and a collection of separable constraints that couple user decisions. We assume that user-specific utility information is private while users may communicate values of their decision variables. The multiuser problem is to maximize the sum of the users-specific cost functions subject to the coupling constraints, while abiding by the informational requirements of each user. In this part of the thesis, we focus on generalizations of convex multiuser optimization problems where the objective and constraints are not separable by user and instead consider instances where user decisions are coupled, both in the objective and through nonlinear coupling constraints. To solve this problem, we consider the application of distributed gradient-based algorithms on an approximation of the multiuser problem. Such an approximation is obtained through a regularization
and is equipped with bounds of the difference between the optimal function values of the original problem and its regularized counterpart. In the algorithmic development, we consider constant stepsize primal-dual and dual schemes in which the iterate computations are distributed naturally across the users, i.e., each user updates its own decision only. We observe that a generalization of this result is also available when users choose their stepsize and regularization parameters independently from a prescribed range.

The second part of this thesis is devoted to the solution of a Cartesian variational inequality (VI) problem. A Cartesian VI provides a unifying framework for studying multi-agent systems including regimes in which agents either cooperate or compete in a Nash game. Under suitable convexity assumptions, sufficiency conditions of such problems can be cast as a Cartesian VI. We consider a monotone stochastic Cartesian variational inequality problem that naturally arise from convex optimization problems or a subclass of Nash games over continuous strategy sets. Almost sure convergence of standard implementations of stochastic approximation rely on strong monotonicity of the mappings arising in such variational inequality problems. Our interest lies in weakening this requirement and this motivates the development of distributed iterative stochastic approximation algorithms. We introduce two classes of stochastic approximation methods, each of which requires exactly one projection step at every iteration, and provide convergence analysis for them. Of these, the first is a stochastic iterative Tikhonov regularization method which necessitates the update of regularization parameter after every iteration. The second method is a stochastic iterative proximal-point method, where the centering term is updated after every iteration. Conditions are provided for recovering global convergence in limited coordination extensions of such schemes where agents are allowed to choose their stepsize sequences, regularization and centering parameters independently, while meeting a suitable coordination requirement. We apply the proposed class of techniques and their limited coordination versions to a stochastic networked rate allocation problem.

The focus of the third part of the thesis is on a class of games, termed as aggregative games, being played over a networked system. In an aggregative game, an agent's objective function is coupled across agents through a function of the aggregate of all agents decisions. Every agent maintains an estimate of the aggregate and agents exchange this information over a connected network. We study two classes of distributed algorithm for information exchange and computation of equilibrium. The first method, a diffusion-based algorithm, operates in a synchronous setting which can contend with time-varying connectivity of the underlying network graph model. The
second method, a gossip-based distributed algorithm, is inherently asynchronous and is applicable when the network is static. Our primary emphasis is on proving the convergence of these algorithms under an assumption of a diminishing (agent-specific) stepsize sequence. Under standard conditions, we establish the almost-sure convergence of these algorithms to an equilibrium point. Moreover, we also develop and analyze the associated error bounds when a constant stepsize (userspecific) is employed in the gossip-based method. Finally, we present numerical results to assess the performance of the diffusion and the gossip algorithm for a class of aggregative games for various network models and sizes.
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## Chapter 1

## Introduction

The theory of complex networked systems continues to galvanize a wide range of scientific communities including those in mathematics, engineering, computer science, biology, sociology, among others. Complex networks arise in a multitude of application regimes and this ubiquity has inspired a range of questions in the development and analysis of algorithms. While early inquiries focused on gaining consensus on a particular parameter under possibly evolving connectivity graphs, subsequent efforts have concentrated on the optimization of multi-agent systems. The field of distributed algorithms continues to grow at a brisk pace and presents a plethora of challenging problems that will have profound impact on the ability to optimize and control networked systems as well as understand their associated emergent behavior.

A complex networked system may be modelled as a graph where the nodes represent agents and the underlying connectivity graph provides the foundation for information exchange amongst these agents ${ }^{1}$. The resulting multi-agent system consists of agents communicating and exchanging information over a complex topological network. Following are some of the important characteristics of a multi-agent system:

1. Limited communication: In truly large networks, agents may communicate with only a subset of other agents, often referred to as its neighbors;
2. Lack of a central coordinator: There is no designated central coordinator tasked with the collection and broadcast of system-wide information to make it accessible to every agent;
3. Local information: Each agent has access to only its local information and may control only its own decision.

Multi-agent systems, as mentioned earlier, may be tasked with a wide array of functionalities, ranging from consensus to optimization to equilibrium seeking and may operate in uncertain and dynamic environments. The precise implications of these characteristics are context sensitive and

[^0]their discussion is delayed until the next section. Examples of multi-agent systems include, but are not limited to: (i) Computer networks where computers are the agents and communication channels (wired or wireless) form the edges; (ii) Transportation networks where the routes (edges) connect various locations (nodes); (iii) Social networks where individual or organizations are the agents and the dyadic ties between them form the connection.

Naturally, the type of network significantly influences the problem at hand. To address the challenges posed by networked systems, two broad classes of design approaches may be employed. The first of these is a top-down approach and entails decomposing a large system into smaller subsystems that are relatively easy to analyse. A hierarchical chain of decompose and analyse is executed, and so until the final subsystem falls into a class of problems that is well understood. In contrast, the second approach, referred to as the bottom-up approach, takes an altogether different path. Here, almost all the effort is devoted to the atomic level problem. Once the entities at the atomic level are made self-efficient, all that is left to be done is an assembly, which itself may be automated.

To highlight the subtle differences across the approaches, we consider the following question:
Suppose we want to understand the pattern formation of a large population of migratory birds through a mathematical simulation? What would be the right approach for developing such a computer simulation?

Any experienced programmer would ascertain that almost all the effort must be devoted to modelling the behaviour of the single entity, the bird. The above example, though naïve, serves the purpose of highlighting the importance of a bottom-up approach in truly large complex networked systems. Bottom-up approaches start with a rigorously predefined set of rules for agent behaviour and interactions, and then a desirable system-level behaviour emerges through such interactions.

With the advent of computers and other advanced technologies that came along with them, the size of network systems increased from large to colossal. This has led to the development and refinement of distributed algorithms for multi-agent system theoretic problems, a topic of central importance of this research work.

### 1.1 Distributed algorithms in multi-agent systems

This thesis focuses on the development of distributed algorithms in multi-agent systems. The local information structure of the multi-agent systems when coupled with the absence of a central coordinator does impose a host of restrictions on choices of algorithms. Thus in this work, we
focus on developing distributed algorithms that are in compliance with the distributed information structure of the problem:
(i) Limited informational requirements: Any given user does not have access to the utility functions or the constraints of other users;
(ii) Single iteration schemes: Two nested iterative schemes require coordination across outer and inner iteration level, a challenging prospect in networked setting. Our goal lies in developing single iteration schemes that require less coordination;
(iii) Limited coordination of algorithm parameters: In truly large-scale networks, enforcing consistency across algorithm parameters is often challenging and ideally, one would like minimal coordination across users in specifying algorithm parameters;
(iv) Uncertainty: In many practical problems some elements may involve uncertain data, for instance, communication over the wireless medium.

The aforementioned criteria will persistently feature in all of the algorithms that are developed and studied in this thesis. More generally, the theme of algorithms fall in the bottom-up design approach. In effect, our algorithms endow each agent in the network with a mandatory protocol, and we then establish the emergence of a desirable behaviour.

The nature of agents in the sense of cooperation gives rise to different problem classes within multi-agent systems. For instance, if the agents are cooperative then the multi-agent system is essentially a multiuser optimization problem where all agents are collectively working towards a common goal. A popular choice of these problems is one where agents are collectively optimizing the sum of local individual objective ${ }^{2}$ or a min-max problem where the worst case scenario loss is optimized. A problem of this kind may arise in network resource allocation such as rate allocation among multiple users, where the coupling cost may be due to congestion or delay, while the coupling constraints may be due to the network link capacities $[1,2,3]$.

While multiuser optimization problems present a way to capture cooperative behaviour of the multi-agent system, Nash games may be natural models for capturing the strategic behaviour in a multi-agent system. A competitive counterpart of multiuser optimization problems is a Nash game. More precisely, agents are only interested in optimizing their own individual goals which are also affected by decisions of other agents in the network. Game-theoretic models find application in a range of settings ranging from wired and wireless communication networks [4, 5, 6], bandwidth

[^1]allocation [7, 8, 5], spectrum allocation in radio networks [9], cognitive radio networks [10], NashCournot games [11, 12] and optical networks [13, 14]. While aforementioned work lies in continuous strategy games, $[15,16]$ have examined a range of questions, under varying informational assumptions, in the regime of finite-strategy games.

The connection between multiuser optimization and Nash games is interesting from two important standpoints. The first of these is the efficiency ${ }^{3}$. The efficiency is a measure used to assess the quality of a Nash equilibrium with respect to the centralized welfare problem. More precisely, a Nash equilibrium is regarded as efficient if no single player can be made better-off without making at least one other player worse off. Interestingly, an efficient Nash equilibrium for a restricted class of Nash games is characterized as an optimal solution of a centralized optimization problem ${ }^{4}$. Notably, Nash games are known to arise in engineered multi-agent systems, as motivated by the development of decentralized control schemes. For instance, in massive networks, it may be impossible to exercise direct control over the users and a possible approach lies in allowing users to behave selfishly and compete for resources. If the aggregate cost of the Nash equilibria associated with the Nash counterpart is identical to its centralized counterpart, then the equilibria are deemed as efficient. In effect, the game achieves the same outcome as the centralized optimization problem.

We now discuss the second connection standpoint between multiuser optimization problems and Nash games, the computation. For the design of algorithms for computation of optimal or equilibrium point, the theory of variational inequalities has been instrumental. Variational inequalities (VI) provide a unifying framework for studying and analyzing both multiuser optimization problems and convex Nash games. In fact, under convexity assumptions, the (sufficient) optimality conditions of a multiuser optimization problem or the equilibrium condition of a Nash game give rise to a Cartesian variational inequality. We have a responsibility of explaining the main advantages of taking the VI path, and we take this towards the end of this section. We pause here to briefly introduce the theory of VI which is of importance to this work (see xiii for an overview of notation). To begin with, the problem $\mathrm{VI}(K, F)$ requires finding a vector $x \in K \subseteq \mathbb{R}^{n}$ such that

$$
\begin{equation*}
(y-x)^{T} F(x) \geq 0 \quad \text { for all } y \in K \tag{K,F}
\end{equation*}
$$

where $F: K \rightarrow \mathbb{R}^{n}$. Usually, $K$ is a closed convex set and $F$ is a continuous map. Additionally, when the set $K$ is a Cartesian set, the $\mathrm{VI}(K, F)$ is called a Cartesian variational inequality.

[^2]In this thesis, we also consider a stochastic Cartesian variational inequality problem $\mathrm{SVI}(K, F)$ for a mapping $F$ over the Cartesian set $K$, which can be viewed as a natural extension of deterministic Cartesian variational inequality problem $\mathrm{VI}(K, F)$ with the mapping $F$ given as an expectation of some uncertainty. Due to lack of analytical expression of $F$, approaches of deterministic VI cannot be directly applied. Our interest is in developing distributed stochastic approximation schemes for such a problem when the mapping $F$ is monotone ${ }^{5}$ over the Cartesian set $K$.

We resume with our discussion of problems arising in multi-agent systems. So far we have eluded the discussion of two important aspects of of multi-agent systems, specifically the information and communication. In fact, throughout our preceding discussion on multi-agent systems we have been implicitly assuming that agents have the access to the desired information either directly or through observation. In context of multiuser optimization problems or Nash games, this essentially requires every agent to have access to decision of all the other agents in the network; however, utility functions and constraint sets are not public knowledge. Such an assumption may be difficult to satisfy in many application, especially in truly large networks. Inspired by the need to address this restriction, we next consider a game-theoretic networked setting where agents have limited access to the decisions of other agents.

Towards this end, we consider a special class of Nash games called aggregative games, being played over a network of agents. An aggregative games is a game with the specific property that each player's cost function is represented as a function which depends only upon its decision and an aggregate of the decisions of all agents in the network. Aggregative games enjoy the luxury of belonging to a class of Nash games for which existence and uniqueness results are wellestablished. Problems arising in networked Nash-Cournot games [17, 18, 19, 20], rate allocation in communication networks including public goods games [21], common resource games [22], cost sharing games [23] usually belong to the the class of aggregative games. In all the preceding work related to the computation of Nash equilibrium, it is intrinsically assumed that each player is aware of the aggregate of the network. However, in the absence of a central coordinator, computation of the aggregate and its dissemination is a challenging proposition. The problem aggravates further if the players are precluded from sharing their decision with any other player but are allowed to share their belief of the aggregate information. To motivate the situation arising in the preceding discussion, consider the following question:

A group of people (at least 3) are in a meeting and they are all interested in knowing the average salary (or any other personal characteristics, age for instance). How-

[^3]ever, being conscious and also humble, they abstain to disclose their own information. Is there a way to compute the average abiding the informational restriction? ${ }^{6}$

Under such a restrained scenario, a distributed algorithm can possibly aid agents to to build an estimate of true information by constructively using partial information obtained through communication with their immediate neighbours (possibly time varying). Our interest is lies in exploring this avenue and establishing the emergence of a Nash equilibria following a distributed protocol.

More generally, the distributed methods are developed and studied in this thesis with the goal of computation of optimal decision in case of optimization problem or equilibrium decision in gametheoretic regimes. However, we follow a very similar approach in all the problems that we address: we attempt to cast the original problem into a Cartesian variational inequality. The solution to the Cartesian variational inequality originating through such a transformation is also a solution to the original problem. This approach provides us with two advantages: first, the ability to discuss the existence/uniqueness of a solution; and second, an avenue for constructing convergent methods to obtain these solutions. In particular, a solution to Cartesian VI also solves a fixed point equation of the related natural map which serves as the impetus behind all our algorithmic endeavours.

Our primary interest is in first-order methods, as these methods have relatively small overhead per iteration. They also exhibit stable behaviour in the presence of various sources of noise in the computations, as well as in the information exchange due to possibly noisy links in the underlying communication network over which the users communicate. Another important and desirable property of distributed algorithms is scalability: the computational effort to solve the problem should grow slowly (ideally linearly) with the size of the network ${ }^{7}$.

A final note is in order regarding certain terms that we use in this work. The term "error analysis" pertains to the development of bounds on the difference between a given solution or function value and its optimal counterpart. The term "coordination" assumes relevance in distributed schemes where certain algorithmic parameters may need to satisfy a prescribed requirement across all users. Finally, it is worth accentuating why our work assumes relevance in implementing distributed algorithms in practical settings. In large-scale networks, the success of standard distributed implementations is often contingent on a series of factors. For instance, convergence often requires that steplengths match across users, exact/inexact solutions are available in bounded time intervals and finally, users have access to recent updates by the other network participants. In practice, algorithms may not subscribe to these restrictions and one may be unable to specify the choice of algorithm parameters, such as steplengths and regularization parameters, across users. Accord-

[^4]ingly, we extend standard fixed-steplength gradient methods to allow for heterogeneous steplengths and diversity in other algorithmic parameters.

The remainder of the chapter is organised as follows. We provide a brief summary of distributed algorithms in the context of multi-agent system and formally set out our goals. We consider three diverse problems arising in a multi-agent system, the treatment of which spans the next three chapters. We describe each of them briefly in Sections 1.2, 1.3 and 1.4.

### 1.2 Multiuser optimization problem

In this thesis we consider the generic forms of multiuser problems. A multiuser problem is a constrained optimization problem associated with a finite set of $N$ users (or players). Each user $i$ has a convex cost function $f_{i}\left(x_{i}\right)$ that depends only on its decision vector $x_{i}$. The decision vectors $x_{i}, i=1, \ldots, N$ are typically subject to a finite system of linear inequalities $\sum_{i=1}^{N} a_{j i}^{T} x_{i} \leq b_{j}$ for $j=$ $1, \ldots, m$, which couple the user decision variables. The traditional multiuser problem is formulated as a convex minimization of the form

$$
\begin{array}{ll}
\text { minimize } & \sum_{i=1}^{N} f_{i}\left(x_{i}\right) \\
\text { subject to } & \sum_{i=1}^{N} a_{j i}^{T} x_{i} \leq b_{j}, \quad j=1, \ldots, m  \tag{1.1}\\
& x_{i} \in K_{i},
\end{array} \quad i=1, \ldots, N,
$$

where $K_{i}$ is the set constraint on user $i$ decision $x_{i}$ (often $K_{i}$ is a box constraint). In many applications, users are characterized by their payoff functions rather than cost functions, in which case the multiuser problem is a concave maximization problem. Often, the informational restrictions dictate that the $i$ th user only has access to his objective $f_{i}$ and constraint set $K_{i}$. Furthermore, user $i$ can modify only its own decision $x_{i}$ but may observe the decisions $\left(x_{j}\right)_{j \neq i}$ of the other users. In effect, every user can see the entire vector $x$. Consequently, distributed schemes that abide by these requirements are of relevance.

The prior work on multiuser optimization problem arising in network resource allocation [1, $2,3,24,25,26]$ is dealing with users with separable objectives, but coupled polyhedral constraints. Methods discussed therein are typically in a continuous-time setting (with exception for [3] where discrete-time schemes are investigated). Discrete-time (approximate) schemes, combined with simple averaging, have been studied in [27, 28, 29] for a general convex constrained
formulation. However, all of the aforementioned work establishes the convergence properties of therein proposed algorithms under the assumption that the users coordinate their steplengths, i.e., the steplength values are equal across all users.

This thesis work generalizes the standard multiuser optimization problem, defined in (1.1), in two distinct ways: (i) The user objectives are coupled by a congestion metric (as opposed to being separable). Specifically, the objective in (1.1) is replaced by a system cost given by $\sum_{i=1}^{N} f_{i}\left(x_{i}\right)+$ $c\left(x_{1}, \ldots, x_{N}\right)$, with a convex coupling cost $c\left(x_{1}, \ldots, x_{N}\right)$; and (ii) The linear inequalities in (1.1) are replaced with general convex inequalities. In effect, the constraints are nonlinear and not necessarily separable by user decisions.

To this end, consider a generalization to the canonical multiuser optimization problem of the following form:

$$
\begin{align*}
\text { minimize } & f(x) & \triangleq \sum_{i=1}^{N} f_{i}\left(x_{i}\right)+c(x) \\
\text { subject to } & d_{j}(x) & \leq 0 \quad \text { for all } j=1, \ldots, m,  \tag{1.2}\\
& x_{i} & \in K_{i} \quad \text { for all } i=1, \ldots, N,
\end{align*}
$$

where $N$ is the number of users, $f_{i}\left(x_{i}\right)$ is user $i$ cost function depending on a decision vector $x_{i}$ and $K_{i}$ is the constraint set for user $i$. The function $c(x)$ is a joint cost that depends on the user decisions, i.e., $x=\left(x_{1}, \ldots, x_{N}\right)$. The functions $f_{i}, c$ and $d_{j}$ are convex and continuously differentiable.

Before proceeding on our approach to solve this problem, we motivate the problem of interest via an example drawn from communication networks [1,2], which can capture a host of other problems (such as in traffic or transportation networks).

Example 1. Consider a network (see Fig 1.1) with a set of J link constraints and $b_{j}$ being the finite capacity of link $j$, for $j \in J$. Let $R$ be a set of user-specific routes, and let $A$ be the associated link-route incidence matrix, i.e., $A_{j r}=1$ if $j \in r$ implying that link $j$ is traversed on route $r$, and $A_{j r}=0$ otherwise.

Suppose, the rth user has an associated route $r$ and a rate allocation (flow) denoted by $x_{r}$. The corresponding utility of such a rate is given by $U_{r}\left(x_{r}\right)$. Assume further that utilities are additive implying that total utility is merely given by $\sum_{r \in R} U_{r}\left(x_{r}\right)$. Further, let $c(x)$ represent the congestion cost arising from using the same linkages in a route. Under this model the system optimal rates solve the following problem.

$$
\begin{array}{ll}
\text { maximize } & \sum_{r \in R} U_{r}\left(x_{r}\right)-c(x) \\
\text { subject to } & A x \leq b, \quad x \geq 0 . \tag{1.3}
\end{array}
$$



Figure 1.1: A network with 3 users and 5 links.

To handle these generalizations of the multiuser problem, we propose approximating the problems with their regularized counterparts and, then, solving the regularized problems in a distributed fashion in compliance with the user specific information (user functions and decision variables). We provide an error estimate for the difference between the optimal function values of the original and the regularized problems. For solving the regularized problems, we consider distributed primal-dual and dual approaches, including those requiring inexact solutions of Lagrangian subproblems. We investigate the convergence properties and provide error bounds for these algorithms using two different assumptions on the stepsizes, namely that the stepsizes are the same across all users and the stepsizes differ across different users. These results are extended to regimes where the users may select their regularization parameters from a broadcasted range. Hence, these algorithms satisfy the requirement we set out in the beginning of this chapter, namely, limited informational requirement, single level iteration, limited coordination of algorithm parameters [30, 31].

### 1.3 Stochastic Cartesian variational inequality problems

We consider a Cartesian monotone stochastic variational inequality problem, which is a problem that requires finding a vector $x=\left(x_{1}, \ldots, x_{N}\right)$ satisfying

$$
\begin{gather*}
\left(x_{1}-y_{1}\right)^{T} F_{1}(x) \geq 0, \quad \forall y_{1} \in K_{1},  \tag{1.4}\\
\vdots \\
\left(x_{N}-y_{N}\right)^{T} F_{N}(x) \geq 0, \quad \forall y_{N} \in K_{N}
\end{gather*}
$$

where $F_{1}(x)=\mathbb{E}\left[\tilde{f}_{1}(x, \xi)\right]$ and $\mathbb{E}[]$ denotes the expectation with respect to some uncertainty $\xi$. Our interest is in developing distributed stochastic approximation schemes for such a problem when the mapping

$$
F(x)=\left(F_{1}(x), \ldots, F_{N}(x)\right)
$$

is monotone over the Cartesian product of the sets $K_{i}$, i.e., $(F(x)-F(y))^{T}(x-y) \geq 0$ for all $x, y \in$ $K_{1} \times \cdots \times K_{N}$. Cartesian stochastic variational inequalities arise from both stochastic optimization and game-theoretic problem as illustrated next. Consider a Nash game in which the $i$ th player solves the following problem:

$$
\begin{array}{ll}
\operatorname{minimize} & f_{i}(x) \triangleq \mathbb{E}\left[f_{i}\left(x_{i}, x_{-i}, \xi_{i}\right)\right] \\
\text { subject to } & x_{i} \in K_{i} . \tag{1.5}
\end{array}
$$

When $f_{i}(x)$ is convex over $K_{i}$ for all $i=1, \ldots, N$, then the equilibrium (sufficient) conditions of this problem are given by (1.4) where $F_{i}(x)=\nabla_{x_{i}} \mathbb{E}\left[f_{i}(x, \xi)\right]$ for $i=1, \ldots, N$, and the resulting mapping $F$ is monotone over $K_{1} \times \cdots \times K_{N}$. This can be rewritten as a stochastic variational inequality $\operatorname{SVI}(K, F)$ where $F=\left(F_{1}^{T}, \ldots, F_{N}^{T}\right)^{T}$ and $K=K_{1} \times \cdots \times K_{N}$.

For the Cartesian stochastic variational inequalities, it seems natural to exploit the presence of decoupled constraint sets and develop distributed schemes. When considering multiuser optimization problems, distributed optimization approaches have been natural candidates (cf. [2]). Yet, there appears to have been markedly little on stochastic variational inequalities that naturally extend multiuser optimization. Our work in this thesis intends to fill the lacuna through this framework. In a deterministic setting, distributed schemes for computing equilibria arising from monotone Nash games have received significant attention recently [5, 7, 32, 33, 14, 6, 34, 12]. Of particular relevance is the work in [14, 33], the latter employing an extragradient scheme [35] capable of accommodating deterministic monotone Nash games. Finally, Scutari et al. [10] examine an array of monotone Nash games and consider proximal-point based distributed schemes in a basic prox-setting where a sub-problem is solved at each iteration.

To the best of our knowledge, [36] appears to be the only existing work considering stochastic approximation methods for variational inequalities. Moreover, the convergence therein is established under the strong monotonicity assumption of mapping $F$. The work in this thesis is motivated by the challenges associated with solving stochastic variational problems when the mappings lose strong monotonicity. In solving deterministic variational inequalities, such a departure is ably handled through techniques, such as Tikhonov regularization [37, 38] and proximal-point [39]. A direct implementation of regularization techniques leads to a two nested level methods which are
difficult to implement in a distributed networked setting. And the presence of uncertainty aggravates the implementation further. In the present work we overcome this challenge by emphasizing on iterative regularization for stochastic variational inequalities with monotone maps. In Chapter 3, we present and analyze two stochastic iterative regularization schemes:

1. Stochastic iterative Tikhonov regularization method;
2. Stochastic iterative proximal-point method.

Each of these schemes requires exactly one projection step at every iteration with users having autonomous choice of algorithmic parameters. Under some restrictions on the deviations across the users choices, we establish convergence properties of these methods in almost sure sense [40, 41].

### 1.4 Networked aggregative Nash games

In this section we introduce an aggregative game of our interest. An aggregative game is a noncooperative game in which each player's payoff is parametrized by its action and the aggregate of the actions taken by all players [42, 43, 44]. Such games have been shown to be closely related with subclasses of potential games $[45,46]$ where a potential game refers to a Nash game in which the payoff functions admit a potential function [47]. Nash-Cournot games represent one instance of such games; here firms make quantity bids that fetch a price based aggregate quantity sold, implying that the payoff of any player is a function of the aggregate quantity sold [17, 48].

We consider aggregative games wherein the agents compete over a network. The players in this game are assumed to have local interactions with each other over time, where these interactions are modelled by time-varying connectivity graphs. To this end, consider a set of $N$ players (or agents) indexed by $1, \ldots, N$, and let $\mathcal{N}=\{1, \ldots, N\}$. The $i$ th player is characterized by a strategy set $K_{i} \subseteq \mathbb{R}^{n}$ and a payoff function $f_{i}\left(x_{i}, \bar{x}\right)$, which depends on player $i$ decision $x_{i}$ and the aggregate $\bar{x}=\sum_{i=1}^{N} x_{i}$ of all player decisions. To formalize the game, let $\bar{K}$ denote the Minkowski sum of the sets $K_{i}$ :

$$
\begin{equation*}
\bar{K}=\sum_{i=1}^{N} K_{i} . \tag{1.6}
\end{equation*}
$$

In a generic aggregative game, player $i$ faces the following parametrized optimization problem:

$$
\begin{align*}
\operatorname{minimize} & f_{i}\left(x_{i}, \bar{x}\right) \\
\text { subject to } & x_{i} \in K_{i}, \tag{1.7}
\end{align*}
$$

where $K_{i} \subseteq \mathbb{R}^{n}$ and $\bar{x}$ is the aggregate of the agent's decisions $x_{i}$, i.e.,

$$
\begin{equation*}
\bar{x}=\sum_{j=1}^{N} x_{j}, \quad \bar{x} \in \bar{K} . \tag{1.8}
\end{equation*}
$$

The set $K_{i}$ and the function $f_{i}$ are assumed to be known by agent $i$ only.
Next, we motivate our work by providing an example of aggregative games, whose broad range emphasizes the potential scope of our work.

Example 2 (Networked Nash-Cournot game). A classical example of an aggregative game is a networked Nash-Cournot game [17, 18, 19, 20]. Suppose a set of $N$ firms compete over $\mathcal{L}$ locations. Firm i's production and sales at location $l$ are denoted by $g_{i l}$ and $s_{i l}$, respectively, while its cost of production at location $l$ is denoted by $c_{i l}\left(g_{i l}\right)$. Consequently, goods sold by firm $i$ at location $l$ fetch a revenue $p_{l}\left(\bar{s}_{l}\right) s_{i l}$ where $p_{l}\left(\bar{s}_{l}\right)$ denotes the sales price at location l and $\bar{s}_{l}=\sum_{i=1}^{N} s_{i l}$ represents the aggregate sales at location $l$. Finally, firm i's production at location $l$ is capacitated by cap $_{\text {il }}$ and its optimization problem is given by the following ${ }^{8}$ :

$$
\begin{align*}
\text { minimize } & \sum_{l=1}^{\mathcal{L}}\left(c_{i l}\left(g_{i l}\right)-p_{l}\left(\bar{s}_{l}\right) s_{i l}\right) \\
\text { subject to } & \sum_{l=1}^{\mathcal{L}} g_{i l}=\sum_{l=1}^{\mathcal{L}} s_{i l}, \\
& g_{i l}, s_{i l} \geq 0, \quad g_{i l} \leq \operatorname{cap}_{i l}, \quad l=1, \ldots, \mathcal{L} . \tag{1.9}
\end{align*}
$$

In effect, firm i's payoff function is parametrized by nodal aggregate sales, thus rendering an aggregative game. Note that, in this example we have two independent networks, the first being used to model the communication of the firms and the second being used to model the physical layout of the firms production unit and locations. We allow the communication network to be dynamic but the layout network is assumed to be static.

Distributed computation of equilibria in such games is complicated by two challenges. First, the connectivity graphs of the underlying network may evolve over time. Second, in many settings, agents do not have ready access to aggregate decisions, implying that agents cannot compute their exact payoffs (or their gradients). Consequently, standard gradient-based or best-response schemes cannot be directly implemented since agents do not have ready access to the aggregate. Accordingly, we propose two distributed algorithms which allow agents to build estimates of the

[^5]aggregate and compute an equilibrium of aggregative games. Of these, the first is a synchronous distributed algorithm while the second is an asynchronous distributed (gossip-based) algorithm.

Distributed gradient-based algorithms for computing equilibria in deterministic regimes have received significant attention recently, particularly in the context of wireless and wireline communication networks and distributed control engineering [5, 7, 32, 33, 14]. Much of this work assumes a somewhat more restrictive strong monotonicity property on the mapping corresponding to the associated variational problem. By combining a regularization technique, this requirement can be weakened [20] while extensions to stochastic regimes can also be incorporated by examining regularized counterparts of stochastic approximation [40]. However, all of these approaches are under the assumption that agents have access to the decisions of all their competitors.

The novelty of the work in this chapter is in extending the realm of distributed algorithms in [49] for computation of a Nash equilibrium point while the majority of preceding efforts have been applied towards the solution of feasibility and optimization problems. Succinctly, the main contributions of this work lie in studying a distributed synchronous and asynchronous algorithm for aggregative Nash games and proving that they produce sequences that converge almost-surely to the unique equilibrium.

## Chapter 2

## Distributed Algorithms For Convex Multiuser Optimization Problem

In this chapter we present distributed algorithms aimed at solving system optimization problem (1.2). These algorithms are distributed in the sense that each user executes computations only in the space of its own decision variables.

The work presented in this chapter is closely related to the distributed algorithms in [49, 50] and the more recent work on shared-constraint games [51, 6], where several classes of problems with the structures admitting decentralized computations are addressed. However, the algorithms in the aforementioned work hinge on equal stepsizes for all users and exact solutions for their success. In most networked settings, these requirements fail to hold, thus complicating the application of these schemes. Furthermore, due to the computational complexity of obtaining exact solutions for large scale problems, one is often more interested in a good approximate solution (with a provable error bound) rather than an exact solution.

Related is also the literature on centralized projection-based methods for optimization (see for example books [52, 53, 35]) and variational inequalities [54, 55, 56, 57, 35, 58]. Recently, efficient projection-based algorithms have been developed in [59, 60, 61, 62] for optimization, and in $[63,64]$ for variational inequalities. The algorithms therein are all well suited for distributed implementations subject to some minor restrictions such as choosing Bregman functions that are separable across users' decision variables. The aforementioned algorithms will preserve their efficiency as long as the stepsize values are the same for all users. When the users are allowed to select their stepsizes within a certain range, there may be some efficiency loss. By viewing the stepsize variations as a source of noise, the work in this chapter may be considered as an initial step into exploring the effects of "noisy" stepsizes on the performance of first-order algorithms, starting with simple first-order algorithms which are known to be stable under noisy data.

The layout of the chapter is as follows. In Section 2.1 we present the approach which paves the path to the development of algorithms presented later in the chapter. We also formally present various assumptions we make on the multiuser problem (2.1) and recap the related fixed-point problem. In Section 2.2, we propose a regularized primal-dual method to allow for more general coupling among the constraints. Our analysis is equipped with error bounds when step-sizes and
regularization parameters differ across users. Dual schemes are discussed in Section 2.3, where error bounds are provided for the case when inexact primal solutions are used. The behavior of the proposed methods is examined for a multiuser traffic problem in Section 2.4. We finally provide some concluding remarks in Section 2.5.

### 2.1 Fixed point approach

Before proceeding on with our approach, we re-present the problem and related notation for completeness.

$$
\begin{align*}
& \text { minimize } f(x) \\
& \text { subject to } d_{j}(x)  \tag{2.1}\\
& \leq 0 \quad \text { for all } j=1, \ldots, m \\
& x_{i} \in K_{i}\left(x_{i}\right)+c(x) \\
& \text { for all } i=1, \ldots, N
\end{align*}
$$

where $N$ is the number of users, $f_{i}\left(x_{i}\right)$ is user $i$ cost function depending on a decision vector $x_{i} \in \mathbb{R}^{n_{i}}$ and $K_{i} \subseteq \mathbb{R}^{n_{i}}$ is the constraint set for user $i$. The function $c(x)$ is a joint cost that depends on the user decisions, i.e., $x=\left(x_{1}, \ldots, x_{N}\right) \in \mathbb{R}^{n}$, where $n=\sum_{i=1}^{N} n_{i}$. The functions $f_{i}: \mathbb{R}^{n_{i}} \rightarrow \mathbb{R}$ and $c: \mathbb{R}^{n} \rightarrow \mathbb{R}$ are convex and continuously differentiable. Further, we assume that $d_{j}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a continuously differentiable convex function for every $j$. Often, when convenient, we will write the inequality constraints $d_{j}(x) \leq 0, j=1, \ldots, m$, compactly as $d(x) \leq 0$ with $d(x)=\left(d_{1}(x), \ldots, d_{m}(x)\right)^{T}$. Similarly, we use $\nabla d(x)$ to denote the vector of gradients $\nabla d_{j}(x), j=1, \ldots, m$, i.e., $\nabla d(x)=$ $\left(\nabla d_{1}(x), \ldots, \nabla d_{m}(x)\right)^{T}$. The user constraint sets $K_{i}$ are assumed to be nonempty, convex and closed. We denote by $f^{*}$ and $K^{*}$, respectively, the optimal value and the optimal solution set of this problem.

Our approach is based on casting the system optimization problem as a fixed point problem through the variational inequality framework. Toward this goal, letting $\lambda \in \mathbb{R}_{+}^{m}$ denote the Lagrange multipliers of problem (2.1), the Lagrangian is given as:

$$
\mathcal{L}(x, \lambda)=f(x)+\lambda^{T} d(x), \quad K=K_{1} \times K_{2} \times \cdots \times K_{N}
$$

Under suitable strong duality conditions, from the first-order optimality conditions and the decomposable structure of $K$ it can be seen that $\left(x^{*}, \lambda^{*}\right) \in K \times \mathbb{R}_{+}^{m}$ is a solution to (2.1) if and only $x_{i}^{*}$ solves the parameterized variational inequalities $\operatorname{VI}\left(K_{i}, \nabla_{x_{i}} \mathcal{L}\left(x_{i} ; x_{-i}^{*}, \lambda^{*}\right)\right), i=1, \ldots, N$, and
$\lambda^{*}$ solves $\operatorname{VI}\left(\mathbb{R}_{m}^{+},-\nabla_{\lambda} \mathcal{L}\left(x^{*}, \lambda\right)\right)$. A vector $\left(x^{*}, \lambda^{*}\right)$ solves $\operatorname{VI}\left(K_{i}, \nabla_{x_{i}} \mathcal{L}\left(x_{i} ; x_{-i}^{*}, \lambda^{*}\right)\right), i=1, \ldots, N$ and $\operatorname{VI}\left(\mathbb{R}_{+}^{m},-\nabla_{\lambda} \mathcal{L}\left(x^{*}, \lambda\right)\right)$ if and only if each $x_{i}^{*}$ is a zero of the parameterized natural map ${ }^{1}$ $\mathbf{F}_{K_{i}}^{\text {nat }}\left(x_{i} ; x_{-i}^{*}, \lambda^{*}\right)=0$, for $i=1, \ldots, N$, and $\lambda^{*}$ is a zero of the parameterized natural map $\mathbf{F}_{\mathbb{R}_{+}^{m}}^{\text {nat }}\left(\lambda ; x^{*}\right)=$ 0 , i.e.,

$$
\begin{aligned}
\mathbf{F}_{K_{i}}^{\text {nat }}\left(x_{i} ; x_{-i}^{*}, \lambda^{*}\right) \triangleq x_{i}-\Pi_{K_{i}}\left(x_{i}-\nabla_{x_{i}} \mathcal{L}\left(x_{i} ; x_{-i}^{*}, \lambda^{*}\right)\right)=0 \quad \text { for } i=1, \ldots, N, \\
\quad \mathbf{F}_{\mathbb{R}_{m}^{+}}^{\text {at }}\left(\lambda ; x^{*}\right) \triangleq \lambda-\Pi_{\mathbb{R}_{m}^{+}}\left(\lambda+\nabla_{\lambda} \mathcal{L}\left(x^{*}, \lambda\right)\right)=0 .
\end{aligned}
$$

Equivalently, letting $x^{*}=\left(x_{1}^{*}, \ldots, x_{N}^{*}\right) \in K$, a solution to the original problem is given by a solution to the following system of nonsmooth equations:

$$
\begin{align*}
x^{*} & =\Pi_{K}\left(x^{*}-\nabla_{x} \mathcal{L}\left(x^{*}, \lambda^{*}\right)\right) \\
\lambda^{*} & =\Pi_{\mathbb{R}_{+}^{m}}\left(\lambda^{*}+\nabla_{\lambda} \mathcal{L}\left(x^{*}, \lambda^{*}\right)\right) \tag{2.2}
\end{align*}
$$

Thus, $x^{*}$ solves problem (2.1) if and only if it is a solution to the system (2.2) for some $\lambda^{*} \geq 0$. This particular relation motivates our algorithmic development. We now discuss the conditions that we use in the subsequent development. Specifically, we assume that the Slater condition holds for problem (2.1).

Assumption 1. (Slater Condition) There exists a Slater vector $\dot{x} \in K$ such that $d_{j}(\dot{x})<0$ for all $j=1, \ldots, m$.

Under the Slater condition, the primal problem (2.1) and its dual have the same optimal value, and a dual optimal solution $\lambda^{*}$ exists. When $K$ is compact for example, the primal problem also has a solution $x^{*}$. A primal-dual optimal pair $\left(x^{*}, \lambda^{*}\right)$ is also a solution to the coupled fixed-point problems in (2.2). For a more compact notation, we introduce the mapping $\Phi(x, \lambda)$ as

$$
\begin{equation*}
\Phi(x, \lambda) \triangleq\left(\nabla_{x} \mathcal{L}(x, \lambda),-\nabla_{\lambda} \mathcal{L}(x, \lambda)\right)=\left(\nabla_{x} \mathcal{L}(x, \lambda),-d(x)\right), \tag{2.3}
\end{equation*}
$$

and we let $z=(x, \lambda)$. In this notation, the preceding coupled fixed-point problems are equivalent to a variational inequality requiring a vector $z^{*}=\left(x^{*}, \lambda^{*}\right) \in K \times \mathbb{R}_{+}^{m}$ such that

$$
\begin{equation*}
\left(z-z^{*}\right)^{T} \Phi\left(z^{*}\right) \geq 0 \quad \text { for all } z=(x, \lambda) \in K \times \mathbb{R}_{+}^{m} . \tag{2.4}
\end{equation*}
$$

In the remainder of the chapter, in the product space $\mathbb{R}^{n_{1}} \times \cdots \times \mathbb{R}^{n_{N}}$, we use $\|x\|$ and $x^{T} y$ to denote the Euclidean norm and the inner product that are induced, respectively, by the Euclidean

[^6]norms and the inner products in the component spaces. Specifically, for $x=\left(x_{1}, \ldots, x_{N}\right)$ with $x_{i} \in \mathbb{R}^{n_{i}}$ for all $i$, we have
$$
x^{T} y=\sum_{i=1}^{N} x_{i}^{T} y_{i} \quad \text { and } \quad\|x\|=\sqrt{\sum_{i=1}^{N}\left\|x_{i}\right\|^{2}}
$$

We now state our basic assumptions on the functions and the constraint sets in problem (2.1).
Assumption 2. The set $K$ is closed, convex, and bounded. The functions $f_{i}\left(x_{i}\right), i=1, \ldots, N$, and $c(x)$ are continuously differentiable and convex.

Next, we define the gradient map

$$
F(x)=\left(\nabla_{x_{1}}\left(f_{1}\left(x_{1}\right)+c(x)\right)^{T}, \ldots, \nabla_{x_{N}}\left(f_{N}\left(x_{N}\right)+c(x)\right)^{T}\right)^{T}
$$

for which we assume the following.
Assumption 3. The gradient map $F(x)$ is Lipschitz continuous with a constant $L$ over the set $K$, i.e.,

$$
\|F(x)-F(y)\| \leq L\|x-y\| \quad \text { for all } x, y \in K
$$

### 2.2 Regularized primal-dual method

In this section, we present a distributed gradient-based method that employs a fixed regularization in the primal and dual space. We present the regularized problem and proceed to provide bounds on the error. We then claim the monotonicity and Lipschitzian properties of the regularized mapping and develop the main convergence result of this section. Notably, the theoretical convergence results prescribe a set from which users may independently select stepsizes with no impact on the overall convergence of the scheme. Finally, we further weaken the informational restrictions of the scheme by allowing users to select regularization parameters from a broadcasted range, and we extend the Lipschitzian bounds and convergence rates to this regime.

### 2.2.1 Regularization

For approximately solving the variational inequality (2.4), we consider its regularized counterpart obtained by regularizing the Lagrangian in both primal and dual space. In particular, for $v>0$ and
$\varepsilon>0$, we let $\mathcal{L}_{v, \varepsilon}$ denote the regularized Lagrangian, given by

$$
\begin{equation*}
\mathcal{L}_{v, \varepsilon}(x, \lambda)=f(x)+\frac{v}{2}\|x\|^{2}+\lambda^{T} d(x)-\frac{\varepsilon}{2}\|\lambda\|^{2} . \tag{2.5}
\end{equation*}
$$

The regularized variational inequality requires determining a vector $z_{v, \varepsilon}^{*}=\left(x_{v, \varepsilon}^{*}, \lambda_{v, \varepsilon}^{*}\right) \in K \times \mathbb{R}_{+}^{m}$ such that

$$
\begin{equation*}
\left(z-z_{v, \varepsilon}^{*}\right)^{T} \Phi_{\nu, \varepsilon}\left(z_{v, \varepsilon}^{*}\right) \geq 0 \quad \text { for all } z=(x, \lambda) \in K \times \mathbb{R}_{+}^{m}, \tag{2.6}
\end{equation*}
$$

where the regularized mapping $\Phi_{v, \varepsilon}(x, \lambda)$ is given by

$$
\begin{equation*}
\Phi_{v, \varepsilon}(x, \lambda) \triangleq\left(\nabla_{x} \mathcal{L}_{v, \varepsilon}(x, \lambda),-\nabla_{\lambda} \mathcal{L}_{v, \varepsilon}(x, \lambda)\right)=\left(\nabla_{x} \mathcal{L}(x, \lambda)+v x,-d(x)+\varepsilon \lambda\right) . \tag{2.7}
\end{equation*}
$$

The gradient map $\nabla_{x} \mathcal{L}_{v, \varepsilon}(x, \lambda)$ is given by

$$
\nabla_{x} \mathcal{L}_{v, \varepsilon}(x, \lambda) \triangleq\left(\nabla_{x_{1}} \mathcal{L}_{v, \varepsilon}(x, \lambda), \ldots, \nabla_{x_{N}} \mathcal{L}_{v, \varepsilon}(x, \lambda)\right)
$$

where $\nabla_{x_{i}} \mathcal{L}_{v, \varepsilon}(x, \boldsymbol{\lambda})=\nabla_{x_{i}}\left(f(x)+\lambda^{T} d(x)\right)+v x_{i}$. It is known that, under some conditions, the unique solutions $z_{v, \varepsilon}^{*}$ of the variational inequality in (2.6) converge, as $v \rightarrow 0$ and $\varepsilon \rightarrow 0$, to the smallest norm solution of the original variational inequality in (2.4) (see [35], Section 12.2). We, however, want to investigate approximate solutions and estimate the errors resulting from solving a regularized problem instead of the original problem, while the regularization parameters are kept fixed at some values.

To solve the variational inequality (2.6), one option lies in considering projection schemes for monotone variational inequalities (see Chapter 12 in [35]). However, the lack of Lipschitz continuity of the mapping precludes a direct application of these schemes. In fact, the Lipschitz continuity of $\Phi_{v, \varepsilon}(z)$ cannot even be proved when the functions $f$ and $d_{j}$ have Lipschitz continuous gradients. In proving the Lipschitzian property, we observe that the boundedness of the multipliers cannot be assumed in general. However, the "bounding of multipliers $\lambda$ " may be achieved under the Slater regularity condition. In particular, the Slater condition can be used to provide a compact convex region containing all the dual optimal solutions. Replacing $\mathbb{R}_{+}^{m}$ with such a compact convex set results in a variational inequality that is equivalent to (2.6),

Determining a compact set containing the dual optimal solutions can be accomplished by viewing the regularized Lagrangian $\mathcal{L}_{v, \varepsilon}$ as a result of two-step regularization: we first regularize the original primal problem (2.1), and then we regularize its Lagrangian function. Specifically, for
$v>0$, the regularized problem (2.1) is given by

$$
\begin{array}{ll}
\text { minimize } & f_{v}(x) \triangleq \sum_{i=1}^{N}\left(f_{i}\left(x_{i}\right)+\frac{v}{2}\left\|x_{i}\right\|^{2}\right)+c(x) \\
\text { subject to } & d_{j}(x) \leq 0 \text { for all } j=1, \ldots, m  \tag{2.8}\\
& x_{i} \in K_{i} \text { for all } i=1, \ldots, N .
\end{array}
$$

Its Lagrangian function is

$$
\begin{equation*}
\mathcal{L}_{v}(x, \lambda)=f(x)+\frac{v}{2}\|x\|^{2}+\lambda^{T} d(x) \quad \text { for all } x \in K, \lambda \geq 0 \tag{2.9}
\end{equation*}
$$

and its corresponding dual problem is

$$
\begin{array}{cl}
\operatorname{maximize} & v_{v}(\lambda) \triangleq \min _{x \in K} \mathcal{L}_{v}(x, \lambda) \\
\text { subject to } & \lambda \geq 0 .
\end{array}
$$

We use $v_{v}^{*}$ to denote the optimal value of the dual problem, i.e., $v_{v}^{*}=\max _{\lambda \geq 0} v_{v}(\lambda)$, and we use $\Lambda_{v}^{*}$ to denote the set of optimal dual solutions. For $v=0$, the value $v_{0}^{*}$ is the optimal dual value of the original problem (2.1) and $\Lambda_{0}^{*}$ is the set of the optimal dual solutions of its dual problem.

Under the Slater condition, for every $v>0$, the optimal dual multipliers $\lambda^{*}$ exist and if we assume that solution $x_{v}^{*}$ to problem (2.8) exists then strong duality holds [65]. In particular, the optimal values of problem (2.8) and its dual are equal, i.e., $f\left(x_{v}^{*}\right)=v_{v}^{*}$, and the dual optimal set $\Lambda_{V}^{*}$ is nonempty and bounded [66]. Specifically, we have

$$
\Lambda_{v}^{*} \subseteq\left\{\lambda \in \mathbb{R}^{m} \left\lvert\, \sum_{j=1}^{m} \lambda_{j} \leq \frac{f(\hat{x})+\frac{v}{2}\|\dot{x}\|^{2}-v_{v}^{*}}{\min _{1 \leq j \leq m}\left\{-d_{j}(\hat{x})\right\}}\right., \lambda \geq 0\right\} \quad \text { for all } v>0
$$

When the Slater condition holds and the optimal value $f^{*}$ of the original problem (2.1) is finite, the strong duality holds for that problem as well, and therefore, the preceding relation also holds for $v=0$, with $v_{0}^{*}$ being the optimal value of the dual problem for (2.1). In this case, we have $f^{*}=v_{0}^{*}$, while for any $v>0$, we have $v_{v}^{*}=f\left(x_{v}^{*}\right)$ for a solution $x_{v}^{*}$ of the regularized problem (2.8). Since $f\left(x_{v}^{*}\right) \geq f^{*}$, it follows that $v_{v}^{*} \geq v_{0}^{*}$ for all $v \geq 0$, and therefore,

$$
\Lambda_{v}^{*} \subseteq\left\{\lambda \in \mathbb{R}^{m} \left\lvert\, \sum_{j=1}^{m} \lambda_{j} \leq \frac{f(\hat{x})+\frac{v}{2}\|\dot{x}\|^{2}-v_{0}^{*}}{\min _{1 \leq j \leq m}\left\{-d_{j}(\hat{x})\right\}}\right., \lambda \geq 0\right\} \quad \text { for all } v \geq 0
$$

where the set $\Lambda_{0}^{*}$ is the set of dual optimal solutions for the original problem (2.1). Noting that a
larger set on the right hand side can be obtained by replacing $v_{0}^{*}$ with any lower-bound estimate of $v_{0}^{*}\left[\right.$ i.e., $v(\bar{\lambda})$ for some $\dot{\lambda} \geq 0$ ], we can define a compact convex set $\mathcal{D}_{v}$ for every $v \geq 0$, as follows:

$$
\begin{equation*}
\mathcal{D}_{v}=\left\{\lambda \in \mathbb{R}^{m} \left\lvert\, \sum_{j=1}^{m} \lambda_{j} \leq \frac{f(\hat{x})+\frac{v}{2}\|\dot{x}\|^{2}-v(\dot{\lambda})}{\min _{1 \leq j \leq m}\left\{-d_{j}(\bar{x})\right\}}\right., \lambda \geq 0\right\} \quad \text { for every } v \geq 0 \tag{2.10}
\end{equation*}
$$

which satisfies

$$
\begin{equation*}
\Lambda_{v}^{*} \subset \mathcal{D}_{v}, \quad \text { for every } v \geq 0 \tag{2.11}
\end{equation*}
$$

Observe that $v_{0}^{*} \leq v_{v}^{*} \leq v_{v^{\prime}}$ for $0 \leq v \leq v^{\prime}$, implying that $\mathcal{D}_{0} \subseteq \mathcal{D}_{v} \subseteq \mathcal{D}_{v^{\prime}}$. Therefore, the compact sets $\mathcal{D}_{v}$ are nested, and their intersection is a nonempty compact set $\mathcal{D}$ which contains the optimal dual solutions $\Lambda_{0}^{*}$ of the original problem.

For the remainder of this chapter, we will assume that the Slater condition holds and the set $K$ is compact (Assumption 2), so that the construction of such nested compact sets is possible. Specifically, we will assume that a family of nested compact convex sets $\mathcal{D}_{v} \subset \mathbb{R}_{+}^{m}, v \geq 0$, satisfying relation (2.11) has already been determined. In this case, the variational inequality of determining $z_{v, \varepsilon}=\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right) \in K \times \mathcal{D}_{v}$ such that

$$
\begin{equation*}
\left(z-z_{v, \varepsilon}\right)^{T} \Phi_{\nu, \varepsilon}\left(z_{v, \varepsilon}\right) \geq 0 \quad \text { for all } z=(x, \lambda) \in K \times \mathcal{D}_{\nu} \tag{2.12}
\end{equation*}
$$

has the same solution set as the variational inequality in (2.6), where $\lambda$ is constrained to lie in the nonnegative orthant.

### 2.2.2 Regularization error

We now provide an upper bound on the distances between $x_{v, \varepsilon}$ and $x_{v}^{*}$. Here, $x_{v, \varepsilon}$ is the primal component of $z_{v, \varepsilon}$, the solution of the variational inequality in (2.12) and $x_{V}^{*}$ is the solution of the regularized problem in (2.8) for given positive parameters $v$ and $\varepsilon$.

Proposition 1. Let Assumption 2 hold except for the boundedness of K. Also, let Assumption 1 hold. Then, for any $v>0$ and $\varepsilon>0$, for the solution $z_{v, \varepsilon}=\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right)$ of variational inequality (2.12), we have

$$
v\left\|x_{v}^{*}-x_{v, \varepsilon}\right\|^{2}+\frac{\varepsilon}{2}\left\|\lambda_{v, \varepsilon}\right\|^{2} \leq \frac{\varepsilon}{2}\left\|\lambda_{v}^{*}\right\|^{2} \quad \text { for all } \lambda_{v}^{*} \in \Lambda_{v}^{*}
$$

where $x_{v}^{*}$ is the optimal solution of the regularized problem (2.8) and $\Lambda_{v}^{*}$ is the set of optimal solutions of its corresponding dual problem.

Proof. The existence of a unique solution $x_{v}^{*} \in K$ of problem (2.8) follows from the continuity and strong convexity of $f_{v}$. Also, by the Slater condition, the dual optimal set $\Lambda_{v}^{*}$ is nonempty. In what follows, let $\lambda_{v}^{*} \in \Lambda_{v}^{*}$ be an arbitrary but fixed dual optimal solution for problem (2.8). To make the notation simpler, we use $\xi$ to denote the pair of regularization parameters $(v, \varepsilon)$, i.e., $\xi=(v, \varepsilon)$. When the interplay between the parameters is relevant, we will write them explicitly.

From the definition of the mapping $\Phi_{\xi}$ it follows that the solution $z_{\xi}=\left(x_{\xi}, \lambda_{\xi}\right) \in K \times \mathcal{D}_{v}$ is a saddle-point for the regularized Lagrangian function $\mathcal{L}_{\xi}(x, \lambda)=\mathcal{L}(x, \lambda)+\frac{v}{2}\|x\|^{2}-\frac{\varepsilon}{2}\|\lambda\|^{2}$, i.e.,

$$
\begin{equation*}
\mathcal{L}_{\xi}\left(x_{\xi}, \lambda\right) \leq \mathcal{L}_{\xi}\left(x_{\xi}, \lambda_{\xi}\right) \leq \mathcal{L}_{\xi}\left(x, \lambda_{\xi}\right) \quad \text { for all } x \in K \text { and } \lambda \in \mathcal{D}_{v} . \tag{2.13}
\end{equation*}
$$

Recalling that $\Lambda_{v}^{*} \subseteq \mathcal{D}_{v}$, and by letting $\lambda=\lambda_{v}^{*}$ in the first inequality of the preceding relation, we obtain

$$
\begin{equation*}
0 \leq \mathcal{L}_{\xi}\left(x_{\xi}, \lambda_{\xi}\right)-\mathcal{L}_{\xi}\left(x_{\xi}, \lambda_{v}^{*}\right)=\left(\lambda_{\xi}-\lambda_{v}^{*}\right)^{T} d\left(x_{\xi}\right)-\frac{\varepsilon}{2}\left\|\lambda_{\xi}\right\|^{2}+\frac{\varepsilon}{2}\left\|\lambda_{v}^{*}\right\|^{2} \tag{2.14}
\end{equation*}
$$

We now estimate the term $\left(\lambda_{\xi}-\lambda_{v}^{*}\right)^{T} d\left(x_{\xi}\right)=\sum_{j=1}^{m}\left(\lambda_{\xi, j}-\lambda_{v, j}^{*}\right) d_{j}\left(x_{\xi}\right)$ by considering the individual terms, where $\lambda_{v, j}^{*}$ is the $j$-th component of $\lambda_{v}^{*}$. By convexity of each $d_{j}$, we have

$$
d_{j}\left(x_{\xi}\right) \leq d_{j}\left(x_{v}^{*}\right)+\nabla d_{j}\left(x_{\xi}\right)^{T}\left(x_{\xi}-x_{v}^{*}\right) \leq \nabla d_{j}\left(x_{\xi}\right)^{T}\left(x_{\xi}-x_{v}^{*}\right)
$$

where the last inequality follows from $x_{v}^{*}$ being a solution to the primal regularized problem (hence, $d_{j}\left(x_{v}^{*}\right) \leq 0$ for all $j$ ). By multiplying the preceding inequality with $\lambda_{\xi, j}$ (which is nonnegative) and by adding over all $j$, we obtain

$$
\sum_{j=1}^{m} \lambda_{\xi, j} d_{j}\left(x_{\xi}\right) \leq \sum_{j=1}^{m} \lambda_{\xi, j} \nabla d_{j}\left(x_{\xi}\right)^{T}\left(x_{\xi}-x_{V}^{*}\right) .
$$

By the definition of the regularized Lagrangian $\mathcal{L}_{\xi}(x, \lambda)$, we have

$$
\begin{aligned}
\sum_{j=1}^{m} \lambda_{\xi, j} \nabla d_{j}\left(x_{\xi}\right)^{T}\left(x_{\xi}-x_{v}^{*}\right) & =\nabla_{x} \mathcal{L}_{\xi}\left(x_{\xi}, \lambda_{\xi}\right)^{T}\left(x_{\xi}-x_{v}^{*}\right)-\left(\nabla f\left(x_{\xi}\right)+v x_{\xi}\right)^{T}\left(x_{\xi}-x_{v}^{*}\right) \\
& \leq-\left(\nabla f\left(x_{\xi}\right)+v x_{\xi}\right)^{T}\left(x_{\xi}-x_{v}^{*}\right)
\end{aligned}
$$

where the inequality follows from $\nabla_{x} \mathcal{L}_{\xi}\left(x_{\xi}, \lambda_{\xi}\right)^{T}\left(x_{\xi}-x_{v}^{*}\right) \leq 0$, which holds in view of the second inequality in saddle-point relation (2.13) with $x=x_{v}^{*} \in K$. Therefore, by combining the preceding
two relations, we obtain

$$
\begin{equation*}
\sum_{j=1}^{m} \lambda_{\xi, j} d_{j}\left(x_{\xi}\right) \leq-\left(\nabla f\left(x_{\xi}\right)+v x_{\xi}\right)^{T}\left(x_{\xi}-x_{v}^{*}\right) \tag{2.15}
\end{equation*}
$$

By convexity of each $d_{j}$, we have $d_{j}\left(x_{\xi}\right) \geq d_{j}\left(x_{v}^{*}\right)+\nabla d_{j}\left(x_{v}^{*}\right)^{T}\left(x_{\xi}-x_{v}^{*}\right)$ By multiplying the preceding inequality with $-\lambda_{v, j}^{*}$ (which is non-positive) and by adding over all $j$, we obtain

$$
\begin{aligned}
-\sum_{j=1}^{m} \lambda_{v, j}^{*} d_{j}\left(x_{\xi}\right) & \leq-\sum_{j=1}^{m} \lambda_{v, j}^{*} d_{j}\left(x_{v}^{*}\right)-\sum_{j=1}^{m} \lambda_{v, j}^{*} \nabla d_{j}\left(x_{v}^{*}\right)^{T}\left(x_{\xi}-x_{v}^{*}\right) \\
& =\sum_{j=1}^{m} \lambda_{v, j}^{*} \nabla d_{j}\left(x_{v}^{*}\right)^{T}\left(x_{v}^{*}-x_{\xi}\right)
\end{aligned}
$$

where the equality follows from $\left(\lambda_{v}^{*}\right)^{T} d\left(x_{v}^{*}\right)=0$, which holds by the complementarity slackness of the primal-dual pair $\left(x_{v}^{*}, \lambda_{v}^{*}\right)$ of the regularized problem (2.8). Using the definition of the Lagrangian function $\mathcal{L}_{v}$ in (2.9) for the problem (2.8), we have

$$
\begin{aligned}
\sum_{j=1}^{m} \lambda_{v, j}^{*} \nabla d_{j}\left(x_{v}^{*}\right)^{T}\left(x_{v}^{*}-x_{\xi}\right) & =\nabla_{x} \mathcal{L}_{v}\left(x_{v}^{*}, \lambda_{v}^{*}\right)^{T}\left(x_{v}^{*}-x_{\xi}\right)-\left(\nabla f\left(x_{v}^{*}\right)+v x_{v}^{*}\right)^{T}\left(x_{v}^{*}-x_{\xi}\right) \\
& \leq-\left(\nabla f\left(x_{v}^{*}\right)+v x_{v}^{*}\right)^{T}\left(x_{v}^{*}-x_{\xi}\right)
\end{aligned}
$$

where the inequality follows from relation $\nabla_{x} \mathcal{L}\left(x_{v}^{*}, \lambda_{v}^{*}\right)^{T}\left(x_{v}^{*}-x_{\xi}\right) \leq 0$, which in turn holds since $\left(x_{v}^{*}, \lambda_{v}^{*}\right)$ is a saddle-point of the Lagrangian function $\mathcal{L}_{v}(x, \lambda)$ over $K \times \mathcal{D}_{v}$ and $x_{\xi} \in K$. Combining the preceding two relations, we obtain

$$
-\sum_{j=1}^{m} \lambda_{v, j}^{*} d_{j}\left(x_{\xi}\right) \leq-\left(\nabla f\left(x_{v}^{*}\right)+v x_{v}^{*}\right)^{T}\left(x_{v}^{*}-x_{\xi}\right)=\left(\nabla f\left(x_{v}^{*}\right)+v x_{v}^{*}\right)^{T}\left(x_{\xi}-x_{v}^{*}\right) .
$$

The preceding relation and inequality (2.15), yield

$$
\left(\lambda_{\xi}-\lambda_{v}^{*}\right)^{T} d\left(x_{\xi}\right)=\sum_{j=1}^{m}\left(\lambda_{\xi, j}-\lambda_{v, j}^{*}\right) d_{j}\left(x_{\xi}\right) \leq\left(\nabla f\left(x_{v}^{*}\right)-\nabla f\left(x_{\xi}\right)\right)^{T}\left(x_{\xi}-x_{v}^{*}\right)-v\left\|x_{\xi}-x_{v}^{*}\right\|^{2} .
$$

From the monotonicity of $\nabla f$, we have $\left(\nabla f\left(x_{v}^{*}\right)-\nabla f\left(x_{\xi}\right)\right)^{T}\left(x_{\xi}-x_{v}^{*}\right) \leq 0$, thus implying $\left(\lambda_{\xi}-\right.$ $\left.\lambda_{v}^{*}\right)^{T} d\left(x_{\xi}\right) \leq-v\left\|x_{\xi}-x_{v}^{*}\right\|^{2}$. Finally, by combining the preceding relation with (2.14), and recalling notation $\xi=(v, \varepsilon)$, we obtain for any solution $x_{v}^{*}$,

$$
\begin{equation*}
v\left\|x_{v, \varepsilon}-x_{v}^{*}\right\|^{2}+\frac{\varepsilon}{2}\left\|\lambda_{v, \varepsilon}\right\|^{2} \leq \frac{\varepsilon}{2}\left\|\lambda_{v}^{*}\right\|^{2} \quad \text { for all } \lambda^{*} \in \Lambda_{v}^{*} \tag{2.16}
\end{equation*}
$$

thus showing the desired relation.
As an immediate consequence of Proposition 1, in view of $\Lambda_{v}^{*} \subset \mathcal{D}_{v}$, we have

$$
\begin{equation*}
\left\|x_{v, \varepsilon}-x_{v}^{*}\right\| \leq \sqrt{\frac{\varepsilon}{2 v}} \max _{\lambda^{*} \in \mathcal{D}_{v}}\left\|\lambda^{*}\right\| \quad \text { for all } v>0 \text { and } \varepsilon>0 \tag{2.17}
\end{equation*}
$$

This relation provides a bound on the distances of the solutions $x_{v}^{*}$ of problem (2.8) and the component $x_{V, \varepsilon}$ of the solution $z_{v, \varepsilon}$ of the regularized variational inequality in (2.12). The relation suggests that a $v$ larger than $\varepsilon$ would yield a better error bound. Note, however, that increasing $v$ would correspond to the enlargement of the set $\mathcal{D}_{v}$, and therefore, increasing value for $\max _{\lambda^{*} \in \mathcal{D}_{v}}\left\|\lambda^{*}\right\|$. When the specific structure of the sets $\mathcal{D}_{v}$ is available, one may try to optimize the term $\sqrt{\frac{\varepsilon}{2 v}} \max _{\lambda^{*} \in \mathcal{D}_{v}}\left\|\lambda^{*}\right\|$ with respect to $v$, while $\varepsilon$ is kept fixed. In fact, the following result provides a simple result when $\mathcal{D}_{v}$ is specified using the Slater point $\dot{x}$.

Lemma 1. Under the assumptions of Proposition 1, for a fixed $\varepsilon>0$, the tightest bound for $\left\|x_{v, \varepsilon}-x_{V}^{*}\right\|$ is given by

$$
\left\|x_{v, \varepsilon}-x_{v}^{*}\right\| \leq\left(\frac{\sqrt{\varepsilon(f(\hat{x})-v(\dot{\lambda}))}}{\min _{1 \leq j \leq m}\left\{-d_{j}(\hat{x})\right\}}\|\dot{x}\|\right)
$$

Proof. Using $\|x\|_{2} \leq\|x\|_{1}$, from relation (2.17) we have

$$
\left\|x_{v, \varepsilon}-x_{v}^{*}\right\| \leq \sqrt{\frac{\varepsilon}{2 v}}\left(\max _{\lambda \in \mathcal{D}_{v}}\|\lambda\|_{2}\right) \leq \sqrt{\frac{\varepsilon}{2 v}}\left(\max _{\lambda \in \mathcal{D}_{v}}\|\lambda\|_{1}\right)
$$

But by the structure of the set $D_{v}$, we have that

$$
\begin{aligned}
\sqrt{\frac{\varepsilon}{2 v}}\left(\max _{\lambda \in \mathcal{D}_{v}}\|\lambda\|_{1}\right) & =\sqrt{\frac{\varepsilon}{2 v}}\left(\frac{f(\hat{x})+\frac{v}{2}\|\dot{x}\|^{2}-v(\dot{\lambda})}{\min _{1 \leq j \leq m}\left\{-d_{j}(\hat{x})\right\}}\right) \\
& =\sqrt{\frac{\varepsilon}{2 v}}\left(\frac{f(\dot{x})-v(\hat{\lambda})}{\min _{1 \leq j \leq m}\left\{-d_{j}(\dot{x})\right\}}\right)+\sqrt{\frac{v \varepsilon}{2}}\left(\frac{\frac{1}{2}\|\dot{x}\|^{2}}{\min _{1 \leq j \leq m}\left\{-d_{j}(\dot{x})\right\}}\right) \\
& =\frac{\sqrt{\varepsilon}}{\sqrt{2} \min _{1 \leq j \leq m}\left\{-d_{j}(\dot{x})\right\}}\left(\frac{a}{\sqrt{v}}+b \sqrt{v}\right),
\end{aligned}
$$

where $a=f(\dot{x})-v(\dot{\lambda})$ and $b=\frac{1}{2}\|\dot{x}\|^{2}$. It can be seen that the function $h(v)=a / \sqrt{v}+b \sqrt{v}$ has a
unique minimum at $v^{*}=\frac{a}{b}$, with the minimum value $h\left(v^{*}\right)=2 \sqrt{a b}$. Thus, we have

$$
\sqrt{\frac{\varepsilon}{2 v}}\left(\max _{\lambda \in \mathcal{D}_{v}}\|\lambda\|_{1}\right) \leq\left(\frac{\sqrt{\varepsilon(f(\dot{x})-v(\dot{\lambda}))}}{\min _{1 \leq j \leq m}\left\{-d_{j}(\hat{x})\right\}}\right)\|\dot{x}\|
$$

implying the desired estimate.
When the set $K$ is bounded, as another consequence of Proposition 1, we may obtain the error bounds on the sub-optimality of the vector $x_{v, \varepsilon}$ by using the preceding error bound. Specifically, we can provide bounds on the violation of the primal inequality constraints $d_{j}(x) \leq 0$ at $x=x_{v, \varepsilon}$. Also, we can estimate the difference in the values $f\left(x_{v, \varepsilon}\right)$ and the primal optimal value $f^{*}$ of the original problem (2.1). This is done in the following lemma.

Lemma 2. Let Assumptions 2 and 1 hold. For any $v, \varepsilon>0$, we have

$$
\begin{aligned}
\max \left\{0, d_{j}\left(x_{v, \varepsilon}\right)\right\} & \leq M_{d_{j}} M_{v} \sqrt{\frac{\varepsilon}{2 v}} \quad \text { for all } j=1, \ldots, m \\
\left|f\left(x_{v, \varepsilon}\right)-f\left(x^{*}\right)\right| & \leq M_{f} M_{v} \sqrt{\frac{\varepsilon}{2 v}}+\frac{v}{2} D^{2}
\end{aligned}
$$

with $M_{d_{j}}=\max _{x \in K}\left\|\nabla d_{j}(x)\right\|$ for each $j, M_{f}=\max _{x \in K}\|\nabla f(x)\|, M_{v}=\max _{\lambda \in \mathcal{D}_{v}}\|\lambda\|$ and $D=$ $\max _{x \in K}\|x\|$.

Proof. Let $v>0$ and $\varepsilon>0$ be given, and let $j \in\{1, \ldots, m\}$ be arbitrary. Since $d_{j}$ is convex, we have

$$
d_{j}\left(x_{v, \varepsilon}\right) \leq d_{j}\left(x_{v}^{*}\right)+\nabla d_{j}\left(x_{v}^{*}\right)^{T}\left(x_{v, \varepsilon}-x_{v}^{*}\right) \leq\left\|\nabla d_{j}\left(x_{v}^{*}\right)\right\|\left\|x_{v, \varepsilon}-x_{v}^{*}\right\|,
$$

where in the last inequality we use $d_{j}\left(x_{v}^{*}\right) \leq 0$, which holds since $x_{v}^{*}$ is the solution to the regularized primal problem (2.8). Since $K$ is compact, the gradient norm $\left\|\nabla d_{j}(x)\right\|$ is bounded by some constant, say $M_{d_{j}}$. From this and the estimate

$$
\begin{equation*}
\left\|x_{v, \varepsilon}-x_{v}^{*}\right\| \leq \sqrt{\frac{\varepsilon}{2 v}}\left\|\lambda_{v}^{*}\right\| \tag{2.18}
\end{equation*}
$$

which follows by Proposition 1, we obtain

$$
d_{j}\left(x_{v, \varepsilon}\right) \leq M_{d_{j}} \sqrt{\frac{\varepsilon}{2 v}}\left\|\lambda_{v}^{*}\right\|
$$

where $\lambda_{v}^{*}$ is a dual optimal solution of the regularized problem. Since the set of dual optimal solutions is contained in the compact set $\mathcal{D}_{v}$, the dual solutions are bounded. Thus, for the violation of the constraint $d_{j}(x) \leq 0$, we have

$$
\max \left\{0, d_{j}\left(x_{v, \varepsilon}\right)\right\} \leq M_{d_{j}} M_{v} \sqrt{\frac{\varepsilon}{2 v}}
$$

where $M_{v}=\max _{\lambda \in \mathcal{D}_{v}}\|\lambda\|$. Next, we estimate the difference $\left|f\left(x_{v, \varepsilon}\right)-f\left(x^{*}\right)\right|$. We can write

$$
\begin{equation*}
\left|f\left(x_{v, \varepsilon}\right)-f\left(x^{*}\right)\right| \leq\left|f\left(x_{v, \varepsilon}\right)-f\left(x_{v}^{*}\right)\right|+f\left(x_{v}\right)-f^{*} \tag{2.19}
\end{equation*}
$$

where we use $0 \leq f\left(x_{v}^{*}\right)-f^{*}$. By convexity of $f$, we have

$$
\nabla f\left(x_{V}^{*}\right)^{T}\left(x_{V, \varepsilon}-x_{v}^{*}\right) \leq f\left(x_{v, \varepsilon}\right)-f\left(x_{v}^{*}\right) \leq \nabla f\left(x_{v, \varepsilon}\right)^{T}\left(x_{v, \varepsilon}-x_{v}^{*}\right)
$$

Since $x_{v, \varepsilon}, x^{*} \in K$ and $K$ is compact, by the continuity of the gradient $\|\nabla f(x)\|$, the gradient norm is bounded over the set $K$, say by a scalar $M_{f}$, so that

$$
\left|f\left(x_{v, \varepsilon}\right)-f\left(x_{v}^{*}\right)\right| \leq M_{f}\left\|x_{v, \varepsilon}-x_{v}^{*}\right\|
$$

Using the estimate (2.18) and the boundedness of the dual optimal multipliers, similar to the preceding analysis, we obtain the following bound

$$
\left|f\left(x_{v, \varepsilon}\right)-f\left(x_{v}^{*}\right)\right| \leq M_{f} M_{v} \sqrt{\frac{\varepsilon}{2 v}}
$$

By substituting the preceding relation in inequality (2.19), we obtain

$$
\left|f\left(x_{v, \varepsilon}\right)-f\left(x^{*}\right)\right| \leq M_{f} M_{v} \sqrt{\frac{\varepsilon}{2 v}}+f\left(x_{v}\right)-f^{*}
$$

Further, by using the estimate $f\left(x_{v}^{*}\right)-f^{*} \leq \frac{v}{2} \max _{x \in K}\|x\|^{2}=\frac{v}{2} D^{2}$ of Lemma 23 (see appendix), we obtain the desired relation.

Next, we discuss how one may specify $v$ and $\varepsilon$. Given a threshold error $\delta$ on the deviation of the obtained function value from its optimal counterpart, we have that $\left|f\left(x_{v, \varepsilon}\right)-f\left(x^{*}\right)\right|<\delta$, if the following holds

$$
M_{f} M_{v} \sqrt{\frac{\varepsilon}{2 v}}+\frac{v}{2} D^{2}<\delta
$$

But by the structure of the set $D_{v}$, we have that

$$
\begin{aligned}
M_{v} & =\sqrt{\frac{\varepsilon}{2 v}}\left(\max _{\lambda \in \mathcal{D}_{v}}\|\lambda\|_{1}\right) \\
& =\sqrt{\frac{\varepsilon}{2 v}}\left(\frac{f(\hat{x})+\frac{v}{2}\|\dot{x}\|^{2}-v(\hat{\lambda})}{\min _{1 \leq j \leq m}\left\{-d_{j}(\hat{x})\right\}}\right) \\
& =\sqrt{\frac{\varepsilon}{2 v}}\left(\frac{f(\dot{x})-v(\bar{\lambda})}{\min _{1 \leq j \leq m}\left\{-d_{j}(\dot{x})\right\}}\right)+\sqrt{\frac{\nu \varepsilon}{2}}\left(\frac{\frac{\|\hat{x}\|^{2}}{2}}{\min _{1 \leq j \leq m}\left\{-d_{j}(\dot{x})\right\}}\right) \\
& =\frac{1}{\sqrt{2} \min _{1 \leq j \leq m}\left\{-d_{j}(\hat{x})\right\}}\left(\frac{a \sqrt{\varepsilon}}{\sqrt{v}}+b \sqrt{\varepsilon v}\right),
\end{aligned}
$$

where $a=f(\dot{x})-v(\dot{\lambda})$ and $b=\frac{\|\hat{x}\|^{2}}{2}$. Thus, we have

$$
M_{f} M_{v} \sqrt{\frac{\varepsilon}{2 v}}+\frac{v}{2} D^{2} \leq \frac{M_{f}}{\sqrt{2} \min _{1 \leq j \leq m}\left\{-d_{j}(\tilde{x})\right\}}\left(\frac{a \sqrt{\varepsilon}}{\sqrt{v}}+b \sqrt{\varepsilon v}\right)+\frac{v}{2} D^{2}<\delta
$$

Next, we may choose parameters $v$ and $\varepsilon$ so that the above inequality is satisfied. The expression suggests that one must choose $\varepsilon<v$ (as $M_{f}$ could be large). Thus setting $\varepsilon=v^{3}$, we will obtain a quadratic inequality in parameter $v$ which can subsequently allow for selecting $v$ and therefore $\varepsilon$.

Unfortunately, the preceding results do not provide a bound on $\left\|x_{v, \varepsilon}-x^{*}\right\|$ and indeed for the optimal $v^{*}$ minimizing $\left\|x_{V, \varepsilon}-x^{*}\right\|$, the error in $\left\|x_{V, \varepsilon}-x_{v}^{*}\right\|$ can be large (due to error in $\left\|x_{V}^{*}-x^{*}\right\|$ ). The challenge in obtaining a bound on $\left\|x_{v, \varepsilon}^{*}-x^{*}\right\|$ implicitly requires a bound on $\left\|x_{v}^{*}-x^{*}\right\|$ which we currently do not have access to. Note that by introducing a suitable growth property on the function, one may obtain a handle on $\left\|x_{v}^{*}-x^{*}\right\|$.

### 2.2.3 Properties of $\Phi_{V, \varepsilon}$

We now focus on characterizing the mapping $\Phi_{V, \varepsilon}$ under the following assumption on the constraint functions $d_{j}$ for $j=1, \ldots, m$.

Assumption 4. For each $j$, the gradient $\nabla d_{j}(x)$ is Lipschitz continuous over $K$ with a constant $L_{j}>0$, i.e.,

$$
\left\|\nabla d_{j}(x)-\nabla d_{j}(y)\right\| \leq L_{j}\|x-y\| \quad \text { for all } x, y \in K
$$

Under this and the Slater assumption, we prove and the strong monotonicity and the Lipschitzian nature of $\Phi_{v, \varepsilon}(x, \lambda)$.

Lemma 3. Let Assumptions 2-4 hold and let $v, \varepsilon \geq 0$. Then, the regularized mapping $\Phi_{v, \varepsilon}$ is strongly monotone over $K \times \mathbb{R}_{+}^{m}$ with constant $\mu=\min \{v, \varepsilon\}$ and Lipschitz over $K \times \mathcal{D}_{v}$ with constant $L_{\Phi}(\nu, \varepsilon)$ given by

$$
L_{\Phi}(v, \varepsilon)=\sqrt{\left(L+v+M_{d}+M_{v} L_{d}\right)^{2}+\left(M_{d}+\varepsilon\right)^{2}}, \quad L_{d}=\sqrt{\sum_{j=1}^{m} L_{j}^{2}}
$$

where $L$ is a Lipschitz constant for $\nabla f(x)$ over $K, L_{j}$ is a Lipschitz constant for $\nabla d_{j}(x)$ over $K$, $M_{d}=\max _{x \in K}\|\nabla d(x)\|$, and $M_{v}=\max _{\lambda \in \mathcal{D}_{v}}\|\lambda\|$.

Proof. We use $\lambda_{1, j}$ and $\lambda_{2, j}$ to denote the $j$ th component of vectors $\lambda_{1}$ and $\lambda_{2}$. For any two vectors $z_{1}=\left(x_{1}, \lambda_{1}\right), z_{2}=\left(x_{2}, \lambda_{2}\right) \in K \times \mathbb{R}_{+}^{m}$, we have

$$
\begin{aligned}
& \left(\Phi_{v, \varepsilon}\left(z_{1}\right)-\Phi_{v, \varepsilon}\left(z_{2}\right)\right)^{T}\left(z_{1}-z_{2}\right) \\
= & \binom{\nabla_{x} \mathcal{L}\left(x_{1}, \lambda_{1}\right)-\nabla_{x} \mathcal{L}\left(x_{2}, \lambda_{2}\right)+v\left(x_{1}-x_{2}\right)}{-d\left(x_{1}\right)+\varepsilon \lambda_{1}+d\left(x_{2}\right)-\varepsilon \lambda_{2}}^{T}\binom{x_{1}-x_{2}}{\lambda_{1}-\lambda_{2}} \\
= & \left(\nabla f\left(x_{1}\right)-\nabla f\left(x_{2}\right)\right)^{T}\left(x_{1}-x_{2}\right)+v\left\|x_{1}-x_{2}\right\|^{2} \\
& +\sum_{j=1}^{m}\left(\lambda_{1, j} \nabla d_{j}\left(x_{1}\right)-\lambda_{2, j} \nabla d_{j}\left(x_{2}\right)\right)^{T}\left(x_{1}-x_{2}\right) \\
& -\sum_{j=1}^{m}\left(d_{j}\left(x_{1}\right)-d_{j}\left(x_{2}\right)\right)\left(\lambda_{1, j}-\lambda_{2, j}\right)+\varepsilon\left\|\lambda_{1}-\lambda_{2}\right\|^{2} .
\end{aligned}
$$

By using the monotonicity of $\nabla f(x)$, and by grouping the terms with $\lambda_{1, j}$ and $\lambda_{2, j}$, separately, we obtain

$$
\begin{aligned}
& \left(\Phi_{v, \varepsilon}\left(z_{1}\right)-\Phi_{v, \varepsilon}\left(z_{2}\right)\right)^{T}\left(z_{1}-z_{2}\right) \geq v\left\|x_{1}-x_{2}\right\|^{2} \\
& +\sum_{j=1}^{m} \lambda_{1, j}\left(d_{j}\left(x_{2}\right)-d_{j}\left(x_{1}\right)+\nabla d_{j}\left(x_{1}\right)^{T}\left(x_{1}-x_{2}\right)\right) \\
& +\sum_{j=1}^{m} \lambda_{2, j}\left(d_{j}\left(x_{1}\right)-d_{j}\left(x_{2}\right)-\nabla d_{j}\left(x_{2}\right)^{T}\left(x_{1}-x_{2}\right)\right)+\varepsilon\left\|\lambda_{1}-\lambda_{2}\right\|^{2} .
\end{aligned}
$$

Now, by non-negativity of $\lambda_{1, j}, \lambda_{2, j}$ and convexity of $d_{j}(x)$ for each $j$, we have

$$
\begin{aligned}
& \lambda_{1, j}\left(d_{j}\left(x_{2}\right)-d_{j}\left(x_{1}\right)+\nabla d_{j}\left(x_{1}\right)^{T}\left(x_{1}-x_{2}\right)\right) \geq 0 \\
& \lambda_{2, j}\left(d_{j}\left(x_{1}\right)-d\left(x_{2}\right)-\nabla d_{j}\left(x_{2}\right)^{T}\left(x_{1}-x_{2}\right)\right) \geq 0
\end{aligned}
$$

Using the preceding relations, we get

$$
\left(\Phi_{v, \varepsilon}\left(z_{1}\right)-\Phi_{v, \varepsilon}\left(z_{2}\right)\right)^{T}\left(z_{1}-z_{2}\right) \geq v\left\|x_{1}-x_{2}\right\|^{2}+\varepsilon\left\|\lambda_{1}-\lambda_{2}\right\|^{2} \geq \min \{v, \varepsilon\}\left\|z_{1}-z_{2}\right\|^{2}
$$

showing that $\Phi_{v, \varepsilon}$ is strongly monotone with constant $\mu=\min \{v, \varepsilon\}$.
Next, we show that $\Phi_{v, \varepsilon}$ is Lipschitz over $K \times \mathcal{D}_{v}$. Thus, given $v, \varepsilon \geq 0$, and any two vectors $z_{1}=\left(x_{1}, \lambda_{1}\right), z_{2}=\left(x_{2}, \lambda_{2}\right) \in K \times \mathcal{D}_{v}$, we have

$$
\begin{align*}
& \left\|\Phi_{v, \varepsilon}\left(z_{1}\right)-\Phi_{v, \varepsilon}\left(z_{2}\right)\right\| \\
= & \left\|\binom{\nabla f\left(x_{1}\right)-\nabla f\left(x_{2}\right)+v\left(x_{1}-x_{2}\right)+\sum_{j=1}^{m}\left(\lambda_{1, j} \nabla d_{j}\left(x_{1}\right)-\lambda_{2, j} \nabla d_{j}\left(x_{2}\right)\right)}{-d\left(x_{1}\right)+d\left(x_{2}\right)+\varepsilon\left(\lambda_{1}-\lambda_{2}\right)}\right\| \\
\leq & \left\|\nabla f\left(x_{1}\right)-\nabla f\left(x_{2}\right)\right\|+v\left\|x_{1}-x_{2}\right\|+\left\|\sum_{j=1}^{m}\left(\lambda_{1, j} \nabla d_{j}\left(x_{1}\right)-\lambda_{2, j} \nabla d_{j}\left(x_{2}\right)\right)\right\|  \tag{2.20}\\
& +\left\|d\left(x_{1}\right)-d\left(x_{2}\right)\right\|+\varepsilon\left\|\lambda_{1}-\lambda_{2}\right\| .
\end{align*}
$$

By the compactness of $K$ (Assumption 2) and the continuity of $\nabla d_{j}(x)$ for each $j$, the boundedness of $\nabla d(x)=\left(\nabla d_{1}(x), \ldots, \nabla d_{m}(x)\right)^{T}$ follows, i.e.,

$$
\begin{equation*}
\|\nabla d(x)\| \leq M_{d} \quad \text { for all } x \in K \text { and some } M_{d}>0 \tag{2.21}
\end{equation*}
$$

Furthermore, by using the mean value theorem (see for example [52], page 682, Prop. A.22), we can see that $d(x)$ is Lipschitz continuous over the set $K$ with the same constant $M_{d}$. Specifically, for all $x, y \in K$, there exists a $\theta \in[0,1]$ such that

$$
\|d(x)-d(y)\|=\|\nabla d(x+\theta(y-x))(x-y)\| \leq M_{d}\|x-y\| .
$$

By using the Lipschitz property of $\nabla f(x)$ and $d(x)$, and by adding and subtracting the term $\sum_{j=1}^{m} \lambda_{1, j} \nabla d_{j}\left(x_{2}\right)$, from relation (2.20) we have

$$
\begin{aligned}
\left\|\Phi_{v, \varepsilon}\left(z_{1}\right)-\Phi_{v, \varepsilon}\left(z_{2}\right)\right\| \leq & L\left\|x_{1}-x_{2}\right\|+v\left\|x_{1}-x_{2}\right\|+\sum_{j=1}^{m} \lambda_{1, j}\left\|\nabla d_{j}\left(x_{1}\right)-\nabla d_{j}\left(x_{2}\right)\right\| \\
& +\sum_{j=1}^{m}\left|\lambda_{1, j}-\lambda_{2, j}\right|\left\|\nabla d_{j}\left(x_{2}\right)\right\|+M_{d}\left\|x_{1}-x_{2}\right\|+\varepsilon\left\|\lambda_{1}-\lambda_{2}\right\|
\end{aligned}
$$

where we also use $\lambda_{1, j} \geq 0$ for all $j$. By using Hölder's inequality and the boundedness of the dual
variables $\lambda_{1}, \lambda_{2} \in \mathcal{D}_{v}$, we get

$$
\begin{aligned}
\sum_{j=1}^{m} \lambda_{1, j}\left\|\nabla d_{j}\left(x_{1}\right)-\nabla d_{j}\left(x_{2}\right)\right\| & \leq\left\|\lambda_{1}\right\| \sqrt{\sum_{j=1}^{m}\left\|\nabla d_{j}\left(x_{1}\right)-\nabla d_{j}\left(x_{2}\right)\right\|^{2}} \\
& \leq M_{v} \sqrt{\sum_{j=1}^{m} L_{j}^{2}}\left\|x_{1}-x_{2}\right\|
\end{aligned}
$$

where in the last inequality we also use the Lipschitz property of $\nabla d_{j}(x)$ for each $j$. Similarly, by Hölder's inequality and the boundedness of $\nabla d(x)$ [see (2.21)], we have

$$
\sum_{j=1}^{m}\left|\lambda_{1, j}-\lambda_{2, j}\right|\left\|\nabla d_{j}\left(x_{2}\right)\right\| \leq M_{d}\left\|\lambda_{1}-\lambda_{2}\right\|
$$

By combining the preceding three relations and letting $L_{d}=\sqrt{\sum_{j=1}^{m} L_{j}^{2}}$, we obtain

$$
\left\|\Phi_{v, \varepsilon}\left(z_{1}\right)-\Phi_{v, \varepsilon}\left(z_{2}\right)\right\| \leq\left(L+v+M_{d}+M_{v} L_{d}\right)\left\|x_{1}-x_{2}\right\|+\left(M_{d}+\varepsilon\right)\left\|\lambda_{1}-\lambda_{2}\right\| .
$$

Further, by Hölder's inequality, we have

$$
\begin{aligned}
\left\|\Phi_{v, \varepsilon}\left(z_{1}\right)-\Phi_{v, \varepsilon}\left(z_{2}\right)\right\| & \leq \sqrt{\left(L+v+M_{d}+M_{v} L_{d}\right)^{2}+\left(M_{d}+\varepsilon\right)^{2}} \sqrt{\left\|x_{1}-x_{2}\right\|^{2}+\left\|\lambda_{1}-\lambda_{2}\right\|^{2}} \\
& =L_{\Phi}(v, \varepsilon)\left\|z_{1}-z_{2}\right\|
\end{aligned}
$$

thus showing the Lipschitz property of $\Phi_{V, \varepsilon}$.

### 2.2.4 Primal-dual method

The strong monotonicity and Lipschitzian nature of the regularized mapping $\Phi_{v, \varepsilon}$ for given $v>0$ and $\varepsilon>0$, imply that standard projection algorithms can be effectively applied. Our goal is to generalize these schemes to accommodate the requirements of limited coordination. While in theory, convergence of projection schemes relies on consistency of primal and dual step-lengths, in practice, this requirement is difficult to enforce. In this section, we allow for different steplengths and show that such a scheme does indeed result in a contraction.

Now, we consider solving the variational inequality in (2.12) by using a primal-dual method in which the users can choose their primal stepsizes independently with possibly differing dual
stepsizes. In particular, we consider the following algorithm:

$$
\begin{align*}
x_{i}^{k+1} & =\Pi_{K_{i}}\left(x_{i}^{k}-\alpha_{i} \nabla_{x_{i}} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)\right) \\
\lambda^{k+1} & =\Pi_{\mathcal{D}_{v}}\left(\lambda^{k}+\tau \nabla_{\lambda} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)\right) \tag{2.22}
\end{align*}
$$

where $\alpha_{i}>0$ is the primal steplength for user $i$ and $\tau>0$ is the dual steplength. Next, we present our main convergence result for the sequence $\left\{z^{k}\right\}$ with $z^{k}=\left(x^{k}, \lambda^{k}\right)$ generated using (2.22).

Theorem 2. Let Assumptions 2-4 hold. Let $\left\{z^{k}\right\}$ be a sequence generated by (2.22). Then, we have

$$
\left\|z^{k+1}-z_{v, \varepsilon}\right\| \leq \sqrt{q_{v, \varepsilon}}\left\|z^{k}-z_{v, \varepsilon}\right\| \quad \text { for all } k \geq 0
$$

where $q_{v, \varepsilon}$ is given by

$$
q_{v, \varepsilon}= \begin{cases}1+\alpha_{\max }^{2} L_{\Phi}^{2}(v, \varepsilon)-2 \mu \tau+\left(\alpha_{\min }-\tau\right) \max \left\{1-2 v, M_{d}^{2}\right\} & \\ +2\left(\alpha_{\max }-\alpha_{\min }\right) L_{\Phi}(v, \varepsilon), & \text { for } \tau<\alpha_{\min } \leq \alpha_{\max } \\ 1+\alpha_{\max }^{2} L_{\Phi}^{2}(v, \varepsilon)-2 \alpha_{\min } \mu & \text { for } \alpha_{\min } \leq \tau<\alpha_{\max } \\ +2\left(\alpha_{\max }-\alpha_{\min }\right) L_{\Phi}(v, \varepsilon), & \\ 1+\tau^{2} L_{\Phi}^{2}(v, \varepsilon)-2 \mu \alpha_{\min }+\left(\tau-\alpha_{\min }\right) \max \left\{1-2 \varepsilon, M_{d}^{2}\right\} & \\ +2\left(\alpha_{\max }-\alpha_{\min }\right) L_{\Phi}(v, \varepsilon), & \text { for } \alpha_{\min } \leq \alpha_{\max } \leq \tau\end{cases}
$$

where $\alpha_{\min }=\min _{1 \leq i \leq N}\left\{\alpha_{i}\right\}, \alpha_{\max }=\max _{1 \leq i \leq N}\left\{\alpha_{i}\right\}, M_{d}=\max _{x \in K}\|\nabla d(x)\|, \mu=\min \{v, \varepsilon\}$ and $L_{\Phi}(v, \varepsilon)$ is as defined in Lemma 3.

Proof. Let $\left\{\alpha_{i}\right\}_{i=1}^{N}$ be the user dependent stepsizes of the primal iterations and let

$$
\alpha_{\min }=\min _{1 \leq i \leq N}\left\{\alpha_{i}\right\} \quad \text { and } \quad \alpha_{\max }=\max _{1 \leq i \leq N}\left\{\alpha_{i}\right\}
$$

denote the minimum and maximum of the user stepsizes. Using

$$
x_{i, v, \varepsilon}=\Pi_{K_{i}}\left(x_{i, v, \varepsilon}-\alpha_{i} \nabla_{x_{i}} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right)\right),
$$

non-expansive property of projection operator and Cauchy-Schwartz inequality, it can be verified
that

$$
\begin{aligned}
& \left\|x^{k+1}-x_{v, \varepsilon}\right\|^{2} \leq\left\|x^{k}-x_{v, \varepsilon}\right\|^{2}+\alpha_{\max }^{2}\left\|\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)-\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x_{V, \varepsilon}, \lambda_{v, \varepsilon}\right)\right\|^{2} \\
- & 2 \alpha_{\min }\left(\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)-\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right)\right)^{T}\left(x^{k}-x_{v, \varepsilon}\right) \\
+ & 2\left(\alpha_{\max }-\alpha_{\min }\right)\left\|\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)-\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda_{V, \varepsilon}\right)\right\|\left\|x^{k}-x_{V, \varepsilon}\right\|,
\end{aligned}
$$

and

$$
\begin{aligned}
\left\|\lambda^{k+1}-\lambda_{v, \varepsilon}\right\|^{2} \leq & \left\|\lambda^{k}-\lambda_{v, \varepsilon}\right\|^{2}+\tau^{2}\left\|\left(-d\left(x^{k}\right)+\varepsilon \lambda^{k}\right)-\left(-d\left(x_{v, \varepsilon}\right)+\varepsilon \lambda_{v, \varepsilon}\right)\right\|^{2} \\
& -2 \tau\left(-d\left(x^{k}\right)+\varepsilon \lambda^{k}+d\left(x_{v, \varepsilon}\right)-\varepsilon \lambda_{v, \varepsilon}\right)^{T}\left(\lambda^{k}-\lambda_{v, \varepsilon}\right) .
\end{aligned}
$$

Summing the preceding two relations, we obtain

$$
\begin{align*}
\left\|z^{k+1}-z_{v, \varepsilon}\right\|^{2} & \leq\left\|z^{k}-z_{v, \varepsilon}\right\|^{2}+\max \left\{\alpha_{\max }^{2}, \tau^{2}\right\}\left\|\Phi\left(z^{k}\right)-\Phi\left(z_{v, \varepsilon}\right)\right\|^{2} \\
& -2 \alpha_{\min }\left(\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)-\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right)\right)^{T}\left(x^{k}-x_{v, \varepsilon}\right) \\
& +2\left(\alpha_{\max }-\alpha_{\min }\right)\left\|\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)-\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right)\right\|\left\|x^{k}-x_{v, \varepsilon}\right\| \\
& -2 \tau\left(\nabla_{\lambda} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)-\nabla_{\lambda} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right)\right)^{T}\left(\lambda^{k}-\lambda_{v, \varepsilon}\right) . \tag{2.23}
\end{align*}
$$

We now consider three cases:
Case $1\left(\tau<\alpha_{\min } \leq \alpha_{\max }\right)$ : By adding and subtracting

$$
2 \tau\left(\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)-\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right)\right)^{T}\left(x^{k}-x_{v, \varepsilon}\right)
$$

we see that relation in (2.23) can be written as

$$
\begin{aligned}
\left\|z^{k+1}-z_{v, \varepsilon}\right\|^{2} & \leq\left\|z^{k}-z_{v, \varepsilon}\right\|^{2}+\alpha_{\max }^{2}\left\|\Phi_{v, \varepsilon}\left(z^{k}\right)-\Phi_{v, \varepsilon}\left(z_{v, \varepsilon}\right)\right\|^{2} \\
& -2 \tau\left(\Phi_{v, \varepsilon}\left(z^{k}\right)-\Phi_{v, \varepsilon}\left(z_{v, \varepsilon}\right)\right)^{T}\left(z^{k}-z_{v, \varepsilon}\right) \\
& -2\left(\alpha_{\min }-\tau\right)\left(\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)-\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right)\right)^{T}\left(x^{k}-x_{V, \varepsilon}\right) \\
& +2\left(\alpha_{\max }-\alpha_{\min }\right)\left\|\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)-\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right)\right\|\left\|x^{k}-x_{v, \varepsilon}\right\| .
\end{aligned}
$$

By Lemma 3, the mapping $\Phi_{v, \varepsilon}$ is strongly monotone and Lipschitz with constants $\mu=\min \{v, \varepsilon\}$
and $L_{\Phi}(v, \varepsilon)$, respectively. Hence, from the preceding relation we obtain

$$
\begin{aligned}
\left\|z^{k+1}-z_{v, \varepsilon}\right\|^{2} & \leq\left(1+\alpha_{\max }^{2} L_{\Phi}^{2}(v, \varepsilon)-2 \tau \mu\right)\left\|z^{k}-z_{v, \varepsilon}\right\|^{2} \\
& -2\left(\alpha_{\min }-\tau\right)\left(\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)-\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right)\right)^{T}\left(x^{k}-x_{v, \varepsilon}\right) \\
& +2\left(\alpha_{\max }-\alpha_{\min }\right)\left\|\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)-\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right)\right\|\left\|x^{k}-x_{v, \varepsilon}\right\| .
\end{aligned}
$$

Now

$$
\begin{aligned}
\left\|\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)-\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right)\right\|\left\|x^{k}-x_{v, \varepsilon}\right\| & \leq\left\|\Phi\left(z^{k}\right)-\Phi\left(z_{v, \varepsilon}\right)\right\|\left\|z^{k}-z_{v, \varepsilon}\right\| \\
& \leq L_{\Phi}(v, \varepsilon)\left\|z^{k}-z_{v, \varepsilon}\right\|^{2}
\end{aligned}
$$

and thus we get

$$
\begin{align*}
\left\|z^{k+1}-z_{v, \varepsilon}\right\|^{2} & \leq\left(1+\alpha_{\max }^{2} L_{\Phi}^{2}(v, \varepsilon)-2 \tau \mu\right)\left\|z^{k}-z_{v, \varepsilon}\right\|^{2}+2\left(\alpha_{\max }-\alpha_{\min }\right) L_{\Phi}(v, \varepsilon)\left\|z^{k}-z_{v, \varepsilon}\right\|^{2} \\
& -2\left(\alpha_{\min }-\tau\right)\left(\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)-\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right)\right)^{T}\left(x^{k}-x_{v, \varepsilon}\right) \tag{2.24}
\end{align*}
$$

We next estimate the last term in the preceding relation. By adding and subtracting $\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda^{k}\right)$, we have

$$
\begin{aligned}
& \left(\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)-\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right)\right)^{T}\left(x^{k}-x_{v, \varepsilon}\right) \\
& =\left(\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)-\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda^{k}\right)\right)^{T}\left(x^{k}-x_{v, \varepsilon}\right) \\
& +\left(\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda^{k}\right)-\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right)\right)^{T}\left(x^{k}-x_{v, \varepsilon}\right)
\end{aligned}
$$

Using the strong monotonicity of $\nabla_{x} \mathcal{L}_{V, \varepsilon}$, and writing the second term on the right hand side explicitly, we get

$$
\begin{aligned}
& \left(\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)-\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right)\right)^{T}\left(x^{k}-x_{v, \varepsilon}\right) \\
& \geq v\left\|x^{k}-x_{v, \varepsilon}\right\|^{2}+\sum_{j=1}^{m}\left(\nabla d_{j}\left(x_{v, \varepsilon}\right)\left(\lambda_{j}^{k}-\lambda_{v, \varepsilon, j}\right)\right)^{T}\left(x^{k}-x_{v, \varepsilon}\right) \\
& \geq v\left\|x^{k}-x_{v, \varepsilon}\right\|^{2}-\frac{1}{2}\left\|\sum_{j=1}^{m} \nabla d_{j}\left(x_{v, \varepsilon}\right)\left(\lambda_{j}^{k}-\lambda_{v, \varepsilon, j}\right)\right\|^{2}-\frac{1}{2}\left\|x^{k}-x_{v, \varepsilon}\right\|^{2},
\end{aligned}
$$

where the last step follows by noting that $a b \geq-\frac{1}{2}\left(a^{2}+b^{2}\right)$. Using Cauchy-Schwartz and Hölder's
inequality, we have

$$
\begin{aligned}
\left\|\sum_{j=1}^{m} \nabla d_{j}\left(x_{v, \varepsilon}\right)\left(\lambda_{j}^{k}-\lambda_{v, \varepsilon, j}\right)\right\|^{2} & \leq\left(\sum_{j=1}^{m}\left\|\nabla d_{j}\left(x_{v, \varepsilon}\right)\right\|\left|\lambda_{j}^{k}-\lambda_{v, \varepsilon, j}\right|\right)^{2} \\
& \leq\left(\sum_{j=1}^{m}\left\|\nabla d_{j}\left(x_{v, \varepsilon}\right)\right\|^{2}\right)\left\|\lambda^{k}-\lambda_{v, \varepsilon}\right\|^{2} \\
& \leq M_{d}^{2}\left\|\lambda^{k}-\lambda_{v, \varepsilon}\right\|^{2}
\end{aligned}
$$

where in the last step, the boundedness of $\nabla d(x)$ over $K$ was employed $\left(\|\nabla d(x)\| \leq M_{d}\right)$. By combining the preceding relations, we obtain

$$
\begin{aligned}
\left(\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)\right. & \left.-\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right)\right)^{T}\left(x^{k}-x_{v, \varepsilon}\right) \\
& \geq-\frac{1}{2}\left((1-2 v)\left\|x^{k}-x_{v, \varepsilon}\right\|^{2}+M_{d}^{2}\left\|\lambda^{k}-\lambda_{v, \varepsilon}\right\|^{2}\right) \\
& \geq-\frac{1}{2} \max \left\{1-2 v, M_{d}^{2}\right\}\left\|z^{k}-z_{v, \varepsilon}\right\|^{2}
\end{aligned}
$$

If the above estimate is substituted in (2.24), we obtain

$$
\left\|z^{k+1}-z_{v, \varepsilon}\right\|^{2} \leq q_{v, \varepsilon}\left\|z^{k}-z_{v, \varepsilon}\right\|^{2}
$$

where $q_{v, \varepsilon}=1+\alpha_{\max }^{2} L_{\Phi}^{2}(v, \varepsilon)-2 \mu \tau+\left(\alpha_{\min }-\tau\right) \max \left\{1-2 v, M_{d}^{2}\right\}+2\left(\alpha_{\max }-\alpha_{\min }\right) L_{\Phi}(v, \varepsilon)$, thus showing the desired relation.

Case 2 ( $\alpha_{\min } \leq \tau<\alpha_{\max }$ ): By adding and subtracting

$$
2 \alpha_{\min }\left(\nabla_{\lambda} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)-\nabla_{\lambda} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right)\right)^{T}\left(\lambda^{k}-\lambda_{v, \varepsilon}\right)
$$

for $\tau<\alpha_{\text {max }}$ relation (2.23) reduces to

$$
\begin{aligned}
\left\|z^{k+1}-z_{v, \varepsilon}\right\|^{2} & \leq\left\|z^{k}-z_{v, \varepsilon}\right\|^{2}+\alpha_{\max }^{2}\left\|\Phi\left(z^{k}\right)-\Phi\left(z_{v, \varepsilon}\right)\right\|^{2} \\
& -2 \alpha_{\min }\left(\Phi\left(z^{k}\right)-\Phi\left(z_{v, \varepsilon}\right)\right)^{T}\left(z^{k}-z_{v, \varepsilon}\right) \\
& -2\left(\tau-\alpha_{\min }\right)\left(\nabla_{\lambda} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)-\nabla_{\lambda} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right)\right)^{T}\left(\lambda^{k}-\lambda_{v, \varepsilon}\right) \\
& +2\left(\alpha_{\max }-\alpha_{\min }\right)\left\|\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)-\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right)\right\|\left\|x^{k}-x_{v, \varepsilon}\right\|,
\end{aligned}
$$

which by Lipschitz continuity and strong monotonicity of $\Phi$ implies,

$$
\begin{aligned}
\left\|z^{k+1}-z_{v, \varepsilon}\right\|^{2} & \leq\left(1+\alpha_{\max }^{2} L_{\Phi}^{2}(v, \varepsilon)-2 \alpha_{\min } \mu\right)\left\|z^{k}-z_{v, \varepsilon}\right\|^{2} \\
& +2\left(\alpha_{\max }-\alpha_{\min }\right)\left\|\nabla_{\lambda} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)-\nabla_{\lambda} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right)\right\|\left\|\lambda^{k}-\lambda_{v, \varepsilon}\right\| \\
& +2\left(\alpha_{\max }-\alpha_{\min }\right)\left\|\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)-\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right)\right\|\left\|x^{k}-x_{v, \varepsilon}\right\| .
\end{aligned}
$$

Using Hölder's inequality, we get

$$
\begin{aligned}
\left\|z^{k+1}-z_{v, \varepsilon}\right\|^{2} & \leq\left(1+\alpha_{\max }^{2} L_{\Phi}^{2}(v, \varepsilon)-2 \alpha_{\min } \mu\right)\left\|z^{k}-z_{v, \varepsilon}\right\|^{2} \\
& +2\left(\alpha_{\max }-\alpha_{\min }\right)\left\|\Phi\left(z^{k}\right)-\Phi\left(z_{v, \varepsilon}\right)\right\|\left\|z^{k}-z_{v, \varepsilon}\right\|
\end{aligned}
$$

Finally using Lipschitz continuity of $\Phi$ we get

$$
\left\|z^{k+1}-z_{v, \varepsilon}\right\|^{2} \leq q\left\|z^{k}-z_{v, \varepsilon}\right\|^{2}
$$

where $q_{v, \varepsilon}=1+\alpha_{\max }^{2} L_{\Phi}^{2}(v, \varepsilon)-2 \alpha_{\min } \mu+2\left(\alpha_{\max }-\alpha_{\min }\right) L_{\Phi}(v, \varepsilon)$.
Case $3\left(\alpha_{\min } \leq \alpha_{\max } \leq \tau\right)$ : Note that

$$
\begin{aligned}
& \left(\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)-\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right)\right)^{T}\left(x^{k}-x_{v, \varepsilon}\right) \\
& =\left(\Phi_{v, \varepsilon}\left(z^{k}\right)-\Phi_{v, \varepsilon}\left(z_{v, \varepsilon}\right)\right)^{T}\left(z^{k}-z_{v, \varepsilon}\right) \\
& -\left(-d\left(x^{k}\right)+\varepsilon \lambda^{k}+d\left(x_{v, \varepsilon}\right)-\varepsilon \lambda_{v, \varepsilon}\right)^{T}\left(\lambda^{k}-\lambda_{v, \varepsilon}\right) .
\end{aligned}
$$

Thus, from the preceding equality and relation (2.23), where $\alpha_{\max }<\tau$, we have

$$
\begin{aligned}
\left\|z^{k+1}-z_{v, \varepsilon}\right\|^{2} & \leq\left\|z^{k}-z_{v, \varepsilon}\right\|^{2}+\tau^{2}\left\|\Phi\left(z^{k}\right)-\Phi\left(z_{v, \varepsilon}\right)\right\|^{2} \\
& -2 \alpha_{\min }\left(\Phi\left(z^{k}\right)-\Phi\left(z_{v, \varepsilon}\right)\right)^{T}\left(z^{k}-z_{v, \varepsilon}\right) \\
& -2\left(\tau-\alpha_{\min }\right)\left(\nabla_{\lambda} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)-\nabla_{\lambda} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right)\right)^{T}\left(\lambda^{k}-\lambda_{v, \varepsilon}\right) \\
& +2\left(\alpha_{\max }-\alpha_{\min }\right)\left\|\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)-\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right)\right\|\left\|x^{k}-x_{v, \varepsilon}\right\| .
\end{aligned}
$$

By Lemma 3, the mapping $\Phi_{v, \varepsilon}$ is strongly monotone and Lipschitz with constants $\mu=\min \{v, \varepsilon\}$
and $L_{\Phi}(v, \varepsilon)$, respectively. Hence, it follows

$$
\begin{aligned}
\left\|z^{k+1}-z_{v, \varepsilon}\right\|^{2} & \leq\left(1+\tau^{2} L_{\Phi}^{2}(v, \varepsilon)-2 \alpha_{\min } \mu\right)\left\|z^{k}-z_{v, \varepsilon}\right\|^{2} \\
& -2\left(\tau-\alpha_{\min }\right)\left(\nabla_{\lambda} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)-\nabla_{\lambda} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right)\right)^{T}\left(\lambda^{k}-\lambda_{v, \varepsilon}\right) \\
& +2\left(\alpha_{\max }-\alpha_{\min }\right)\left\|\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)-\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right)\right\|\left\|x^{k}-x_{v, \varepsilon}\right\|,
\end{aligned}
$$

which can be further estimated as

$$
\begin{align*}
\left\|z^{k+1}-z_{v, \varepsilon}\right\|^{2} & \leq\left(1+\tau^{2} L_{\Phi}^{2}(v, \varepsilon)-2 \alpha_{\min } \mu\right)\left\|z^{k}-z_{v, \varepsilon}\right\|^{2}+2\left(\alpha_{\max }-\alpha_{\min }\right) L_{\Phi}(v, \varepsilon)\left\|z^{k}-z_{v, \varepsilon}\right\|^{2} \\
& -2\left(\tau-\alpha_{\min }\right)\left(\nabla_{\lambda} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)-\nabla_{\lambda} \mathcal{L}_{v, \varepsilon}\left(x_{v, \varepsilon}, \lambda_{v, \varepsilon}\right)\right)^{T}\left(\lambda^{k}-\lambda_{v, \varepsilon}\right) . \tag{2.25}
\end{align*}
$$

Next, we estimate the last term on the right hand side of the preceding relation. Through the use of Cauchy-Schwartz inequality, we have

$$
\left(d\left(x^{k}\right)-d\left(x_{v, \varepsilon}\right)\right)^{T}\left(\lambda^{k}-\lambda_{v, \varepsilon}\right) \leq \frac{1}{2}\left\|d\left(x^{k}\right)-d\left(x_{v, \varepsilon}\right)\right\|^{2}+\frac{1}{2}\left\|\lambda^{k}-\lambda_{v, \varepsilon}\right\|^{2} .
$$

By the continuity of the gradient mapping of $d(x)=\left(d_{1}(x), \ldots, d_{m}(x)\right)^{T}$ and its boundedness $\left(\|\nabla d(x)\| \leq M_{d}\right)$, using the Mean-value Theorem we further have

$$
\left\|d\left(x^{k}\right)-d\left(x_{v, \varepsilon}\right)\right\|^{2} \leq M_{d}^{2}\left\|x^{k}-x_{v, \varepsilon}\right\|^{2}
$$

From the preceding two relations we have

$$
\left(d\left(x^{k}\right)-d\left(x_{v, \varepsilon}\right)\right)^{T}\left(\lambda^{k}-\lambda_{v, \varepsilon}\right) \leq \frac{M_{d}^{2}}{2}\left\|x^{k}-x_{v, \varepsilon}\right\|^{2}+\frac{1}{2}\left\|\lambda^{k}-\lambda_{v, \varepsilon}\right\|^{2}
$$

which when substituted in inequality (2.25) yields

$$
\begin{aligned}
\left\|z^{k+1}-z_{v, \varepsilon}\right\|^{2} \leq & \left(1+\tau^{2} L_{\Phi}^{2}(v, \varepsilon)-2 \mu \alpha_{\min }+2\left(\alpha_{\max }-\alpha_{\min }\right) L_{\Phi}(v, \varepsilon)\right)\left\|z^{k}-z_{v, \varepsilon}\right\|^{2} \\
& +\left(\tau-\alpha_{\min }\right)(1-2 \varepsilon)\left\|\lambda^{k}-\lambda_{v, \varepsilon}\right\|^{2}+\left(\tau-\alpha_{\min }\right) M_{d}^{2}\left\|x^{k}-x_{v, \varepsilon}\right\|^{2} .
\end{aligned}
$$

The desired relation follows by observing that

$$
(1-2 \varepsilon)\left\|\lambda^{k}-\lambda_{v, \varepsilon}\right\|^{2}+M_{d}^{2}\left\|x^{k}-x_{v, \varepsilon}\right\|^{2} \leq \max \left\{1-2 \varepsilon, M_{d}^{2}\right\}\left\|z^{k}-z_{v, \varepsilon}\right\|^{2} .
$$

An immediate corollary of Theorem 2 is obtained when all users have the same steplength. More precisely, we have the following algorithm:

$$
\begin{align*}
x^{k+1} & =\Pi_{K}\left(x^{k}-\alpha \nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)\right) \\
\lambda^{k+1} & =\Pi_{\mathcal{D}_{v}}\left(\lambda^{k}+\tau \nabla_{\lambda} \mathcal{L}_{v, \varepsilon}\left(x^{k}, \lambda^{k}\right)\right) \tag{2.26}
\end{align*}
$$

where $\alpha>0$ and $\tau>0$ are, respectively, primal and dual stepsizes. We present the convergence of the sequence $\left\{z^{k}\right\}$ with $z^{k}=\left(x^{k}, \lambda^{k}\right)$ in the next corollary.

Corollary 1. Let Assumptions 2-4 hold. Let $\left\{z^{k}\right\}$ be a sequence generated by (2.26) with the primal and dual step-sizes chosen independently. Then, we have

$$
\left\|z^{k+1}-z_{v, \varepsilon}\right\| \leq \sqrt{q_{v, \varepsilon}}\left\|z^{k}-z_{v, \varepsilon}\right\| \quad \text { for all } k \geq 0
$$

where $q_{v, \varepsilon}$ is given by

$$
\begin{aligned}
& q_{v, \varepsilon}=1-2 \mu \min \{\alpha, \tau\}+\max \left\{\alpha^{2}, \tau^{2}\right\} L_{\Phi}^{2}(v, \varepsilon)+\theta(\alpha, \tau), \\
& \text { and } \theta(\alpha, \tau) \triangleq\left\{\begin{array}{l}
(\alpha-\tau) \max \left\{1-2 v, M_{d}^{2}\right\} \text { for } \tau \leq \alpha, \\
(\tau-\alpha) \max \left\{1-2 \varepsilon, M_{d}^{2}\right\} \quad \text { for } \alpha<\tau,
\end{array}\right.
\end{aligned}
$$

$\mu=\min \{v, \varepsilon\}$ and $L_{\Phi}^{2}(v, \varepsilon)$ is as given in Lemma 3.
Note that when $\alpha_{\min }=\alpha_{\max }=\tau$ and $\tau<2 \mu / L_{\Phi}^{2}(v, \varepsilon)$, Theorem 2 implies the standard contraction result for a strongly monotone and Lipschitz mapping. However, Theorem 2 does not guarantee the existence of a tuple ( $\alpha_{\min }, \alpha_{\max }, \tau$ ) resulting in a contraction in general, i.e., does not ensure that $q_{v, \varepsilon} \in(0,1)$. This is done in the following lemma.

Lemma 4. Let $q_{v, \varepsilon}$ be as given in Theorem 1. Then, there exists a tuple $\left(\alpha_{\min }, \alpha_{\max }, \tau\right)$ such that $q_{v, \varepsilon} \in(0,1)$.

Proof. It suffices to show that there exists a tuple ( $\alpha_{\min }, \alpha_{\text {max }}, \tau$ ) such that

$$
\begin{array}{ll}
0<1+\alpha_{\max }^{2} L_{\Phi}^{2}(v, \varepsilon)-2 \mu \tau+\left(\alpha_{\min }-\tau\right) \max \left\{1-2 v, M_{d}^{2}\right\} & \\
+2\left(\alpha_{\max }-\alpha_{\min }\right) L_{\Phi}(v, \varepsilon)<1 & \tau<\alpha_{\min } \leq \alpha_{\max } \\
0<1+\alpha_{\max }^{2} L_{\Phi}^{2}(v, \varepsilon)-2 \alpha_{\min } \mu & \\
+2\left(\alpha_{\max }-\alpha_{\min }\right) L_{\Phi}(v, \varepsilon)<1 & \alpha_{\min } \leq \tau<\alpha_{\max } \\
0<1+\tau^{2} L_{\Phi}^{2}(v, \varepsilon)-2 \mu \alpha_{\min }+\left(\tau-\alpha_{\min }\right) \max \left\{1-2 \varepsilon, M_{d}^{2}\right\} & \\
+2\left(\alpha_{\max }-\alpha_{\min }\right) L_{\Phi}(v, \varepsilon)<1 & \alpha_{\min } \leq \alpha_{\max } \leq \tau .
\end{array}
$$

Also, it suffices to prove only one of the cases since the other cases follow by interchanging the roles of $\tau$ and $\alpha_{\min }$ or $\tau$ and $\alpha_{\max }$. We consider the case where $\tau<\alpha_{\min } \leq \alpha_{\max }$. Here, if $\alpha_{\max }<2 \mu / L_{\Phi}^{2}(v, \varepsilon)$ then there is $\beta<1$ such that setting $\tau=\beta \alpha_{\max }$ we have $q<1$. To see this let $\alpha_{\text {min }}=\beta_{1} \alpha_{\text {max }}$ such that $\beta<\beta_{1} \leq 1$ and $\max \left\{1-2 v, M_{d}^{2}\right\}=M_{d}^{2}$. Consider

$$
q_{v, \varepsilon}-1=-2 \mu \tau+\alpha_{\max }^{2} L_{\Phi}^{2}(v, \varepsilon)+\left(\alpha_{\min }-\tau\right) M_{d}^{2}+2\left(\alpha_{\max }-\alpha_{\min }\right) L_{\Phi}(v, \varepsilon) .
$$

Setting $\tau=\beta \alpha_{\max }, \alpha_{\min }=\beta_{1} \alpha_{\max }$, the preceding relation reduces to

$$
q_{v, \varepsilon}-1=-2 \mu \beta \alpha_{\max }+\alpha_{\max }^{2} L_{\Phi}^{2}(v, \varepsilon)+\alpha_{\max }\left(\beta_{1}-\beta\right) M_{d}^{2}+2 \alpha_{\max }\left(1-\beta_{1}\right) L_{\Phi}(v, \varepsilon)
$$

Using $\beta<\beta_{1} \leq 1$ we obtain

$$
q_{v, \varepsilon}-1 \leq-2 \mu \beta \alpha_{\max }+\alpha_{\max }^{2} L_{\Phi}^{2}(v, \varepsilon)+\alpha_{\max }(1-\beta) M_{d}^{2}+2 \alpha_{\max }(1-\beta) L_{\Phi}(v, \varepsilon)
$$

We are done if we show that the expression on the right hand side of the preceding relation is negative for some $\beta$ i.e.,

$$
-2 \mu \beta \alpha_{\max }+\alpha_{\max }^{2} L_{\Phi}^{2}(v, \varepsilon)+\alpha_{\max }(1-\beta) M_{d}^{2}+2 \alpha_{\max }(1-\beta) L_{\Phi}(v, \varepsilon)<0
$$

Following some rearrangement it can be verified that

$$
\beta>\frac{\alpha_{\max } L_{\Phi}^{2}(v, \varepsilon)+M_{d}^{2}+2 L_{\Phi}(v, \varepsilon)}{2 \mu+M_{d}^{2}+2 L_{\Phi}(v, \varepsilon)}
$$

Since we have $\alpha_{\max } L_{\Phi}^{2}(v, \varepsilon)<2 \mu$ it follows that the expression on right hand side of the preceding relation is strictly less than 1 and we have

$$
\beta \in\left(\frac{\alpha_{\max } L_{\Phi}^{2}(v, \varepsilon)+M_{d}^{2}+2 L_{\Phi}(v, \varepsilon)}{2 \mu+M_{d}^{2}+2 L_{\Phi}(v, \varepsilon)}, 1\right),
$$

implying that we have $\beta \in(0,1)$.
The previous result is motivated by several issues arising in practical settings. First there may be errors due to noisy links in the communication network, which may cause inconsistencies across stepsizes. Often, it may be difficult to even enforce this consistency. As a consequence, we examine the extent to which the convergence theory is affected by a lack of consistency. A related question is whether one can, in a distributed setting, impose alternative requirements that
weaken consistency. This can be achieved by setting bounds on the primal and dual stepsizes which are independent. For instance, if $\alpha_{\max }<\frac{2 \mu}{L_{\Phi}^{2}(v, \varepsilon)}$, then it suffices to choose $\tau$ independently as $\tau \leq \beta \alpha_{\max } \leq \beta \frac{2 \mu}{L_{\Phi}^{2}(v, \varepsilon)}$, where $\beta$ is chosen independently. Importantly, Lemma 4 provides a characterization of the relationship between $\alpha_{\min }, \alpha_{\max }$ and $\tau$ using the values of problem parameters, to ensure convergence of the scheme. Expectedly, as the numerical results testify, the performance does deteriorate when there $\alpha_{i}$ 's and $\tau$ do not match.

Finally, we remark briefly on the relevance of allowing for differing stepsizes. In distributed settings, communication of stepsizes may be corrupted via error due to noisy communication links. A majority of past work on such problems (cf. [3,27]) requires that stepsizes be consistent across users. Furthermore, in constrained regimes, there is a necessity to introduce both primal (user) stepsizes and dual (link) stepsizes. We show that there may be limited diversity across all of these parameters while requiring that these parameters together satisfy some relationship. One may question if satisfying this requirement itself requires some coordination. In fact, we show that this constraint is implied by a set of private user-specific and dual requirements on their associated stepsizes, allowing for ease of implementation.

### 2.2.5 Extension to independently chosen regularization parameters

In this subsection, we extend the results of the preceding section to a regime where the $i$ th user selects its own regularization parameter $v_{i}$. Before proceeding, we provide a brief motivation of such a line of questioning. In networked settings specifying stepsizes and regularization parameters for the users at every instant is generally challenging. Enforcing consistent choices across these users is also difficult. An alternative lies in broadcasting a range of choices for stepsizes, as done in the previous subsection. In this section, we show that an analogous approach can be leveraged for specifying regularization parameters, with limited impacts on the final results. Importantly, the benefit of these results lies in the fact that enforcement of consistency of regularization parameters is no longer necessary. We start with definition of the regularized Lagrangian function with user specific regularization terms. In particular, we let

$$
\begin{equation*}
\mathcal{L}_{V, \mathcal{\varepsilon}}(x, \lambda)=f(x)+\frac{1}{2} x^{T} V x+\lambda^{T} d(x)-\frac{\varepsilon}{2}\|\lambda\|^{2} \tag{2.27}
\end{equation*}
$$

where $V$ is a diagonal matrix with diagonal entries $v_{1}, \ldots, v_{N}$. In this case, letting

$$
v_{\max } \triangleq \max _{i \in\{1, \ldots, N\}}\left\{v_{i}\right\},
$$

for some $\hat{x} \in K$ and $\dot{\lambda} \geq 0$, we define the set $\mathcal{D}_{v_{\text {max }}}$ given by:

$$
\begin{equation*}
\mathcal{D}_{v_{\max }}=\left\{\lambda \in \mathbb{R}^{m} \left\lvert\, \sum_{j=1}^{m} \lambda_{j} \leq \frac{f(\hat{x})+\frac{v_{\max }}{2}\|\dot{x}\|^{2}-v(\dot{\lambda})}{\min _{1 \leq j \leq m}\left\{-d_{j}(\tilde{x})\right\}}\right., \lambda \geq 0\right\} . \tag{2.28}
\end{equation*}
$$

We consider the regularized primal problem (2.1) with the regularization term $\frac{1}{2} x^{T} V x$. We let $\Lambda_{V}^{*}$ be the set of dual optimal solutions of such regularized primal problem. Then, relation (2.10) holds for $\Lambda_{V}^{*}$ and $\mathcal{D}_{V_{\max }}$, i.e., $\Lambda_{V}^{*} \subseteq \mathcal{D}_{V_{\max }}$ and, therefore, the development in the preceding two sections extends to this case as well. We let $x_{V}^{*}$ and $\lambda_{V}^{*}$ denote primal-dual of the regularized primal problem with the regularization term $\frac{1}{2} x^{T} V x$. Analogously, we let $x_{V, \varepsilon}^{*}$ and $\lambda_{V, \varepsilon}^{*}$ denote respectively the primal and the dual part of the saddle point solution for $\mathcal{L}_{V, \varepsilon}(x, \lambda)$ over $K \times \mathbb{R}_{+}^{m}$. We present the modified results in the form of remarks and omit the details of proofs.

The bound of Proposition 1 when user $i$ uses its own regularization parameter $v_{i}$ will reduce to:

$$
\left(x_{V}^{*}-x_{V, \varepsilon}\right)^{T} V\left(x_{V}^{*}-x_{V, \varepsilon}\right)+\frac{\varepsilon}{2}\left\|\lambda_{V, \varepsilon}\right\|^{2} \leq \frac{\varepsilon}{2}\left\|\lambda_{\mathbf{V}}^{*}\right\|^{2} \quad \text { for all } \lambda_{V}^{*} \in \Lambda_{V}^{*}
$$

and thus we have the following bound

$$
\left\|x_{V}^{*}-x_{V, \varepsilon}\right\| \leq \sqrt{\frac{\varepsilon}{2 v_{\min }}} \max _{\lambda^{*} \in \mathcal{D}_{v_{\max }}}\left\|\lambda^{*}\right\|
$$

where $v_{\text {min }} \triangleq \min _{i \in\{1, \ldots, N\}}\left\{v_{i}\right\}$.
The result in Lemma 2 is replaced by the following one.
Lemma 5. Let Assumptions 1 and 2 hold. For any $v_{i}>0, i=1, \ldots, N$, and $\varepsilon>0$, we have

$$
\begin{aligned}
& \max \left\{0, d_{j}\left(x_{V, \varepsilon}\right)\right\} \leq M_{d_{j}} M_{v_{\max }} \sqrt{\frac{\varepsilon}{2 v_{\min }}} \quad \text { for all } j=1, \ldots, m \\
&\left|f\left(x_{V, \varepsilon}\right)-f\left(x^{*}\right)\right| \leq M_{f} M_{v_{\max }} \sqrt{\frac{\varepsilon}{2 v_{\min }}}+\frac{v_{\max }}{2} D^{2}
\end{aligned}
$$

with $M_{d_{j}}=\max _{x \in K}\left\|\nabla d_{j}(x)\right\|$ for each $j=1, \ldots, m, M_{f}=\max _{x \in K}\|\nabla f(x)\|, M_{v_{\max }}=\max _{\lambda^{*} \in \mathcal{D}_{v_{\max }}}\left\|\lambda^{*}\right\|$ and $D=\max _{x \in K}\|x\|$.

Our result following Lemma 2 where we describe how one may choose parameters $\varepsilon$ and $v$ to get within a given threshold error on the deviation of the obtained function value from its optimal counterpart will have to be reconsidered using the appropriate parameters $v_{\min }$ and $v_{\max }$. More
precisely, we will have $\left|f\left(x_{V, \varepsilon}\right)-f\left(x^{*}\right)\right|<\delta$ if we have

$$
M_{f} M_{v_{\max }} \sqrt{\frac{\varepsilon}{v_{\min }}}+\frac{v_{\max }}{2} D^{2}<\delta
$$

Following a similar analysis and using the structure of the set $D_{v_{\max }}$, we have

$$
\begin{aligned}
M_{v_{\max }} \sqrt{\frac{\varepsilon}{2 v_{\min }}} & =\sqrt{\frac{\varepsilon}{2 v_{\min }}}\left(\max _{\lambda \in \mathcal{D}_{v_{\max }}}\|\lambda\|_{1}\right) \\
& =\sqrt{\frac{\varepsilon}{2 v_{\min }}}\left(\frac{f(\dot{x})+\frac{v_{\max }}{2}\|\dot{x}\|^{2}-v(\dot{\lambda})}{\min _{1 \leq j \leq m}\left\{-d_{j}(\hat{x})\right\}}\right) \\
& =\sqrt{\frac{\varepsilon}{2 v_{\min }}}\left(\frac{f(\dot{x})-v(\dot{\lambda})}{\min _{1 \leq j \leq m}\left\{-d_{j}(\hat{x})\right\}}\right)+\sqrt{\frac{\varepsilon}{2 v_{\min }}}\left(\frac{\frac{v_{\max }}{2}\|\dot{x}\|^{2}}{\min _{1 \leq j \leq m}\left\{-d_{j}(\hat{x})\right\}}\right),
\end{aligned}
$$

Letting $a=\frac{f(\hat{x})-v(\hat{\lambda})}{\sqrt{2} \min _{1 \leq j \leq m}\left\{-d_{j}(\hat{x})\right\}}$ and $b=\frac{\|\hat{x}\|^{2}}{2 \sqrt{2} \min _{1 \leq j \leq m}\left\{-d_{j}(\hat{x})\right\}}$, we have

$$
M_{f} M_{v_{\max }} \sqrt{\frac{\varepsilon}{v_{\min }}}+\frac{v_{\max }}{2} D^{2} \leq M_{f}\left(\frac{a \sqrt{\varepsilon}}{\sqrt{v_{\min }}}+b \sqrt{\frac{\varepsilon v_{\max }^{2}}{v_{\min }}}\right)+\frac{v_{\max }}{2} D^{2}<\delta
$$

Next, we may choose parameters $v_{\min }, v_{\max }$ and $\varepsilon$ so that the above inequality is satisfied. The expression suggests that one must choose $\varepsilon<v_{\text {min }}$ (as $M_{f}$ could be large). Thus, setting $\varepsilon=$ $v_{\text {min }} v_{\text {max }}^{2}$, we will obtain a quadratic inequality in parameter $v_{\text {max }}$ which can subsequently allow for selecting $v_{\text {max }}$ and, therefore, selecting $v_{\text {min }}$ and $\varepsilon$.

Analogous to the definition of the mapping $\Phi_{v, \varepsilon}(x, \lambda)$ in (2.7), we define the regularized mapping corresponding to the Lagrangian in (2.27). Specifically, we have the regularized mapping $\Phi_{V, \varepsilon}(x, \lambda)$ given by

$$
\Phi_{V, \varepsilon}(x, \lambda) \triangleq\left(\nabla_{x} \mathcal{L}_{V, \varepsilon}(x, \lambda),-\nabla_{\lambda} \mathcal{L}_{V, \varepsilon}(x, \lambda)\right)=\left(\nabla_{x} \mathcal{L}(x, \lambda)+V x,-d(x)+\varepsilon \lambda\right) .
$$

The properties of $\Phi_{V, \varepsilon}$, namely, strong monotonicity and Lipschitz continuity remain. Specifically, $\Phi_{V, \varepsilon}$ is strongly monotone with the same constant $\mu$ as before, i.e., $\mu=\min \left\{v_{\min }, \varepsilon\right\}$. However, Lipschitz constant is not the same. Letting $L_{\Phi}(V, \varepsilon)$ denote a Lipschitz constant for $\Phi_{V, \varepsilon}$, we have

$$
\begin{equation*}
L_{\Phi}(V, \varepsilon)=\sqrt{\left(L+v_{\max }+M_{d}+M_{v_{\max }} L_{d}\right)^{2}+\left(M_{d}+\varepsilon\right)^{2}} \tag{2.29}
\end{equation*}
$$

The result of Theorem 2 can be expressed as in the following corollary.
Corollary 2. Let Assumptions 1-4 hold. Let $\left\{z^{k}\right\}$ be a sequence generated by (2.22) with each user using $v_{i}$ as its regularization parameter instead of $v$. Then, we have

$$
\left\|z^{k+1}-z_{V, \varepsilon}\right\| \leq \sqrt{q_{V, \varepsilon}}\left\|z^{k}-z_{V, \mathcal{\varepsilon}},\right\|
$$

with $q_{V, \varepsilon}$ as given in Theorem 2, where $L_{\Phi}(v, \varepsilon)$ is replaced by $L_{\Phi}(V, \varepsilon)$ from (2.29).

### 2.3 A regularized dual method

The focus in Section 2.2 has been on primal-dual method dealing with problems where a set of convex constraints couples the user decisions. A key property of our primal-dual method is that both schemes have the same time-scales. In many practical settings, the primal and dual updates are carried out by very different entities so that the time-scales may be vastly different. For instance, the dual updates of the Lagrange multipliers could be controlled by the network operator and might be on a slower time-scale than the primal updates that are made by the users. Dual methods have proved useful in multiuser optimization problems and their convergence to the optimal primal solution has been studied for the case when the user objectives are strongly convex [3, 2].

In this section, we consider regularization to deal with the lack of strong convexity of Lagrangian subproblems and to also accommodate inexact solutions of the Lagrangian subproblems. For the inexact solutions, we develop error bounds. Inexactness is essential in constructing distributed online schemes that require primal solutions within a fixed amount of time. In the standard dual framework, for each $\lambda \in \mathbb{R}_{+}^{m}$, a solution $x(\lambda) \in K$ of a Lagrangian subproblem is given by a solution to $\operatorname{VI}\left(K, \nabla_{x} \mathcal{L}(x, \lambda)\right)$, which satisfies the following inequality:

$$
(x-x(\lambda))^{T} \nabla_{x} \mathcal{L}(x(\lambda), \lambda) \geq 0 \quad \text { for all } x \in K
$$

where $\nabla_{\lambda} \mathcal{L}(x(\lambda), \lambda)=\nabla_{x} f(x(\lambda))+\sum_{j=1}^{m} \lambda_{j} \nabla d_{j}(x(\lambda))$. An optimal dual variable $\lambda$ is a solution of $\operatorname{VI}\left(\mathbb{R}_{+}^{m},-\nabla_{\lambda} \mathcal{L}(x(\boldsymbol{\lambda}), \boldsymbol{\lambda})\right)$ given by

$$
(\hat{\lambda}-\lambda)^{T}\left(-\nabla_{\lambda} \mathcal{L}(x(\lambda), \lambda)\right) \geq 0 \quad \text { for all } \hat{\lambda} \in \mathbb{R}_{+}^{m},
$$

where $\nabla_{\lambda} \mathcal{L}(x, \lambda)=d(x)$. We consider a regularization in both primal and dual space as discussed in Section 2.2. In Section 2.3.1, we discuss the exact dual method and provide the contraction re-
sults in the primal and dual space as well as bounds on the infeasibility. These results are extended to allow for inexact solutions of Lagrangian subproblems in Section 2.3.2.

### 2.3.1 Regularized exact dual method

We begin by considering an exact dual scheme for the regularized problem given by

$$
\begin{align*}
x^{t} & =\Pi_{K}\left(x^{t}-\alpha \nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x^{t}, \lambda^{t}\right)\right)  \tag{2.30}\\
\lambda^{t+1} & =\Pi_{\mathcal{D}_{v}}\left(\lambda^{t}+\tau \nabla_{\lambda} \mathcal{L}_{v, \varepsilon}\left(x^{t}, \lambda^{t}\right)\right) \quad \text { for } t \geq 0, \tag{2.31}
\end{align*}
$$

where the set $\mathcal{D}_{v}$ is as defined in (2.10). In the primal step (2.30), the vector $x^{t}$ denotes the solution $x\left(\lambda^{t}\right)$ of the fixed-point equation corresponding to the current Lagrange multiplier $\lambda^{t}$.

We now focus on the conditions ensuring that the sequence $\left\{\lambda^{t}\right\}$ converges to the optimal dual solution $\lambda_{v, \varepsilon}^{*}$ and that the corresponding $\left\{x\left(\lambda^{t}\right)\right\}$ converges to the primal optimal $x_{v, \varepsilon}^{*}$ of the regularized problem. We note that Proposition 1 combined with Lemma 2 provide bounds on the constraint violations, and a bound on the difference in the function values $f\left(x_{v, \varepsilon}^{*}\right)$ and the primal optimal value $f^{*}$ of the original problem.

Lemma 6. Under Assumption 2, the function $-d(x(\lambda))$ is co-coercive in $\lambda$ with constant $\frac{v}{M_{d}^{2}}$, where $M_{d}=\max _{x \in K}\|\nabla d(x)\|$.

Proof. Let $\lambda_{1}$ and $\lambda_{2} \in \mathbb{R}_{+}^{m}$. Let $x_{1}$ and $x_{2}$ denote the solutions to $\operatorname{VI}\left(K, \nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x, \lambda_{1}\right)\right)$ and $\operatorname{VI}\left(K, \nabla_{x} \mathcal{L}_{V, \varepsilon}\left(x, \lambda_{2}\right)\right)$, respectively. Then, we have the following inequalities:

$$
\begin{aligned}
& \left(x_{2}-x_{1}\right)^{T}\left(\nabla f_{v}\left(x_{1}\right)+\sum_{j=1}^{m} \lambda_{1, j} \nabla d_{j}\left(x_{1}\right)\right) \geq 0, \\
& \left(x_{1}-x_{2}\right)^{T}\left(\nabla f_{v}\left(x_{2}\right)+\sum_{j=1}^{m} \lambda_{2, j} \nabla d_{j}\left(x_{2}\right)\right) \geq 0
\end{aligned}
$$

where $\lambda_{1, j}$ and $\lambda_{2, j}$ denote the $j$ th component of vectors $\lambda_{1}$ and $\lambda_{2}$, respectively. Summing these inequalities, we get

$$
\begin{align*}
& \sum_{j=1}^{m} \lambda_{1, j}\left(x_{2}-x_{1}\right)^{T} \nabla d_{j}\left(x_{1}\right)+\sum_{j=1}^{m} \lambda_{2, j}\left(x_{1}-x_{2}\right)^{T} \nabla d_{j}\left(x_{2}\right) \\
& \geq\left(x_{2}-x_{1}\right)^{T}\left(\nabla f_{v}\left(x_{2}\right)-\nabla f_{v}\left(x_{1}\right)\right) \geq v\left\|x_{2}-x_{1}\right\|^{2} \tag{2.32}
\end{align*}
$$

By using the convexity of the functions $d_{j}$ and inequality (2.32), we obtain

$$
\begin{align*}
\left(\lambda_{2}-\lambda_{1}\right)^{T}\left(-d\left(x_{2}\right)+d\left(x_{1}\right)\right) & =\sum_{j=1}^{m} \lambda_{1, j}\left(d_{j}\left(x_{2}\right)-d_{j}\left(x_{1}\right)\right)+\sum_{j=1}^{m} \lambda_{2, j}\left(d_{j}\left(x_{1}\right)-d_{j}\left(x_{2}\right)\right) \\
& \geq \sum_{j=1}^{m} \lambda_{1, j}\left(x_{2}-x_{1}\right)^{T} \nabla d_{j}\left(x_{1}\right)+\sum_{j=1}^{m} \lambda_{2, j}\left(x_{1}-x_{2}\right)^{T} \nabla d_{j}\left(x_{2}\right) \\
& \geq v\left\|x_{2}-x_{1}\right\|^{2} . \tag{2.33}
\end{align*}
$$

Now, by using the Lipschitz continuity of $d(x)$, as implied by Assumption 2, we see that $\| x_{2}-$ $x_{1}\left\|^{2} \geq \frac{v}{M_{d}^{2}}\right\| d\left(x_{2}\right)-d\left(x_{1}\right) \|^{2}$ with $M_{d}=\max _{x \in K} \nabla d(x)$, which when substituted in the preceding relation yields the result.

We now prove our convergence result for the dual method, relying on the exact solution of the corresponding Lagrangian subproblem.

Proposition 3. Let Assumptions 1 and 2 hold, and let the step size $\tau$ be such that

$$
\tau<\frac{2 v}{M_{d}^{2}+2 \varepsilon v} \quad \text { with } \quad M_{d}=\max _{x \in K} \nabla d(x)
$$

Then, for the sequence $\left\{\lambda_{t}\right\}$ generated by the dual method in (2.31), we have

$$
\left\|\lambda^{t+1}-\lambda_{v, \varepsilon}^{*}\right\| \leq q\left\|\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right\| \quad \text { where } q=1-\tau \varepsilon
$$

Proof. By using the definition of the dual method in (2.31) and the non-expansivity of the projection, we obtain the following set of inequalities:

$$
\begin{aligned}
\left\|\lambda^{t+1}-\lambda_{v, \varepsilon}^{*}\right\|^{2} \leq & \left\|\lambda^{t}+\tau\left(d\left(x^{t}\right)-\varepsilon \lambda^{t}\right)-\left(\lambda_{v, \varepsilon}^{*}+\tau\left(d\left(x_{v, \varepsilon}^{*}\right)-\varepsilon \lambda_{v, \varepsilon}^{*}\right)\right)\right\|^{2} \\
= & \left\|(1-\tau \varepsilon)\left(\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right)-\tau\left(d\left(x_{v, \varepsilon}^{*}\right)-d\left(x^{t}\right)\right)\right\|^{2} \\
= & (1-\tau \varepsilon)^{2}\left\|\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right\|^{2}+\tau^{2}\left\|d\left(x_{v, \varepsilon}^{*}\right)-d\left(x^{t}\right)\right\|^{2} \\
& -2 \tau(1-\tau \varepsilon)\left(\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right)^{T}\left(d\left(x_{v, \varepsilon}^{*}\right)-d\left(x^{t}\right)\right) .
\end{aligned}
$$

By invoking the co-coercivity of $-d(x)$ from Lemma 6, we further obtain

$$
\left\|\lambda^{t+1}-\lambda_{v, \varepsilon}^{*}\right\|^{2} \leq(1-\tau \varepsilon)^{2}\left\|\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right\|^{2}+\left(\tau^{2}-2 \tau(1-\tau \varepsilon) \frac{v}{M_{d}^{2}}\right)\left\|d\left(x_{v, \varepsilon}^{*}\right)-d\left(x^{t}\right)\right\|^{2}
$$

A contraction may be obtained by choosing $\tau$ such that $\left(\tau^{2}-2 \tau(1-\tau \varepsilon) \frac{v}{M_{d}^{2}}\right)<0$

$$
\text { and } \tau<\frac{1}{\varepsilon} \text { as given by } \tau<\frac{2 v / M_{d}^{2}}{1+2 \varepsilon v / M_{d}^{2}}<\frac{1}{\varepsilon} \text {. }
$$

We therefore conclude that $\left\|\lambda^{t+1}-\lambda_{v, \varepsilon}^{*}\right\|^{2} \leq(1-\tau \varepsilon)^{2}\left\|\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right\|^{2}$ for all $t \geq 0$.
Next, we examine two remaining concerns. First, can a bound on the norm $\left\|x^{t}-x_{v, \varepsilon}^{*}\right\|$ be obtained, where $x^{t}=x\left(\lambda^{t}\right)$ ? Second, can one make a rigorous statement regarding the infeasibility of $x^{t}$, similar to that provided in the context of the primal-dual method in Section 2.2?

Proposition 4. Let Assumptions 1 and 2 hold. Then, for the sequence $\left\{x^{t}\right\}$, with $x^{t}=x\left(\lambda^{t}\right)$, generated by the dual method (2.30) using a step-size $\tau$ such that $\tau<\frac{2 v}{M_{d}^{2}+2 \varepsilon v}$, we have for all $t \geq 0$,

$$
\left\|x^{t}-x_{v, \varepsilon}^{*}\right\| \leq \frac{M_{d}}{v}\left\|\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right\| \quad \text { and } \quad \max \left\{0, d_{j}\left(x^{t}\right)\right\} \leq \frac{M_{d}^{2}}{v}\left\|\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right\|
$$

Proof. From relation (2.33) in the proof of Lemma 6, the Cauchy-Schwartz inequality and the boundedness of $\nabla d_{j}(x)$ for all $j=1, \ldots, m$, we have

$$
\begin{aligned}
\left\|x^{t}-x_{v, \varepsilon}^{*}\right\|^{2} & =\left\|x\left(\lambda^{t}\right)-x\left(\lambda_{v, \varepsilon}^{*}\right)\right\|^{2} \\
& \leq \frac{1}{v}\left(\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right)^{T}\left(-d\left(x\left(\lambda^{t}\right)\right)+d\left(x\left(\lambda_{v, \varepsilon}^{*}\right)\right)\right) \\
& \leq \frac{M_{d}}{v}\left\|\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right\|\left\|x\left(\lambda^{t}\right)-x\left(\lambda_{v, \varepsilon}^{*}\right)\right\|,
\end{aligned}
$$

implying that $\left\|x^{t}-x_{v, \varepsilon}^{*}\right\| \leq \frac{M_{d}}{v}\left\|\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right\|$. Furthermore, a bound on $\max \left\{0, d_{j}\left(x^{t}\right)\right\}$ can be obtained by invoking the convexity of each of the functions $d_{j}$ and the boundedness of their gradients, as follows:

$$
d_{j}\left(x^{t}\right) \leq d_{j}\left(x_{v, \varepsilon}^{*}\right)+\nabla d_{j}\left(x_{v, \varepsilon}^{*}\right)^{T}\left(x^{t}-x_{v, \varepsilon}^{*}\right) \leq M_{d}\left\|x^{t}-x_{v, \varepsilon}^{*}\right\| \leq \frac{M_{d}^{2}}{v}\left\|\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right\|,
$$

where in the second inequality we use $d_{j}\left(x_{v, \varepsilon}^{*}\right) \leq 0$. Thus, a bound on the violation of constraints $d_{j}(x) \leq 0$ at $x=x^{t}$ is given by $\max \left\{0, d_{j}\left(x^{t}\right)\right\} \leq \frac{M_{d}^{2}}{v}\left\|\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right\|$.

### 2.3.2 Regularized inexact dual method

The exact dual scheme requires solving the Lagrangian subproblem to optimality for a given value of the Lagrange multiplier. In practical settings, primal solutions are obtained via distributed iterative schemes and exact solutions are inordinately expensive from a computational standpoint. This motivates our study of the error properties resulting from solving the Lagrangian subproblem inexactly for every iteration in dual space. In particular, we consider a method executing a specified fixed number of iterations, say $K$, in the primal space for every iteration in the dual space. Our intent is to provide error bounds contingent on $K$. The inexact form of the dual method is given by the following:

$$
\begin{align*}
x^{k+1}\left(\lambda^{t}\right) & =\Pi_{K}\left(x^{k}\left(\lambda^{t}\right)-\alpha \nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x^{k}\left(\lambda^{t}\right), \lambda^{t}\right)\right) \quad k=0, \ldots, K-1, t \geq 0,  \tag{2.34}\\
\lambda^{t+1} & =\Pi_{\mathcal{D}_{v}}\left(\lambda^{t}+\tau \nabla_{\lambda} \mathcal{L}_{v, \varepsilon}\left(x^{K}\left(\lambda^{t}\right), \lambda^{t}\right)\right) \quad t \geq 0 . \tag{2.35}
\end{align*}
$$

Throughout this section, we omit the explicit dependence of $x$ on $\lambda$, by letting $x^{k}(t) \triangleq x^{k}\left(\lambda^{t}\right)$. We have the following result.

Lemma 7. Let Assumptions 1-4 hold. Let $\left\{x^{k}(t)\right\}, k=1, \ldots, K, t \geq 0$ be generated by (2.34) using a step-size $\alpha$, with $0<\alpha<\frac{2}{L_{f}}$ where $L_{f}=L+v+M_{v} L_{d}, L$ and $L_{d}$ are Lipschitz constants for the gradient maps $\nabla f$ and $\nabla d$ respectively, while $M_{v}=\max _{\lambda \in \mathcal{D}_{v}}\|\lambda\|$. Then, we have for all $t$ and all $k=1, \ldots, K$,

$$
\left\|x^{k}(t)-x(t)\right\| \leq q_{p}^{k / 2}\left\|x^{0}(t)-x(t)\right\|
$$

where $x(t):=x\left(\lambda^{t}\right)$ solves the Lagrangian subproblem corresponding to the multiplier $\lambda^{t}$ and $q_{p}=1-\alpha v\left(2-\alpha L_{f}\right)$.

Proof. We observe that for each $\lambda_{t}$ the mapping $\nabla_{x} \mathcal{L}_{v, \varepsilon}\left(x^{k}\left(\lambda^{t}\right), \lambda^{t}\right)$ of the Lagrangian subproblem is strongly monotone and Lipschitz continuous. The geometric convergence follows directly from [57], page 164, Theorem 13.1.

Our next proposition provides a relation for $\left\|\lambda^{t+1}-\lambda_{v, \varepsilon}^{*}\right\|$ in terms of $\left\|\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right\|^{2}$ with an error bound depending on $K$ and $t$.

Proposition 5. Let Assumptions 2-4 hold. Let the sequence $\left\{\lambda^{t}\right\}$ be generated by (2.34)-(2.35) using a step-size $\alpha$ as in Lemma 7 and a step-size $\tau$ such that

$$
\tau<\min \left\{\frac{2 v}{M_{d}^{2}+2 \varepsilon v}, \frac{2 \varepsilon}{1+\varepsilon^{2}}\right\} \quad \text { with } \quad M_{d}=\max _{x \in K}\|\nabla d\|
$$

We then have for all $t \geq 0$,

$$
\left\|\lambda^{t+1}-\lambda_{v, \varepsilon}^{*}\right\|^{2} \leq q_{d}^{t+1}\left\|\lambda^{0}-\lambda_{v, \varepsilon}^{*}\right\|^{2}+\frac{1-q_{d}^{t+1}}{1-q_{d}} M_{d}^{2}\left(q_{d} q_{p}^{K}+2 \tau^{2} M_{x} q_{p}^{K / 2}\right),
$$

where $q_{p}=1-\alpha \nu\left(2-\alpha L_{f}\right), q_{d}=(1-\tau \varepsilon)^{2}+\tau^{2}$, and $M_{x}=\max _{x, y \in K}\|x-y\|$.
Proof. In view of (2.35) and the non-expansive property of the projection, we have

$$
\begin{align*}
\left\|\lambda^{t+1}-\lambda_{v, \varepsilon}^{*}\right\|^{2} \leq & \left\|(1-\tau \varepsilon)\left(\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right)-\tau\left(d\left(x_{v, \varepsilon}^{*}\right)-d\left(x^{K}(t)\right)\right)\right\|^{2} \\
= & (1-\tau \varepsilon)^{2}\left\|\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right\|^{2}+\tau^{2} \underbrace{\left\|d\left(x_{v, \varepsilon}^{*}\right)-d\left(x^{K}(t)\right)\right\|^{2}}_{\text {Term } 1} \\
& -2 \tau(1-\tau \varepsilon) \underbrace{\left(\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right)^{T}\left(d\left(x_{v, \varepsilon}^{*}\right)-d\left(x^{K}(t)\right)\right)}_{\text {Term2 }} . \tag{2.36}
\end{align*}
$$

Next, we provide bounds on terms 1 and 2. For term 1 by adding and subtracting $d(x(t))$, we obtain

$$
\begin{aligned}
& \left\|d\left(x_{v, \varepsilon}^{*}\right)-d\left(x^{K}(t)\right)\right\|^{2}=\left\|d\left(x_{v, \varepsilon}^{*}\right)-d(x(t))+d(x(t))-d\left(x^{K}(t)\right)\right\|^{2} \\
\leq & \left\|d\left(x_{v, \varepsilon}^{*}\right)-d(x(t))\right\|^{2}+\left\|d(x(t))-d\left(x^{K}(t)\right)\right\|^{2}+2\left\|d\left(x_{v, \varepsilon}^{*}\right)-d(x(t))\right\|\left\|d(x(t))-d\left(x^{K}(t)\right)\right\| .
\end{aligned}
$$

By using the Lipschitz continuity of $d(x)$ for $x \in K$, we further have for all $t \geq 0$,

$$
\begin{align*}
\left\|d\left(x_{v, \varepsilon}^{*}\right)-d\left(x^{K}(t)\right)\right\|^{2} \leq & \left\|d\left(x_{v, \varepsilon}^{*}\right)-d(x(t))\right\|^{2}+\left\|d(x(t))-d\left(x^{K}(t)\right)\right\|^{2} \\
& +2 M_{d}^{2}\left\|x_{v, \varepsilon}^{*}-x(t)\right\|\left\|x(t)-x^{K}(t)\right\| . \tag{2.37}
\end{align*}
$$

Now, we consider term 2 , for which by adding and subtracting $d(x(t))$, and by using the cocoercivity of $-d(x(\lambda))$ (see (2.33)), we obtain

$$
\begin{aligned}
& \left(\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right)^{T}\left(d\left(x_{v, \varepsilon}^{*}\right)-d\left(x^{K}(t)\right)\right) \\
& =\left(\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right)^{T}\left(d\left(x_{v, \varepsilon}^{*}\right)-d(x(t))\right)+\left(\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right)^{T}\left(d(x(t))-d\left(x^{K}(t)\right)\right) \\
& \geq \frac{v}{M_{d}^{2}}\left\|d\left(x_{v, \varepsilon}^{*}\right)-d(x(t))\right\|^{2}+\left(\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right)^{T}\left(d(x(t))-d\left(x^{K}(t)\right)\right) .
\end{aligned}
$$

Thus, we have

$$
\begin{align*}
& -2 \tau(1-\tau \varepsilon)\left(\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right)^{T}\left(d\left(x_{v, \varepsilon}^{*}\right)-d\left(x^{K}(t)\right)\right) \leq-2 \tau(1-\tau \varepsilon) \frac{v}{M_{d}^{2}}\left\|d\left(x_{v, \varepsilon}^{*}\right)-d(x(t))\right\|^{2} \\
& +\tau^{2}\left\|\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right\|^{2}+(1-\tau \varepsilon)^{2}\left\|d(x(t))-d\left(x^{K}(t)\right)\right\|^{2} \tag{2.38}
\end{align*}
$$

From relations (2.36), (2.37) and (2.38), by grouping the corresponding expressions accordingly, we obtain

$$
\begin{aligned}
\left\|\lambda^{t+1}-\lambda_{v, \varepsilon}^{*}\right\|^{2} \leq & \left((1-\tau \varepsilon)^{2}+\tau^{2}\right)\left\|\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right\|^{2} \\
& +\left(\tau^{2}-2 \tau(1-\tau \varepsilon) \frac{v}{M_{d}^{2}}\right)\left\|d\left(x_{v, \varepsilon}^{*}\right)-d(x(t))\right\|^{2} \\
& +\left((1-\tau \varepsilon)^{2}+\tau^{2}\right)\left\|d(x(t))-d\left(x^{K}(t)\right)\right\|^{2} \\
& +2 \tau^{2} M_{d}^{2}\left\|x_{v, \varepsilon}^{*}-x(t)\right\|\left\|x(t)-x^{K}(t)\right\| .
\end{aligned}
$$

By Lemma 7, we have $\left\|x^{K}(t)-x(t)\right\| \leq q_{p}^{K / 2}\left\|x^{0}(t)-x(t)\right\|$ with $q_{p}=1-\alpha v\left(2-\alpha L_{f}\right)$. By using this, the Lipschitz continuity of $d(x)$ over $K$, and $\left\|x_{v, \varepsilon}^{*}-x(t)\right\| \leq M_{x}$ where $M_{x}=\max _{x, y \in K}\|x-y\|$, we obtain

$$
\begin{aligned}
\left\|\lambda^{t+1}-\lambda_{v, \varepsilon}^{*}\right\|^{2} \leq & \left((1-\tau \varepsilon)^{2}+\tau^{2}\right)\left\|\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right\|^{2}+\left(\tau^{2}-2 \tau(1-\tau \varepsilon) \frac{v}{M_{d}^{2}}\right) M_{d}^{2} M_{x}^{2} \\
& +\left((1-\tau \varepsilon)^{2}+\tau^{2}\right) M_{d}^{2} q_{p}^{K}+2 \tau^{2} M_{d}^{2} M_{x} q_{p}^{K / 2}
\end{aligned}
$$

By choosing $\tau$ such that

$$
\tau<\min \left\{\frac{2 v}{M_{d}^{2}+2 \varepsilon v}, \frac{2 \varepsilon}{1+\varepsilon^{2}}\right\}
$$

we ensure that $(1-\tau \varepsilon)^{2}+\tau^{2}<1$ and $\tau^{2}-2 \tau(1-\tau \varepsilon) \frac{v}{M_{d}^{2}}<0$. Therefore for such a $\tau$, by letting $q_{d}=(1-\tau \varepsilon)^{2}+\tau^{2}$, we have

$$
\left\|\lambda^{t+1}-\lambda_{v, \varepsilon}^{*}\right\|^{2} \leq q_{d}\left\|\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right\|^{2}+q_{d} M_{d}^{2} q_{p}^{K}+2 \tau^{2} M_{d}^{2} M_{x} q_{p}^{K / 2}
$$

and by recursively using the preceding estimate, we obtain

$$
\left\|\lambda^{t+1}-\lambda_{v, \varepsilon}^{*}\right\|^{2} \leq q_{d}^{t+1}\left\|\lambda^{0}-\lambda_{v, \varepsilon}^{*}\right\|^{2}+\frac{1-q_{d}^{t+1}}{1-q_{d}} M_{d}^{2}\left(q_{d} q_{p}^{K}+2 \tau^{2} M_{x} q_{p}^{K / 2}\right) .
$$

Note that by Proposition 5, we have $\lim _{K \rightarrow \infty} q_{p}^{K}=0$ since $q_{p}<1$ and, hence, the term

$$
\frac{1-q_{d}^{t+1}}{1-q_{d}} M_{d}^{2}\left(q_{d} q_{p}^{K}+2 \tau^{2} M_{x} q_{p}^{K / 2}\right)
$$

converges to zero. This is precisely what we expect: as the Lagrangian problem is solved to a greater degree of exactness, the method approaches the exact regularized counterpart of section 2.3.1. Also, note that when $K$ is fixed the following limiting error holds

$$
\lim _{t \rightarrow \infty}\left\|\lambda^{t+1}-\lambda_{v, \varepsilon}^{*}\right\|^{2} \leq \frac{1}{1-q_{d}} M_{d}^{2}\left(q_{d} q_{p}^{K}+2 \tau^{2} M_{x} q_{p}^{K / 2}\right)
$$

We now establish bounds on the norm $\left\|x^{K}(t)-x_{v, \varepsilon}^{*}\right\|$ and the constraint violation $d_{j}(x)$ at $x=x^{K}(t)$ for all $j$.

Proposition 6. Under assumptions of Proposition 5, for the sequence $\left\{x^{K}(t)\right\}$ generated by (2.34)(2.35) we have for all $t \geq 0$,

$$
\begin{aligned}
\left\|x^{K}(t)-x_{v, \varepsilon}^{*}\right\| & \leq q_{p}^{K / 2} M_{x}+\frac{M_{d}}{v}\left\|\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right\|, \\
\max \left\{0, d_{j}\left(x^{K}(t)\right)\right\} & \leq M_{d}\left(q_{p}^{K / 2} M_{x}+\frac{M_{d}}{v}\left\|\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right\|\right),
\end{aligned}
$$

where $q_{p}, M_{x}$ and $M_{d}$ are as defined in Proposition 5.
Proof. Consider $\left\|x^{K}(t)-x_{v, \varepsilon}^{*}\right\|$. By Lemma 7 we have $\left\|x^{K}(t)-x(t)\right\| \leq q_{p}^{K / 2}\left\|x^{0}(t)-x(t)\right\|$, while by co-coercivity of $-d(x)$, it can be seen that $\left\|x(t)-x_{v, \varepsilon}^{*}\right\| \leq \frac{M_{d}}{v}\left\|\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right\|$. Hence,

$$
\left\|x^{K}(t)-x_{v, \varepsilon}^{*}\right\| \leq\left\|x^{K}(t)-x(t)\right\|+\left\|x(t)-x_{v, \varepsilon}^{*}\right\| \leq q_{p}^{K / 2} M_{x}+\frac{M_{d}}{v}\left\|\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right\|
$$

where we also use $\left\|x^{0}(t)-x(t)\right\| \leq M_{x}$. For the constraint $d_{j}$, by convexity of $d_{j}$ and using $d_{j}\left(x_{v, \varepsilon}^{*}\right)$ we have for any $t \geq 0$,

$$
\begin{aligned}
d_{j}\left(x^{K}(t)\right) & \leq d_{j}\left(x_{v, \varepsilon}^{*}\right)+\nabla d\left(x_{v, \varepsilon}^{*}\right)^{T}\left(x^{K}(t)-x_{v, \varepsilon}^{*}\right) \\
& \leq\left\|\nabla d\left(x_{v, \varepsilon}^{*}\right)\right\|\left\|x^{K}(t)-x_{v, \varepsilon}^{*}\right\| \leq M_{d}\left(q_{p}^{K / 2} M_{x}+\frac{M_{d}}{v}\left\|\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right\|\right)
\end{aligned}
$$

where in the last inequality we use the preceding estimate for $\left\|x^{K}(t)-x_{v, \varepsilon}^{*}\right\|$. Thus, for the violation of $d_{j}(x)$ at $x=x^{K}(t)$ we have,

$$
\max \left\{0, d_{j}\left(x^{K}(t)\right)\right\} \leq M_{d}\left(q_{p}^{K / 2} M_{x}+\frac{M_{d}}{v}\left\|\lambda^{t}-\lambda_{v, \varepsilon}^{*}\right\|\right)
$$

One may combine the result of Proposition 6 with the estimate for $\left\|\lambda^{t}-\lambda_{\nu, \varepsilon}\right\|$ of Proposition 5
to bound the norm $\left\|x^{K}(t)-x(t)\right\|$ and the constraint violation $\max \left\{0, d_{j}\left(x^{K}(t)\right)\right\}$ in terms of initial multiplier $\lambda^{0}$ and the optimal dual solution $\lambda_{v, \varepsilon}^{*}$.

An obvious challenge in implementing such schemes is that convergence relies on exact primal solutions. Often, there is a fixed amount of time available for obtaining primal updates, leading us to consider whether one could construct error bounds for dual schemes where an approximate primal solution is obtained through a fixed number of gradient steps.

Finally, we discuss an extension of the preceding results to the case of independently chosen regularization parameters. Analogous to Section 2.2.5, we extend the results of dual method to the case when user $i$ selects a regularization parameter $v_{i}$ for its own Lagrangian subproblem. As in Section 2.2.5, the results follow straight-forwardly from the results developed so far in this section. We briefly discuss the modified results here for completeness.

As in Section 2.2.5, Lagrange multiplier $\lambda$ belongs to set $\mathcal{D}_{v_{\max }}$ defined in (2.28). In this case, similar to the proof of Lemma 6, it can be seen that the function $-d(x(\lambda))$ is co-coercive in $\lambda$ with constant $\frac{v_{\min }}{M_{d}^{2}}$. The result of Proposition 3 will require the dual steplength $\tau$ to satisfy the following relation:

$$
\tau<\frac{2 v_{\min }}{M_{d}^{2}+2 \varepsilon v_{\min }} .
$$

Similarly, the result of Proposition 4 will hold with $v_{\text {min }}$ replacing the regularization parameter $v$ i.e., for $\tau$ such that $\tau<\frac{2 v_{\min }}{M_{d}^{2}+2 \varepsilon v_{\min }}$, we have for all $t \geq 0$,

$$
\left\|x^{t}-x_{V, \varepsilon}^{*}\right\| \leq \frac{M_{d}}{v_{\min }}\left\|\lambda^{t}-\lambda_{V, \varepsilon}^{*}\right\| \quad \text { and } \quad \max \left\{0, d_{j}\left(x^{t}\right)\right\} \leq \frac{M_{d}^{2}}{v_{\min }}\left\|\lambda^{t}-\lambda_{V, \varepsilon}^{*}\right\| .
$$

Finally, Lemma 7 will hold with $L_{f}$ defined by $L_{f}=L+v_{\max }+M_{v} L_{d}$ and $q_{p}=1-\alpha v_{\min }(2-$ $\alpha L_{f}$ ). Also, for the result of Proposition 5 to hold, the dual steplength $\tau$ should be required to satisfy

$$
\tau<\min \left\{\frac{2 v_{\min }}{M_{d}^{2}+2 \varepsilon v_{\min }}, \frac{2 \varepsilon}{1+\varepsilon^{2}}\right\} .
$$

### 2.4 Case study

In this section, we report some experimental results for the algorithms developed in preceding sections. We use the knitro solver [67] on Matlab 7 to compute a solution of the problem and examine the performance of our proposed methods on a multiuser optimization problem involving a serial network with multiple links. The problem captures traffic and communication networks
where users are characterized by utility/cost functions and are coupled through a congestion cost. This case manifests itself through delay arising from the link capacity constraints. In Section 2.4.1, we describe the underlying network structure and the user objectives and we present the numerical results for the primal-dual and dual methods, respectively. In each instance, an emphasis will be laid on determining the impact of the extensions, specifically independent primal and dual step-lengths and independent primal regularization (primal-dual), and inexact solutions of the Lagrangian subproblems (dual).

### 2.4.1 Network and user data



Figure 2.1: A network with 5 users and 9 links.

The network comprises of a set of $N$ users sharing a set $\mathscr{L}$ of links (see Fig. 2.1 for an illustration). A user $i \in N$ has a cost function $f_{i}\left(x_{i}\right)$ of its traffic rate $x_{i}$ given by

$$
\begin{equation*}
f_{i}\left(x_{i}\right)=-k_{i} \log \left(1+x_{i}\right) \quad \text { for } i=1, \ldots, N . \tag{2.39}
\end{equation*}
$$

Each user selects an origin-destination pair of nodes on this network and faces congestion based on the links traversed along the prescribed path connecting the selected origin-destination nodes.

We consider the congestion cost of the form:

$$
\begin{equation*}
c(x)=\sum_{i=1}^{N} \sum_{l \in \mathscr{L}} x_{l i} \sum_{j=1}^{N} x_{l j} \tag{2.40}
\end{equation*}
$$

where, $x_{l j}$ is the flow of user $j$ on link $l$. The total cost of the network is given by

$$
f(x)=\sum_{i=1}^{N} f_{i}(x)+c(x)=\sum_{i=1}^{N}-k_{i} \log \left(1+x_{i}\right)+\sum_{i=1}^{N} \sum_{l \in \mathscr{L}} x_{l i} \sum_{j=1}^{N} x_{l j} .
$$

Let $A$ denote the adjacency matrix that specifies the set of links traversed by the traffic generated by the users. More precisely, $A_{l i}=1$ if traffic of user $i$ goes through link $l$ and 0 otherwise. It can be seen that $\nabla c(x)=2 A^{T} A x$ and thus the Lipschitz constant of the gradient map $\nabla f(x)$ is given by $L=\sqrt{\sum_{i} k_{i}^{2}}+2\left\|A^{T} A\right\|$. Throughout this section, we consider a network with 9 links and 5 users. Table 2.1 summarizes the traffic in the network as generated by the users and the parameters $k_{i}$ of the user objective. The user traffic rates are coupled through the constraint of the

Table 2.1: Network and User Data

| User $(i)$ | Links traversed | $k_{i}$ |
| :---: | :---: | :---: |
| 1 | L2, L3, L6 | 10 |
| 2 | L2, L5, L9 | 0 |
| 3 | L1, L5, L9 | 10 |
| 4 | L6, L4, L9 | 10 |
| 5 | L8, L9 | 10 |

form $\sum_{i=1}^{N} A_{l i} x_{i} \leq C_{l}$ for all $l \in \mathscr{L}$, where $C_{l}$ is the maximum aggregate traffic through link $l$. The constraint can be compactly written as $A x \leq C$, where $C$ is the link capacity vector and is given by $C=(10,15,20,10,15,20,20,15,25)$.

Regularized Primal-Dual Method. Figure 2.2 shows the number of iterations required to attain a desired error level for $\left\|z^{k}-z_{v, \varepsilon}^{*}\right\|$ with $\left\{z^{k}\right\}$ generated by primal-dual algorithm (2.26) for different values of the step-size ratio $\beta=\alpha / \tau$ between the primal step-size $\alpha$ and dual stepsize $\tau$. Note that in this case each user has the same step-size and the regularization parameter. Relations in Lemma 4 are used to obtain the theoretical range for the ratio parameter $\beta$ and the corresponding step-lengths. The regularization parameters $v$ and $\varepsilon$ were both set at 0.1 , such that $\mu=\min \{v, \varepsilon\}=0.1$ and the algorithm was terminated when $\left\|z^{k}-z_{\nu, \varepsilon}^{*}\right\| \leq 10^{-3}$. It can be observed that the number of iterations required for convergence decreases as the step-size ratio of approaches the value 1 .


Figure 2.2: Performance of Primal-Dual Method for independent step-sizes in primal and dual space.

Figure 2.3 illustrates the performance of the primal-dual algorithm in terms of the number of iterations required to attain $\left\|z^{k}-z_{v, \varepsilon}^{*}\right\|<10^{-3}$ as the steplength deviation in primal space $\alpha_{\max }-$ $\alpha_{\text {min }}$ increases. All users employ the same regularization parameter $v_{i}=v=0.1$ and the dual regularization parameter $\varepsilon$ is chosen to be 0.1 . The plot demonstrates that, as the deviation between users' step-sizes increases, the number of iteration for a desired accuracy also increases.

Next, we let each user choose its own regularization parameter $v_{i}$ with uniform distribution over interval $\left(v_{\min }, 0.1\right)$ for a given $v_{\min } \leq 0.1$. Figure 2.4 shows the performance of the primal-dual algorithm in terms of the number of iterations required to attain the error $\left\|z^{k}-z_{V, \varepsilon}^{*}\right\|<10^{-3}$ as $v_{\text {min }}$ is varied from 0.01 to 0.1 . The dual steplength was set at $\tau=1.9 \mu / L_{\Phi}^{2}$, where $\mu=\min \left\{v_{\min }, \varepsilon\right\}$ with $\varepsilon=0.1$. The primal stepsizes that users employ are the same across the users and are given by $\alpha_{i}=\alpha=\beta \tau$, where $\beta$ is as given in Lemma 4. As expected, the number of iterations increases when $v_{\text {min }}$ decreases.

Regularized Dual Method. Figure 2.5(a) compares dual iterations required to reach an accuracy level of $\left\|\lambda^{k}-\lambda_{v, \varepsilon}^{*}\right\| \leq 10^{-6}$ for each $K$ where $\left\{\lambda^{k}\right\}$ is generated using dual method (2.35) and $K$ is the number of iterations in the primal space for each $\lambda^{k}$. The regularization parameter $\varepsilon$ is varied from 0.0005 to 0.0025 , while $v$ is fixed at 0.001 . The primal step-size is set at $\alpha=0.25 / L_{f}$ and the dual step-size is taken as $\tau=0.75 v / M_{d}^{2}$ (see Section 2.3). Faster dual convergence was observed as $K$ was increased for all ranges of parameters tested. For the case when $v=0.001$ and $\varepsilon=0.001$, Figure $2.5(\mathrm{~b})$ shows the dependency of total number of iterations required (primal $\times$ dual) for $\left\|\lambda^{k}-\lambda_{v, \varepsilon}^{*}\right\| \leq 10^{-6}$ as the number $K$ of primal iterations is varied. It can be observed


Figure 2.3: Performance of Primal-Dual method for deviation in user step-size.
that beyond a threshold level for $K$, the total number of iterations starts increasing. In effect, the extra effort in obtaining increasingly exact solutions to the Lagrangian subproblem is not met with faster convergence in the dual space.

### 2.5 Summary and conclusions

This chapter focuses on a class of multiuser optimization problems in which user interactions are seen in the user objectives (through congestion or delay functions) and in the coupling constraints (as arising from shared resources). Traditional algorithms rely on a high degree of separability and cannot be directly employed. They also rely on coordination in terms of uniform or equal stepsizes across users. The coordination requirements have been weakened to various degrees in this chapter, which considers primal-dual and dual gradient algorithms, derived from the fixed-point formulations of the regularized problem. These schemes are analyzed in an effort to make rigorous statements regarding convergence behavior as well as provide error bounds in regularized settings that limited coordination across step-length choices and inexact solutions. The main contributions are summarized next:
(1) Regularized primal-dual method: Under suitable convexity assumptions, we consider a regularized primal-dual projection scheme and provide error bounds for the regularized solution and optimal function value with respect to their optimal counterparts. In addition, we also


Figure 2.4: Performance of Primal-Dual method as user minimum regularization parameter $v_{\text {min }}$ varies.
obtain a bound on the infeasibility for the regularized solution. We also show that, under some conditions, the method can be extended to allow not only for independent selection of primal and dual stepsizes as well as independently chosen stepsizes by every user but also when users choose their regularization parameter independently.
(2) Regularized dual method: In contrast with (1), applying dual schemes would require an optimal primal solution for every dual step. We show the contractive nature of a regularized dual scheme reliant on exact primal solutions. Furthermore, we develop asymptotic error bounds where for each dual iteration, the primal method for solving the Lagrangian subproblem terminates after a fixed number of steps. We also provide error bounds for the obtained solution and Lagrange multiplier as well as an upper bound on the infeasibility. Finally, we extend these results to the case when each user independently chooses its regularization parameter.

It is of future interest to consider the algorithms proposed in [63,64] as applied to multiuser problem, whereby the users are allowed to implement step-sizes within a prescribed range of values. For this, at first, we would have to develop the error bounds for the algorithms in [63, 64] for the case when different users employ different stepsizes.


Figure 2.5: Inexact Dual Method: (a) Comparison of dual iterations for a fixed number $K$ of primal iterations; (b) Dependency of the total number of primal and dual iterations as the number $K$ of primal iterations varies.

## Chapter 3

## Regularized Iterative Stochastic Approximation Methods for Cartesian Stochastic Variational Inequalities

In Chapter 2 we presented two distributed algorithms for the generalized multiuser optimization problem. The interest of this chapter is to study distributed algorithms for stochastic variational inequalities with monotone maps. An important question clouding our interest is whether one can construct distributed algorithms abiding the suitable criteria we set in Chapter 1. In particular, the single level iteration one is especially desirable for reasons which will become apparent soon.

Within the framework of stochastic variational inequalities, stochastic approximation methods have been recently employed in [36]. The typical stochastic approximation procedure, first introduced by Robbins and Monro [68], works toward finding an extremum of a function $h(x)$ using the following iterative method:

$$
x^{k+1}=x^{k}+a_{k}\left(\nabla h\left(x^{k}\right)+M^{k+1}\right),
$$

where $a_{k}>0$ is a stepsize and $M^{k+1}$ is a martingale difference term. Under reasonable assumptions on the stochastic errors $M^{k}$, stochastic approximation methods ensure that $\left\{x^{k}\right\}$ converges almost surely to an optimal solution of the problem. Jiang and Xu [36] consider the use of stochastic approximation for strongly monotone and Lipschitz continuous maps in the realm of stochastic variational inequalities, rather than optimization problems. The use of stochastic approximation methods has a long tradition in stochastic optimization for both differentiable [68] and nondifferentiable problems [69], while a subset of more recent efforts include [70, 71, 72]. In contrast, our work builds on different deterministic algorithms, including Tikhonov regularization and proximalpoint methods, and combines them with the stochastic approximation approach. At the same time, our convergence results require less stringent monotonicity assumptions on the map.

It should be remarked that Tikhonov-based regularization and Proximal point methods [39] methods have a long history in the solution of ill-posed optimization and variational problems [73, 35] (see Nesterov [64] and Nemirovski [63] for recent work o on proximal point and error bounds). Such methods, in general, require a solution of a regularized (well-posed) problem and an iterative process is often needed to obtain the solution. In both Tikhonov regularization and proximal point methods, two nested iterative procedures are involved, where the outer procedure updates a pa-
rameter after an increasingly accurate solution of an inner subproblem is available. In networked stochastic regimes, this is challenging for two reasons: (1) First, obtaining increasingly accurate solutions of stochastic variational problems via simulation techniques requires significant effort; and (2) Second, assessing solution quality formally requires validation analysis to be conducted over the network, a somewhat challenging task. We obviate this challenge by considering algorithms where the parameter is updated after every iteration and, thus, the update of the steplength and the regularization parameter is synchronized. Such an approach is popularly referred to as iterative regularization. While there have been efforts to use such techniques for optimization problems (cf. [73]), there has been noticeably less in the realm of variational inequalities, barring [74] and more recently [6, 20, 75]. However, much of this work has been restricted to deterministic regimes. In a stochastic regime, Borkar [76] examined two timescale stochastic approximation methods. The present work emphasizes iterative regularization for stochastic variational inequalities with monotone maps. We present and analyze two stochastic iterative regularization methods. Notably, distributed iterative regularization techniques, the deterministic counterparts of these methods, have been examined in the context of monotone Nash games [20, 75].

## 1. Stochastic iterative Tikhonov regularization method:

We consider a stochastic iterative Tikhonov regularization method for monotone stochastic variational inequalities where the steplength and regularization parameter are updated at every iteration. Partially coordinated generalizations are presented where users independently select stepsize and regularization sequences. Under some restrictions on the deviations across the users' choices, we establish convergence properties of the method in almost sure sense.

## 2. Stochastic iterative proximal-point method:

An alternative to the stochastic iterative Tikhonov method lies in a stochastic iterative proximalpoint method where the steplength and prox-parameter are updated at every iteration. As in the case of iterative Tikhonov method, we present convergence results for a partially coordinated implementation. Our convergence results are established for strictly monotone mappings.

The remainder of the chapter is organized as follows. In Section 3.1 we describe the basic framework of stochastic approximation and the supporting convergence results. In Section 3.2, we propose and analyze a stochastic iterative Tikhonov regularization method. Analogous results for a stochastic iterative proximal point method are provided in Section 3.3. Section 3.4, the
performance of our methods and their relative sensitivity to parameters is examined in the context of networked rate allocation game. We conclude the chapter with some remarks in Section 3.5.

### 3.1 Stochastic approximation approach

Consider a variational inequality problem, denoted by $\mathrm{VI}(K, F)$, where the mapping $F: K \rightarrow \mathbb{R}^{n}$ and the set $K$ are given by

$$
F(x) \triangleq\left(\begin{array}{c}
\nabla_{x_{1}} \mathbb{E}\left[f_{1}\left(x, \xi_{1}\right)\right]  \tag{3.1}\\
\vdots \\
\nabla_{x_{N}} \mathbb{E}\left[f_{N}\left(x, \xi_{N}\right)\right]
\end{array}\right), \quad K=\prod_{i=1}^{N} K_{i} .
$$

Note that the set $K$ is closed and convex set in $\mathbb{R}^{n}$, whenever the sets $K_{i}$ are closed and convex. Recall that $\mathrm{VI}(K, F)$ requires determining a vector $x^{*} \in K$ such that

$$
\begin{equation*}
\left(x-x^{*}\right)^{T} F\left(x^{*}\right) \geq 0 \quad \text { for all } x \in K \tag{3.2}
\end{equation*}
$$

When the expectation is over a general measure space, analytical forms of the expectation are often hard to obtain. In such settings, stochastic approximation methods assume relevance.

Towards this end, consider the Robbins-Monro stochastic approximation method for solving the stochastic variational inequality $\mathrm{VI}(K, F)$ in (3.1)-(3.2), given by

$$
\begin{equation*}
x^{k+1}=\Pi_{K}\left[x^{k}-\alpha_{k}\left(F\left(x^{k}\right)+w^{k}\right)\right] \quad \text { for } k \geq 0 \tag{3.3}
\end{equation*}
$$

where $x^{0} \in K$ is a random initial vector that is independent of the random variables $\xi_{i}$ for all $i$ and such that $\mathbb{E}\left[\left\|x^{0}\right\|^{2}\right]$ is finite. The vector $F\left(x^{k}\right)$ is the true value of $F(x)$ at $x=x^{k}, \alpha_{k}>0$ is the stepsize, while the vector $w^{k}$ is the stochastic error given by

$$
w^{k}=-F\left(x^{k}\right)+\tilde{F}\left(x^{k}, \xi^{k}\right),
$$

with

$$
\tilde{F}\left(x^{k}, \xi^{k}\right) \triangleq\left(\begin{array}{c}
\nabla_{x_{1}} f_{1}\left(x^{k}, \xi_{1}^{k}\right) \\
\vdots \\
\nabla_{x_{N}} f_{N}\left(x^{k}, \xi_{N}^{k}\right)
\end{array}\right) \quad \text { and } \quad \xi^{k} \triangleq\left(\begin{array}{c}
\xi_{1}^{k} \\
\vdots \\
\xi_{N}^{k}
\end{array}\right)
$$

The projection method (3.3) is shown to be convergent when the mapping $F$ is strongly mono-
tone and Lipschitz continuous in [36]. In this chapter, we examine how the use of regularization methods can alleviate the strong monotonicity requirement while maintaining single timescale and distributed structure of the algorithm.

In our analysis we use some well-known results on supermartingale convergence, which we provide for convenience. The following result is from [73], Lemma 10, page 49.

Lemma 8. Let $V_{k}$ be a sequence of non-negative random variables adapted to $\sigma$-algebra $\mathcal{F}_{k}$ and such that almost surely

$$
\mathbb{E}\left[V_{k+1} \mid \mathcal{F}_{k}\right] \leq\left(1-u_{k}\right) V_{k}+\beta_{k} \quad \text { for all } k \geq 0
$$

where $0 \leq u_{k} \leq 1, \beta_{k} \geq 0$, and

$$
\sum_{k=0}^{\infty} u_{k}=\infty, \quad \sum_{k=0}^{\infty} \beta_{k}<\infty, \quad \lim _{k \rightarrow \infty} \frac{\beta_{k}}{u_{k}} \rightarrow 0
$$

Then, $V_{k} \rightarrow 0$ a.s.
The result of the following lemma can be found in [73], Lemma 11, page 50.
Lemma 9. Let $V_{k}, u_{k}, \beta_{k}$ and $\gamma_{k}$ be non-negative random variables adapted to $\sigma$-algebra $\mathcal{F}_{k}$. If almost surely $\sum_{k=0}^{\infty} u_{k}<\infty, \sum_{k=0}^{\infty} \beta_{k}<\infty$, and

$$
\mathbb{E}\left[V_{k+1} \mid \mathcal{F}_{k}\right] \leq\left(1+u_{k}\right) V_{k}-\gamma_{k}+\beta_{k} \quad \text { for all } k \geq 0
$$

then almost surely $\left\{V_{k}\right\}$ is convergent and $\sum_{k=0}^{\infty} \gamma_{k}<\infty$.

### 3.2 Stochastic iterative Tikhonov methods

In this section, we propose and analyze a stochastic iterative Tikhonov algorithm for solving the variational inequality $\mathrm{VI}(K, F)$ in (3.1)-(3.2). We consider the case when the mapping $F$ is monotone over the set $K$, i.e., $F$ is such that

$$
(F(x)-F(y))^{T}(x-y) \geq 0 \quad \text { for all } x, y \in K
$$

As we have already seen in previous chapter, a possible approach for addressing monotone variational problems is through a Tikhonov regularization method [35, Ch. 12] (cf. [38, 37]). In the
context of variational inequalities, this avenue typically requires solving a sequence of perturbed variational inequality problems. In particular, the $k$ th problem in the sequence is the variational inequality $\mathrm{VI}\left(K, F+\varepsilon_{k} \mathbf{I}\right)$, where the mapping $F+\varepsilon_{k} \mathbf{I}$ is a perturbation of the original mapping $F$ given by a positive scalar $\varepsilon_{k}$. In this way, each of the variational inequality problems $\mathrm{VI}\left(K, F+\varepsilon_{k} \mathbf{I}\right)$ is strongly monotone and, hence, it has a unique solution denoted by $y^{k} \in K$ (see Theorem 2.3.3 in [35]). Under suitable conditions, it can be seen that the Tikhonov sequence $\left\{y^{k}\right\}$ satisfies $\lim _{k \rightarrow \infty} y^{k}=x^{*}$, where $x^{*}$ is the least norm solution of $\mathrm{VI}(K, F)$ (see Theorem 12.2.3 in [35]). Thus, to reach a solution of $\mathrm{VI}(K, F)$, one has to solve a sequence $\mathrm{VI}\left(K, F+\varepsilon_{k} \mathbf{I}\right)$ of variational inequality problems along some diminishing sequence $\left\{\varepsilon_{k}\right\}$. However, in the current setting, determining a solution $y^{k}$ for a regularized problem $\mathrm{VI}\left(K, F+\varepsilon_{k} \mathbf{I}\right)$ requires either the exact or approximate solution of a strongly monotone stochastic variational inequality (see Section 12.2 in [35]).

In deterministic regimes, a solution to the regularized Tikhonov subproblem may be obtained in a distributed fashion via a projection method. However, in stochastic regimes, this is a more challenging proposition. While an almost sure convergence theory for a stochastic approximation method for strongly monotone variational problems is provided in [36], termination criteria are generally much harder to provide. As a consequence, one often provides confidence intervals in practice by generating a fixed number of sample paths. Furthermore, the convergence theory of Tikhonov-based methods necessitates that the solutions to the subproblem be computed with increasing accuracy. Implementing such algorithms in a stochastic regime is significantly harder since simulation-based methods are employed to obtain confidence intervals for each regularized problem, which require that these intervals get increasingly tighter. In the numerical results, we revisit this challenge by considering the behavior of the standard regularization methods (operating in two nested iterative updates).

Accordingly, we consider an alternative iterative method that avoids solving a sequence of variational inequality problems; instead, each user takes a single projection step associated with his regularized problem. By imposing appropriate assumptions on the steplength and regularization sequences, we may recover convergence to the least-norm Nash equilibrium. To summarize, our intent lies in developing algorithms that are characterized by (a) a single iterative process; (b) a distributed architecture that can accommodate computation of equilibria; and (c) the ability to accommodate uncertainty via expected-value objectives. An important characteristic of our distributed methods is that users can autonomously choose their parameters within from a provided set. Thus, we consider a situation where users choose their individual stepsize and regularization
sequence, leading to the following coupled user-specific Tikhonov updates:

$$
\begin{equation*}
x_{i}^{k+1}=\Pi_{K_{i}}\left[x_{i}^{k}-\alpha_{k, i}\left(F_{i}\left(x^{k}\right)+\varepsilon_{k, i} x_{i}^{k}\right)+w_{i}^{k}\right] . \tag{PITR}
\end{equation*}
$$

Note that $x_{i}^{0} \in K_{i}$ is a random initial point with a finite expectation $\mathbb{E}\left[\left\|x_{i}^{0}\right\|^{2}\right]$ and $F_{i}\left(x^{k}\right)$ denotes the $i$ th component of the mapping $F(x)$ evaluated at $x^{k}$. The vector $w_{i}^{k}$ is a stochastic error for user $i$ in evaluating $F_{i}\left(x^{k}\right)$, while $\alpha_{k, i}$ is the stepsize and $\varepsilon_{k, i}$ is the regularization parameter chosen by user $i$ at the $k$ th iteration. The iterate updates can be compactly written as

$$
\begin{equation*}
x^{k+1}=\Pi_{K}\left[x^{k}-D\left(\alpha_{k}\right)\left(F\left(x^{k}\right)+D\left(\varepsilon_{k}\right) x^{k}+w^{k}\right)\right] \tag{3.4}
\end{equation*}
$$

where $F=\left(F_{1}, \ldots, F_{N}\right), K=\prod_{i=1}^{N} K_{i}$ and $w^{k}=\left(w_{1}^{k}, \ldots, w_{N}^{k}\right)$, while $D\left(\alpha_{k}\right)$ and $D\left(\varepsilon_{k}\right)$ denote the diagonal matrices with diagonal entries $\alpha_{k, i}$ and $\varepsilon_{k, i}$, respectively. The method specified by (PITR) (and its compact version (3.4)) is referred to as a partially coordinated iterative Tikhonov regularization (PITR) method. It is motivated by the need to allow users to choose their steplength and regularization parameter, namely $\alpha_{k, i}$ and $\varepsilon_{k, i}$, while abiding by a coordination requirement.

Typically, an iterative Tikhonov method is studied by at first analyzing the behavior of the Tikhonov sequence $\left\{y^{k}\right\}$, where each $y^{k}$ is a (unique) solution to $\operatorname{VI}\left(K, F+\bar{\varepsilon}_{k} \mathbf{I}\right)$ and the sequence $\left\{y^{k}\right\}$ is obtained as the parameter $\bar{\varepsilon}_{k} \geq 0$ is let to go to zero. Under certain conditions the Tikhonov sequence $\left\{y^{k}\right\}$ converges to the smallest norm solution of $\mathrm{VI}(K, F)$. Then, the sequence of iterates $\left\{x^{k}\right\}$ is related to the Tikhonov sequence to assert the convergence of the iterates $x^{k}$.

We adopt the same approach. However, we cannot directly use the existing results for Tikhonov sequence $\left\{y^{k}\right\}$ such as, for example, those given in Chapter 12.2 of [35]. In particular, arising from user-specific Tikhonov regularization parameters $\varepsilon_{k, i}$ in (3.4), our variational inequalities have the form ${ }^{1} \mathrm{VI}\left(K, F+D\left(\varepsilon_{k}\right)\right)$ instead of $\mathrm{VI}\left(K, F+\bar{\varepsilon}_{k} \mathbf{I}\right)$ (which would be obtained if all the users choose the same regularization parameter $\varepsilon_{k, i}=\bar{\varepsilon}_{k}$ ). In the next two subsections, we develop a necessary result for Tikhonov sequence and investigate the convergence of the method.

### 3.2.1 Tikhonov sequence

Here, we analyze the behavior of our Tikhonov sequence $\left\{y^{k}\right\}$ as each user lets its regularization parameter $\varepsilon_{k, i}$ go to zero with $y^{k} \in \operatorname{SOL}\left(K, F+D\left(\varepsilon_{k}\right)\right)$. Recall that $D\left(\varepsilon_{k}\right)$ is the diagonal matrix with diagonal entries $\varepsilon_{k, i}>0$ and note that each $\operatorname{VI}\left(K, F+D\left(\varepsilon_{k}\right)\right)$ is strongly monotone. Thus, the sequence $\left\{y^{k}\right\}$ is uniquely determined by the choice of user sequences $\left\{\varepsilon_{k, i}\right\}, i=1, \ldots, N$. For the

[^7]sequence $\left\{y^{k}\right\}$, we have the following result.
Lemma 10. Let the set $K \subseteq \mathbb{R}^{n}$ be closed and convex, and let the map $F: K \rightarrow \mathbb{R}^{n}$ be continuous and monotone over $K$. Assume that $\operatorname{SOL}(K, F)$ is nonempty. Let the sequences $\left\{\varepsilon_{k, i}\right\}, i=1, \ldots, N$, be monotonically decreasing to zero and such that $\lim \sup _{k \rightarrow \infty} \frac{\varepsilon_{k, \text { max }}}{\varepsilon_{k, \text { min }}}<\infty$, where $\varepsilon_{k . \max }=\max _{i} \varepsilon_{k, i}$ and $\varepsilon_{k, \min }=\min _{i} \varepsilon_{k, i}$. Then, for the Tikhonov sequence $\left\{y^{k}\right\}$ we have
(a) $\left\{y^{k}\right\}$ is bounded and every accumulation point of $\left\{y^{k}\right\}$ is a solution of $\operatorname{VI}(K, F)$;
(b) The following inequality holds
$$
\left\|y^{k}-y^{k-1}\right\| \leq M_{y} \frac{\varepsilon_{k-1, \max }-\varepsilon_{k, \min }}{\varepsilon_{k, \min }}\left\|y^{k-1}\right\| \quad \text { for all } k \geq 1
$$
where $M_{y}$ is a norm bound on the Tikhonov sequence, i.e., $\left\|y^{k}\right\| \leq M_{y}$ for all $k \geq 0$;
(c) If $\lim \sup _{k \rightarrow \infty} \frac{\varepsilon_{k, \text { max }}}{\varepsilon_{k, \text { min }}} \leq 1$, then $\left\{y^{k}\right\}$ converges to the smallest norm solution of $\operatorname{VI}(K, F)$.

Proof. (a) Since $\operatorname{SOL}(K, F) \neq \emptyset$, by letting $x^{*}$ be any solution of $\mathrm{VI}(K, F)$ we have

$$
\begin{equation*}
\left(x-x^{*}\right)^{T} F\left(x^{*}\right) \geq 0 \quad \text { for all } x \in K . \tag{3.5}
\end{equation*}
$$

Since $y^{k} \in K$ solves $\operatorname{VI}\left(K, F+D\left(\varepsilon_{k}\right)\right)$ for each $k \geq 0$ we have

$$
\begin{equation*}
\left(y-y^{k}\right)^{T}\left(F\left(y^{k}\right)+D\left(\varepsilon_{k}\right) y^{k}\right) \geq 0 \quad \text { for all } y \in K \text { and } k \geq 0 \tag{3.6}
\end{equation*}
$$

By letting $x=y^{k}$ in Eq. (3.5) and $y=x^{*}$ in Eq. (3.6), we obtain for all $k \geq 0$,

$$
\left(y^{k}-x^{*}\right)^{T} F\left(x^{*}\right) \geq 0 \quad \text { and } \quad\left(x^{*}-y^{k}\right)^{T}\left(F\left(y^{k}\right)+D\left(\varepsilon_{k}\right) y^{k}\right) \geq 0
$$

By the monotonicity of $F$ we have $\left(y^{k}-x^{*}\right)^{T}\left(F\left(x^{*}\right)-F\left(y^{k}\right)\right) \leq 0$, implying that

$$
\left(x^{*}-y^{k}\right)^{T} D\left(\varepsilon_{k}\right) y^{k} \geq 0
$$

By rearranging the terms in above expression we have

$$
\left(x^{*}\right)^{T} D\left(\varepsilon_{k}\right) y^{k} \geq\left(y^{k}\right)^{T} D\left(\varepsilon_{k}\right) y^{k} \geq \varepsilon_{k, \min }\left\|y^{k}\right\|^{2}
$$

where $\varepsilon_{k, \min }=\min _{1 \leq i \leq N} \varepsilon_{k, i}$. By using the Cauchy-Schwartz inequality, we see that

$$
\varepsilon_{k, \max }\left\|x^{*}\right\|\left\|y^{k}\right\| \geq\left(x^{*}\right)^{T} D\left(\varepsilon_{k}\right) y^{k}
$$

where $\varepsilon_{k, \max }=\max _{1 \leq i \leq N} \varepsilon_{k, i}$. Combining the preceding two inequalities, we obtain

$$
\begin{equation*}
\left\|y^{k}\right\| \leq \frac{\varepsilon_{k, \max }}{\varepsilon_{k, \min }}\left\|x^{*}\right\| . \tag{3.7}
\end{equation*}
$$

Let $\lim \sup _{k \rightarrow \infty} \frac{\varepsilon_{k, \text { max }}}{\varepsilon_{k, \text { min }}}=c$. Since $c$ is finite (by our assumption), it follows that the sequence $\left\{y^{k}\right\}$ is bounded. By choosing any accumulation point $\tilde{y}$ of $\left\{y^{k}\right\}$ and letting $k \rightarrow \infty$ in Eq. (3.6) over a corresponding convergent subsequence of $\left\{y^{k}\right\}$, in view of continuity of $F$ and $\varepsilon_{k, i} \rightarrow 0$ as $k \rightarrow \infty$, we conclude that

$$
(y-\tilde{y})^{T} F(\tilde{y}) \geq 0 \quad \text { for all } y \in K
$$

Thus, every accumulation point $\tilde{y}$ of $\left\{y^{k}\right\}$ is a solution to $\operatorname{VI}(K, F)$.
(b) Now, we establish the inequality satisfied by the Tikhonov sequence $\left\{y^{k}\right\}$. Since $y^{k}$ solves $\mathrm{VI}\left(K, F+D\left(\varepsilon_{k}\right)\right)$ for each $k \geq 0$, we have for $k \geq 1$,

$$
\left(y^{k-1}-y^{k}\right)^{T}\left(F\left(y^{k}\right)+D\left(\varepsilon_{k}\right) y^{k}\right) \geq 0 \text { and }\left(y^{k}-y^{k-1}\right)^{T}\left(F\left(y^{k-1}\right)+D\left(\varepsilon_{k-1}\right) y^{k-1}\right) \geq 0
$$

By adding the preceding relations, we obtain

$$
\left(y^{k-1}-y^{k}\right)^{T}\left(F\left(y^{k}\right)-F\left(y^{k-1}\right)\right)+\left(y^{k-1}-y^{k}\right)^{T}\left(D\left(\varepsilon_{k}\right) y^{k}-D\left(\varepsilon_{k-1}\right) y^{k-1}\right) \geq 0
$$

By the monotonicity of the mapping $F$, it follows

$$
\left(y^{k-1}-y^{k}\right)^{T}\left(D\left(\varepsilon_{k}\right) y^{k}-D\left(\varepsilon_{k-1}\right) y^{k-1}\right) \geq 0
$$

and thus

$$
\left(y^{k-1}-y^{k}\right)^{T}\left(D\left(\varepsilon_{k}\right) y^{k}-D\left(\varepsilon_{k}\right) y^{k-1}+D\left(\varepsilon_{k}\right) y^{k-1}-D\left(\varepsilon_{k-1}\right) y^{k-1}\right) \geq 0
$$

By rearranging the terms in the above expression, we obtain

$$
\left(y^{k-1}-y^{k}\right)^{T}\left(D\left(\varepsilon_{k}\right)-D\left(\varepsilon_{k-1}\right)\right) y^{k-1} \geq\left(y^{k-1}-y^{k}\right)^{T} D\left(\varepsilon_{k}\right)\left(y^{k-1}-y^{k}\right) \geq \varepsilon_{k, \min }\left\|y^{k}-y^{k-1}\right\|^{2}
$$

In the view of the Cauchy-Schwartz inequality, the left hand side is bounded from above as

$$
\begin{aligned}
\left(y^{k-1}-y^{k}\right)^{T}\left(D\left(\varepsilon_{k}\right)-D\left(\varepsilon_{k-1}\right)\right) y^{k-1} & \leq\left\|y^{k-1}-y^{k}\right\|\left\|\left(D\left(\varepsilon_{k}\right)-D\left(\varepsilon_{k-1}\right)\right) y^{k-1}\right\| \\
& \leq\left(\varepsilon_{k-1, \max }-\varepsilon_{k, \min }\right)\left\|y^{k-1}-y^{k}\right\|\left\|y^{k-1}\right\|
\end{aligned}
$$

where we use the monotonically decreasing property of the regularization sequences $\left\{\varepsilon_{k, i}\right\} i=$ $1, \ldots, N$, to bound the norm $\left\|D\left(\varepsilon_{k}\right)-D\left(\varepsilon_{k-1}\right)\right\|$. Combining the preceding relations we obtain

$$
\begin{equation*}
\left\|y^{k}-y^{k-1}\right\| \leq\left\|y^{k-1}\right\| \frac{\varepsilon_{k-1, \max }-\varepsilon_{k, \min }}{\varepsilon_{k, \min }} \tag{3.8}
\end{equation*}
$$

From the part (a) we have that the Tikhonov sequence is bounded. Let $M_{y}>0$ be such that $\left\|y^{k}\right\| \leq$ $M_{y}$ for all $k$. Then, from relation (3.8) we obtain

$$
\left\|y^{k}-y^{k-1}\right\| \leq M_{y} \frac{\varepsilon_{k-1, \max }-\varepsilon_{k, \min }}{\varepsilon_{k, \min }} \quad \text { for all } k \geq 1
$$

(c) Suppose now $\lim \sup _{k \rightarrow \infty} \frac{\varepsilon_{k, \text { max }}}{\varepsilon_{k, \text { min }}} \leq 1$. Then, by part (a), the sequence $\left\{y^{k}\right\}$ is bounded. Furthermore, in view of relation (3.7) (where the solution $x^{*}$ is arbitrary), it follows that every accumulation point $\tilde{y}$ of $\left\{y^{k}\right\}$ satisfies

$$
\begin{equation*}
\|\tilde{y}\| \leq \underset{k \rightarrow \infty}{\limsup } \frac{\varepsilon_{k, \max }}{\varepsilon_{k, \min }}\left\|x^{*}\right\| \leq\left\|x^{*}\right\| \quad \text { for all } x^{*} \in \operatorname{SOL}(K, F) \tag{3.9}
\end{equation*}
$$

Therefore, every accumulation point $\tilde{y}$ of $\left\{y^{k}\right\}$ is bounded in norm from above by the norm of any solution to $\operatorname{VI}(K, F)$. Since $K$ is closed and convex and $F: K \rightarrow \mathbb{R}^{n}$ is continuous and monotone over $K$, the solution set $\operatorname{SOL}(K, F)$ is closed and convex [35, Vol. 1, Theorem 2.3.5, pg. 158]. By the strong convexity of Euclidean norm $\|x\|^{2}$, the smallest norm solution $x^{*} \in \operatorname{SOL}(K, F)$ must exist and it is unique. In view of relation (3.9), it follows the norm of each accumulation point $\tilde{y}$ of $\left\{y^{k}\right\}$ is bounded from above by the least-norm solution of $\operatorname{VI}(K, F)$. Also, by part (a), we have $\tilde{y} \in \operatorname{SOL}(K, F)$ for every accumulation point $\tilde{y}$, thus implying that the sequence $\left\{y^{k}\right\}$ must converge to the smallest norm solution of $\mathrm{VI}(K, F)$.

Lemma 10 plays a key role in the convergence analysis of the stochastic iterative Tikhonov method (PITR). Aside from this, Lemma 10 may be of its own interest as it extends the existing results for Tikhonov regularization to the case when the regularization mapping is a time varying diagonal matrix as opposed to being the identity mapping as in the standard literature ([77, 35]).

### 3.2.2 Almost sure convergence of stochastic iterative Tikhonov method

We now focus on the method in (PITR). We introduce some notation and state assumptions on the stochastic errors $w^{k}$ that are standard in stochastic approximation methods. Specifically, throughout this section and the remainder of the chapter, we use $\mathcal{F}_{k}$ to denote the $\sigma$-field generated by the initial
point $x^{0}$ and errors $w^{\ell}$ for $\ell=0,1, \ldots, k$, i.e., $\mathcal{F}_{0}=\left\{x^{0}\right\}$ and

$$
\mathcal{F}_{k}=\left\{x^{0},\left(w^{\ell}, \ell=0,1, \ldots, k-1\right)\right\} \quad \text { for } k \geq 1
$$

Now, we specify our assumptions for $\mathrm{VI}(K, F)$ in (3.1)-(3.2) and the stochastic errors $w^{k}$.
Assumption 5. Let the following hold:
(a) The sets $K_{i} \subseteq \mathbb{R}^{n_{i}}$ are closed and convex;
(b) The mapping $F: K \rightarrow \mathbb{R}^{n}$ is monotone and Lipschitz continuous over $K$ with a constant $L$;
(c) The stochastic error is such that $\mathbb{E}\left[w^{k} \mid \mathcal{F}_{k}\right]=0$ for all $k \geq 0$ almost surely.

Expectedly, convergence of the method (PITR) does rely on some coordination across steplengths and the regularization parameters. Specifically, we impose the following conditions.

Assumption 6. Let $\alpha_{k, \max }=\max _{1 \leq i \leq N}\left\{\alpha_{k, i}\right\}, \alpha_{k, \min }=\min _{1 \leq i \leq N}\left\{\alpha_{k, i}\right\}, \varepsilon_{k, \max }=\max _{1 \leq i \leq N}\left\{\varepsilon_{k, i}\right\}$, $\varepsilon_{k, \min }=\min _{1 \leq i \leq N}\left\{\varepsilon_{k, i}\right\}$. Let $\left\{\varepsilon_{k, i}\right\}$ be a monotonically decreasing sequence for each i. Furthermore, with L being the Lipschitz constant of mapping F, let the following hold:
(a) $\lim _{k \rightarrow \infty} \frac{\alpha_{k, \text { max }}}{\alpha_{k, \text { min }}} \frac{\alpha_{k, \text { max }}}{\varepsilon_{k, \text { min }}}\left(\varepsilon_{k, \text { max }}+L\right)^{2}=0$ and $\lim _{k \rightarrow \infty} \frac{\alpha_{k, \text { max }}-\alpha_{k, \text { min }}}{\alpha_{k, \text { min }} \varepsilon_{k, \text { min }}}=0$;
(b) $\lim _{k \rightarrow \infty} \alpha_{k, \min } \varepsilon_{k, \min }=0$ and $\lim _{k \rightarrow \infty} \varepsilon_{k, i}=0$ for all $i$;
(c) $\sum_{k=0}^{\infty} \alpha_{k, \text { min }} \varepsilon_{k, \min }=\infty$;
(d) $\sum_{k=1}^{\infty} \frac{\left(\varepsilon_{k-1, \text { max }}-\varepsilon_{k, \text { min }}\right)^{2}}{\varepsilon_{k, \text { min }}^{2}}\left(1+\frac{1}{\alpha_{k, \text { min }} \varepsilon_{k, \text { min }}}\right)<\infty$;
(e) $\lim _{k \rightarrow \infty} \frac{\left(\varepsilon_{k-1, \text { max }}-\varepsilon_{k, \text { min }}\right)^{2}}{\varepsilon_{k, \text { min }}^{3} \alpha_{k, \text { min }}}\left(1+\frac{1}{\alpha_{k, \text { min }} \varepsilon_{k, \text { min }}}\right)=0$;
(f) $\lim _{k \rightarrow \infty} \frac{\alpha_{k, \text { max }}}{\varepsilon_{k, \text { min }}} \mathbb{E}\left[\left\|w^{k}\right\|^{2} \mid \mathcal{F}_{k}\right]=0$ and $\sum_{k=0}^{\infty} \alpha_{k, \text { max }}^{2} \mathbb{E}\left[\left\|w^{k}\right\|^{2} \mid \mathcal{F}_{k}\right]<\infty$ a.s.

When all the stepsizes $\alpha_{k, i}$ and the regularization parameters $\varepsilon_{k, i}$ across the users are the same, the conditions in Assumption 6 are a combination of the conditions typically assumed for deterministic Tikhonov algorithms and the stepsize conditions imposed in stochastic approximation methods. Later in forthcoming Lemma 11, we demonstrate that Assumption 6 can be satisfied by a simple choice of steplength and regularization sequences of the form $\left(k+\eta_{i}\right)^{-a}$ and $\left(k+\zeta_{i}\right)^{-b}$.

In the following proposition, using Assumption 6, we prove that the random sequence $\left\{x^{k}\right\}$ of the method (PITR) and the Tikhonov sequence $\left\{y^{k}\right\}$ associated with the problems $\operatorname{VI}\left(K, F+D\left(\varepsilon_{k}\right)\right)$,
$k \geq 0$, have the same accumulation points a.s. Assumption 6 basically provides the conditions on the sequences $\left\{\varepsilon_{k, i}\right\}$ and $\left\{\alpha_{k, i}\right\}$ ensuring that the sequence $\left\{\left\|x^{k}-y^{k-1}\right\|^{2}\right\}$ is a convergent supermartingale.

Proposition 7. Let Assumptions 5 and 6 hold. Also, assume that $\operatorname{SOL}(K, F)$ is nonempty. Let the sequence $\left\{x^{k}\right\}$ be generated by stochastic iterative Tikhonov algorithm (PITR). Then, we have

$$
\lim _{k \rightarrow \infty}\left\|x^{k}-y^{k-1}\right\|=0 \quad \text { a.s. }
$$

Proof. By using the relation $y_{i}^{k}=\Pi_{K_{i}}\left[y_{i}^{k}-\alpha_{k, i}\left(F_{i}\left(y^{k}\right)+\varepsilon_{k, i} y_{i}^{k}\right)\right]$ and the non-expansive property of the projection operator, we have

$$
\begin{aligned}
\left\|x_{i}^{k+1}-y_{i}^{k}\right\|^{2} & =\left\|\Pi_{K_{i}}\left[x_{i}^{k}-\alpha_{k, i}\left(F_{i}\left(x^{k}\right)+\varepsilon_{k, i} x_{i}^{k}+w_{i}^{k}\right)\right]-\Pi_{K_{i}}\left[y_{i}^{k}-\alpha_{k, i}\left(F_{i}\left(y^{k}\right)+\varepsilon_{k, i} y_{i}^{k}\right)\right]\right\|^{2} \\
& \leq\left\|x_{i}^{k}-\alpha_{k, i}\left(F_{i}\left(x^{k}\right)+\varepsilon_{k, i} x_{i}^{k}+w_{i}^{k}\right)-y_{i}^{k}+\alpha_{k, i}\left(F_{i}\left(y^{k}\right)+\varepsilon_{k, i} y_{i}^{k}\right)\right\|^{2} .
\end{aligned}
$$

Further, on expanding the expression on left of the preceding relation it can be verified that

$$
\begin{align*}
\left\|x_{i}^{k+1}-y_{i}^{k}\right\|^{2} & \leq\left\|x_{i}^{k}-y_{i}^{k}\right\|^{2}-2 \alpha_{k, i}\left(x_{i}^{k}-y_{i}^{k}\right)^{T}\left(F_{i}\left(x^{k}\right)-F_{i}\left(y^{k}\right)\right)-2 \alpha_{k, i} \varepsilon_{k, i}\left\|x_{i}^{k}-y_{i}^{k}\right\|^{2} \\
& -2 \alpha_{k, i}\left(x_{i}^{k}-y_{i}^{k}\right)^{T} w_{i}^{k}+\alpha_{k, i}^{2}\left\|F_{i}\left(x^{k}\right)-F_{i}\left(y^{k}\right)+w_{i}^{k}+\varepsilon_{k, i}\left(x_{i}^{k}-y_{i}^{k}\right)\right\|^{2} . \tag{3.10}
\end{align*}
$$

The last term in the inequality can be expanded as

$$
\begin{align*}
& \left\|F_{i}\left(x^{k}\right)-F_{i}\left(y^{k}\right)+w_{i}^{k}+\varepsilon_{k, i}\left(x_{i}^{k}-y_{i}^{k}\right)\right\|^{2}=\left\|F_{i}\left(x^{k}\right)-F_{i}\left(y^{k}\right)\right\|^{2}+\left\|w_{i}^{k}\right\|^{2}+\varepsilon_{k, i}^{2}\left\|x_{i}^{k}-y_{i}^{k}\right\|^{2} \\
& +2\left(F_{i}\left(x^{k}\right)-F_{i}\left(y^{k}\right)\right)^{T} w_{i}^{k}+2 \varepsilon_{k, i}\left(\left(x_{i}^{k}-y_{i}^{k}\right)^{T} w_{i}^{k}+\left(F_{i}\left(x^{k}\right)-F_{i}\left(y^{k}\right)\right)^{T}\left(x_{i}^{k}-y_{i}^{k}\right)\right) . \tag{3.11}
\end{align*}
$$

Now, we take the expectation of (3.10) and (3.11) conditional on the past $\mathcal{F}_{k}$, and use $\mathbb{E}\left[w_{i}^{k} \mid \mathcal{F}_{k}\right]=0$ (cf. Assumption 5(c)). By combining the resulting two relations we get

$$
\begin{aligned}
\mathbb{E}\left[\left\|x_{i}^{k+1}-y_{i}^{k}\right\|^{2} \mid \mathcal{F}_{k}\right] & \leq\left(1-2 \alpha_{k, i} \varepsilon_{k, i}+\alpha_{k, i}^{2} \varepsilon_{k, i}^{2}\right)\left\|x_{i}^{k}-y_{i}^{k}\right\|^{2}+\alpha_{k, i}^{2}\left(\left\|F_{i}\left(x^{k}\right)-F_{i}\left(y^{k}\right)\right\|^{2}+\mathbb{E}\left[\left\|w_{i}^{k}\right\|^{2} \mid \mathcal{F}_{k}\right]\right) \\
& +2 \alpha_{k, i}^{2} \varepsilon_{k, i}\left(x_{i}^{k}-y_{i}^{k}\right)^{T}\left(F_{i}\left(x^{k}\right)-F_{i}\left(y^{k}\right)\right)-2 \alpha_{k, i}\left(x_{i}^{k}-y_{i}^{k}\right)^{T}\left(F_{i}\left(x^{k}\right)-F_{i}\left(y^{k}\right)\right)
\end{aligned}
$$

Summing over all $i$ and using $\alpha_{k, \min } \leq \alpha_{k, i} \leq \alpha_{k, \max }, \varepsilon_{k, \min } \leq \varepsilon_{k, i} \leq \varepsilon_{k, \text { max }}$ together with the Lips-
chitz continuity of $F$ yields

$$
\begin{align*}
\mathbb{E}\left[\left\|x^{k+1}-y^{k}\right\|^{2} \mid \mathcal{F}_{k}\right] & \leq\left(1-2 \alpha_{k, \min } \varepsilon_{k, \min }+\alpha_{k, \max }^{2} \varepsilon_{k, \max }^{2}+\alpha_{k, \max }^{2} L^{2}\right)\left\|x^{k}-y^{k}\right\|^{2} \\
& +\alpha_{k, \max }^{2} \mathbb{E}\left[\left\|w^{k}\right\|^{2} \mid \mathcal{F}_{k}\right]+2 \sum_{i=1}^{N} \alpha_{k, i}^{2} \varepsilon_{k, i}\left(x_{i}^{k}-y_{i}^{k}\right)^{T}\left(F_{i}\left(x^{k}\right)-F_{i}\left(y^{k}\right)\right) \\
& -2 \sum_{i=1}^{N} \alpha_{k, i}\left(x_{i}^{k}-y_{i}^{k}\right)^{T}\left(F_{i}\left(x^{k}\right)-F_{i}\left(y^{k}\right)\right) . \tag{3.12}
\end{align*}
$$

Next we estimate the last two sums in (3.12) with the inner product terms $\left(x_{i}^{k}-y_{i}^{k}\right)^{T}\left(F_{i}\left(x^{k}\right)-\right.$ $\left.F_{i}\left(y^{k}\right)\right)$. The first sum involving $\alpha_{k, i}^{2} \varepsilon_{k, i}$ can be estimated as follows:

$$
\sum_{i=1}^{N} 2 \alpha_{k, i}^{2} \varepsilon_{k, i}\left(x_{i}^{k}-y_{i}^{k}\right)^{T}\left(F_{i}\left(x^{k}\right)-F_{i}\left(y^{k}\right)\right) \leq \alpha_{k, \max }^{2} \varepsilon_{k, \max } \sum_{i=1}^{N}\left\|x_{i}^{k}-y_{i}^{k}\right\|\left\|F_{i}\left(x^{k}\right)-F_{i}\left(y^{k}\right)\right\|
$$

By Hölder's inequality, we have $\sum_{i=1}^{N}\left\|x_{i}^{k}-y_{i}^{k}\right\|\left\|F_{i}\left(x^{k}\right)-F_{i}\left(y^{k}\right)\right\| \leq\left\|x^{k}-y^{k}\right\|\left\|F\left(x^{k}\right)-F\left(y^{k}\right)\right\|$, which through the use of Lipschitz continuity of $F$ yields

$$
\begin{equation*}
\sum_{i=1}^{N} 2 \alpha_{k, i}^{2} \varepsilon_{k, i}\left(x_{i}^{k}-y_{i}^{k}\right)^{T}\left(F_{i}\left(x^{k}\right)-F_{i}\left(y^{k}\right)\right) \leq \alpha_{k, \max }^{2} \varepsilon_{k, \max } L\left\|x^{k}-y^{k}\right\|^{2} \tag{3.13}
\end{equation*}
$$

Adding and subtracting $\alpha_{k, \min }\left(x_{i}^{k}-y_{i}^{k}\right)^{T}\left(F_{i}\left(x^{k}\right)-F_{i}\left(y^{k}\right)\right)$ in the last term of (3.12) we have

$$
\begin{aligned}
-\sum_{i=1}^{N} 2 \alpha_{k, i}\left(x_{i}^{k}-y_{i}^{k}\right)^{T}\left(F_{i}\left(x^{k}\right)-F_{i}\left(y^{k}\right)\right) & \leq-2 \alpha_{k, \min }\left(x^{k}-y^{k}\right)^{T}\left(F\left(x^{k}\right)-F\left(y^{k}\right)\right) \\
& +2\left(\alpha_{k, \max }-\alpha_{k, \min }\right) \sum_{i=1}^{N}\left\|x_{i}^{k}-y_{i}^{k}\right\|\left\|F_{i}\left(x^{k}\right)-F_{i}\left(y^{k}\right)\right\|
\end{aligned}
$$

Using monotonicity of $F$ we have $\left(x^{k}-y^{k}\right)^{T}\left(F\left(x^{k}\right)-F\left(y^{k}\right)\right) \geq 0$. Further, by letting $\delta_{k} \triangleq \alpha_{k, \text { max }}-$ $\alpha_{k, \text { min }}$, and using Hölder's inequality and Lipschitz continuity of $F$, we get

$$
\begin{equation*}
-\sum_{i=1}^{N} 2 \alpha_{k, i}\left(x_{i}^{k}-y_{i}^{k}\right)^{T}\left(F_{i}\left(x^{k}\right)-F_{i}\left(y^{k}\right)\right) \leq 2 \delta_{k} L\left\|x^{k}-y^{k}\right\|^{2} \tag{3.14}
\end{equation*}
$$

Combining relations (3.12), (3.13) and (3.14), we obtain

$$
\begin{aligned}
\mathbb{E}\left[\left\|x^{k+1}-y^{k}\right\|^{2} \mid \mathcal{F}_{k}\right] & \leq\left(1-2 \alpha_{k, \min } \varepsilon_{k, \min }+\alpha_{k, \max }^{2} \varepsilon_{k, \max }^{2}+\alpha_{k, \max }^{2} L^{2}\right)\left\|x^{k}-y^{k}\right\|^{2} \\
& +\alpha_{k, \max }^{2} \mathbb{E}\left[\left\|w^{k}\right\|^{2} \mid \mathcal{F}_{k}\right]+\left(2 \alpha_{k, \max }^{2} \varepsilon_{k, \max } L+2 \delta_{k} L\right)\left\|x^{k}-y^{k}\right\|^{2}
\end{aligned}
$$

Letting $q_{k} \triangleq 1-2 \alpha_{k, \min } \varepsilon_{k, \min }+\alpha_{k, \text { max }}^{2}\left(\varepsilon_{k, \max }+L\right)^{2}+2 \delta_{k} L$, we can write

$$
\begin{equation*}
\mathbb{E}\left[\left\|x^{k+1}-y^{k}\right\|^{2} \mid \mathcal{F}_{k}\right] \leq q_{k}\left\|x^{k}-y^{k}\right\|^{2}+\alpha_{k, \max }^{2} \mathbb{E}\left[\left\|w^{k}\right\|^{2} \mid \mathcal{F}_{k}\right] \tag{3.15}
\end{equation*}
$$

Now, we relate $\left\|x^{k}-y^{k}\right\|$ to $\left\|x^{k}-y^{k-1}\right\|$. By the triangle inequality, we have $\left\|x^{k}-y^{k}\right\| \leq \| x^{k}-$ $y^{k-1}\|+\| y^{k-1}-y^{k} \|$, while from Lemma 10 we have

$$
\left\|y^{k}-y^{k-1}\right\| \leq M_{y} \frac{\varepsilon_{k-1, \max }-\varepsilon_{k, \min }}{\varepsilon_{k, \min }} \quad \text { for all } k \geq 1
$$

Therefore, it follows that

$$
\begin{aligned}
\left\|x^{k}-y^{k}\right\|^{2} & \leq\left\|x^{k}-y^{k-1}\right\|^{2}+\left\|y^{k}-y^{k-1}\right\|^{2}+2\left\|x^{k}-y^{k-1}\right\|\left\|y^{k}-y^{k-1}\right\| \\
& \leq\left\|x^{k}-y^{k-1}\right\|^{2}+\left(M_{y} \frac{\varepsilon_{k-1, \max }-\varepsilon_{k, \min }}{\varepsilon_{k, \min }}\right)^{2}+2 M_{y} \frac{\varepsilon_{k-1, \max }-\varepsilon_{k, \min }}{\varepsilon_{k, \min }}\left\|x^{k}-y^{k-1}\right\| .
\end{aligned}
$$

Further we use Cauchy-Schwartz inequality to estimate the last term as follows:

$$
\begin{aligned}
M_{y} \frac{\varepsilon_{k-1, \max }-\varepsilon_{k, \min }}{\varepsilon_{k, \min }}\left\|x^{k}-y^{k-1}\right\| & =2 \sqrt{\alpha_{k, \min } \varepsilon_{k, \min }}\left\|x^{k}-y^{k-1}\right\| \frac{\varepsilon_{k-1, \max }-\varepsilon_{k, \min }}{\sqrt{\alpha_{k, \min } \varepsilon_{k, \min }} \varepsilon_{k, \min }} M_{y} \\
& \leq \alpha_{k, \min } \varepsilon_{k, \min }\left\|x^{k}-y^{k-1}\right\|^{2}+\frac{\left(\varepsilon_{k-1, \max }-\varepsilon_{k, \min }\right)^{2}}{\alpha_{k, \min } \varepsilon_{k, \min }^{3}} M_{y}^{2}
\end{aligned}
$$

Using this in the preceding relation we obtain

$$
\begin{equation*}
\left\|x^{k}-y^{k}\right\|^{2} \leq\left(1+\alpha_{k, \min } \varepsilon_{k, \min }\right)\left\|x^{k}-y^{k-1}\right\|^{2}+\left(M_{y} \frac{\varepsilon_{k-1, \max }-\varepsilon_{k, \min }}{\varepsilon_{k, \min }}\right)^{2}\left(1+\frac{1}{\alpha_{k, \min } \varepsilon_{k, \min }}\right) . \tag{3.16}
\end{equation*}
$$

Combining the relations of (3.15) and (3.16) we obtain the following estimate:

$$
\begin{align*}
\mathbb{E}\left[\left\|x^{k+1}-y^{k}\right\|^{2} \mid \mathcal{F}_{k}\right] \leq & q_{k}\left(1+\alpha_{k, \min } \varepsilon_{k, \min }\right)\left\|x^{k}-y^{k-1}\right\|^{2}+\alpha_{k, \max }^{2} \mathbb{E}\left[\left\|w^{k}\right\|^{2} \mid \mathcal{F}_{k}\right] \\
& +q_{k}\left(M_{y} \frac{\varepsilon_{k-1, \max }-\varepsilon_{k, \min }}{\varepsilon_{k, \min }}\right)^{2}\left(1+\frac{1}{\alpha_{k, \min } \varepsilon_{k, \min }}\right) . \tag{3.17}
\end{align*}
$$

Next, we estimate the coefficient of $\left\|x^{k}-y^{k-1}\right\|^{2}$ in (3.17). Recalling the definition $q_{k}=1-$ $2 \alpha_{k, \min } \varepsilon_{k, \min }+\alpha_{k, \text { max }}^{2}\left(\varepsilon_{k, \text { max }}+L\right)^{2}+2 \delta_{k} L$, we show that $q_{k} \in(0,1)$ for all $k$ large enough. Note
that we can write

$$
q_{k}=1-\alpha_{k, \min } \varepsilon_{k, \min }\left(2-\frac{\alpha_{k, \max }^{2}}{\alpha_{k, \min } \varepsilon_{k, \min }}\left(\varepsilon_{k, \max }+L\right)^{2}-\frac{2 \delta_{k} L}{\alpha_{k, \min } \varepsilon_{k, \min }}\right) .
$$

By Assumption 6(a) we have

$$
\frac{\alpha_{k, \max }^{2}}{\alpha_{k, \min } \varepsilon_{k, \min }}\left(\varepsilon_{k, \max }+L\right)^{2}+\frac{2 \delta_{k} L}{\alpha_{k, \min } \varepsilon_{k, \min }} \rightarrow 0,
$$

implying that there exists a large enough integer $\tilde{k} \geq 0$ such that

$$
\begin{equation*}
\frac{\alpha_{k, \max }^{2}}{\alpha_{k, \min } \varepsilon_{k, \min }}\left(\varepsilon_{k, \max }+L\right)^{2}+\frac{2 \delta_{k} L}{\alpha_{k, \min } \varepsilon_{k, \min }} \leq c \quad \text { for all } k \geq \tilde{k} \text { and some } c \in(0,1) \tag{3.18}
\end{equation*}
$$

Thus,

$$
1 \leq 2-\frac{\alpha_{k, \max }^{2}}{\alpha_{k, \min } \varepsilon_{k, \min }}\left(\varepsilon_{k, \max }+L\right)^{2}-\frac{2 \delta_{k} L}{\alpha_{k, \min } \varepsilon_{k, \min }} \leq 2 \quad \text { for all } k \geq \tilde{k},
$$

implying that for $q_{k}$ we have

$$
1-2 \alpha_{k, \min } \varepsilon_{k, \min } \leq q_{k} \leq 1-\alpha_{k, \min } \varepsilon_{k, \min } \quad \text { for all } k \geq \tilde{k}
$$

Furthermore, since $\alpha_{k, \min } \varepsilon_{k, \min } \rightarrow 0$ by Assumption 6(b), we can choose $\tilde{k}$ large enough so that $q_{k} \in(0,1)$ for $k \geq \tilde{k}$. Hence, for $k \geq \tilde{k}$ we obtain $0 \leq q_{k}\left(1+\alpha_{k, \min } \varepsilon_{k, \min }\right) \leq q_{k}+\alpha_{k, \min } \varepsilon_{k, \min }$ and using the definition of $q_{k}$ we further have for $k \geq \tilde{k}$,

$$
\begin{align*}
0 \leq q_{k}\left(1+\alpha_{k, \min } \varepsilon_{k, \min }\right) & \leq 1-\alpha_{k, \min } \varepsilon_{k, \min }\left(1-\frac{\alpha_{k, \max }^{2}}{\alpha_{k, \min } \varepsilon_{k, \min }}\left(\varepsilon_{k, \max }+L\right)^{2}-\frac{2 \delta_{k} L}{\alpha_{k, \min } \varepsilon_{k, \min }}\right) \\
& \leq 1-\alpha_{k, \min } \varepsilon_{k, \min }(1-c) \tag{3.19}
\end{align*}
$$

where the last inequality follows from (3.18). Using relations (3.19) and (3.17), we obtain

$$
\mathbb{E}\left[\left\|x^{k+1}-y^{k}\right\|^{2} \mid \mathcal{F}_{k}\right] \leq\left(1-u_{k}\right)\left\|x^{k}-y^{k-1}\right\|^{2}+v_{k} \quad \text { for all } k \geq \tilde{k}
$$

where $u_{k} \triangleq(1-c) \alpha_{k, \min } \varepsilon_{k, \text { min }}$ and

$$
v_{k}=q_{k}\left(M_{y} \frac{\varepsilon_{k-1, \max }-\varepsilon_{k, \min }}{\varepsilon_{k, \min }}\right)^{2}\left(1+\frac{1}{\alpha_{k, \min } \varepsilon_{k, \min }}\right)+\alpha_{k, \max }^{2} \mathbb{E}\left[\left\|w^{k}\right\|^{2} \mid \mathcal{F}_{k}\right] .
$$

We now verify that the conditions of Lemma 8 are satisfied for $k \geq \tilde{k}$. Since $c<1$, from (3.19) we have $0 \leq u_{k} \leq 1$ for all $k \geq \tilde{k}$, while from Assumption 6(c) we have $\sum_{k=\tilde{k}}^{\infty} u_{k}=\infty$. Under stepsize conditions Assumption 6(d)-(f), it can be verified that $\lim _{k \rightarrow \infty} \frac{v_{k}}{u_{k}}=0$ and $\sum_{k=0}^{\infty} v_{k}<\infty$. Thus, the conditions of Lemma 8 are satisfied for $k \geq \tilde{k}$. Noting that Lemma 8 applies to a process delayed by a deterministic time-offset, we can conclude that $\left\|x^{k}-y^{k-1}\right\| \rightarrow 0$ a.s.

As an immediate consequence of Proposition 7 and the properties of Tikhonov sequence established in Lemma 10, we have the following result.

Proposition 8. Let Assumptions 5 and 6 hold. Also, assume that $\operatorname{SOL}(K, F)$ is nonempty. Then, for the sequence $\left\{x^{k}\right\}$ generated by stochastic iterative Tikhonov algorithm (PITR), we have
(a) If $\lim \sup _{k \rightarrow \infty} \frac{\varepsilon_{k, \text { max }}}{\varepsilon_{k, \text { min }}}<\infty$, then $\left\{x^{k}\right\}$ is bounded and every accumulation point of $\left\{x^{k}\right\}$ is a solution of $\operatorname{VI}(K, F)$.
(b) If $\lim \sup _{k \rightarrow \infty} \frac{\varepsilon_{k, \text { max }}}{\varepsilon_{k, \text { min }}} \leq 1$, then $\left\{x^{k}\right\}$ converges to the smallest-norm solution of $\operatorname{VI}(K, F)$.

A further extension of Proposition 7 is obtained when the mapping $F$ is strictly monotone over the set $K$. In this case, the uniqueness of solution of $\mathrm{VI}(K, F)$ is guaranteed provided a solution exists. Hence, from Lemma 10(a) we have $\left\{y^{k}\right\}$ converging to the unique solution of $\mathrm{VI}(K, F)$, which in view of Proposition 7 implies that $\left\{x^{k}\right\}$ is converging to the solution a.s. This result is precisely presented in the following corollary.

Corollary 3. Let Assumption 5 hold with $F$ being strictly monotone over the set $K$. Also let Assumption 6 hold, and assume that $\operatorname{SOL}(K, F)$ is nonempty. Then, the sequence $\left\{x^{k}\right\}$ generated by iterative Tikhonov method (PITR) converges to the unique solution of $\operatorname{VI}(K, F)$ a.s.

We conclude this section by providing an example of steplength and regularization sequences that satisfy the conditions of Assumption 6(a)-(e).

Lemma 11. Consider $\alpha_{k, i}=\left(k+\eta_{i}\right)^{-a}$ and $\varepsilon_{k}=\left(k+\zeta_{i}\right)^{-b}$ for $k \geq 0$, where each $\eta_{i}$ and $\zeta_{i}$ are selected from a uniform distribution on the intervals $[\underline{\eta}, \bar{\eta}]$ and $[\underline{\zeta}, \bar{\zeta}]$, respectively, for some $0<\underline{\eta}<\bar{\eta}$ and $0<\underline{\zeta}<\bar{\zeta}$. Let $a, b \in(0,1), a+b<1$, and $a>b$. Then $\left\{\alpha_{k, i}\right\}$ and $\left\{\varepsilon_{k, i}\right\}$ satisfy Assumption 6(a)-(e).

Proof. The first limit condition in Assumption 6(a) holds trivially as we see that for $a>b$,

$$
\lim _{k \rightarrow \infty} \frac{\alpha_{k, \max }}{\alpha_{k, \min }} \frac{\alpha_{k, \max }}{\varepsilon_{k, \min }}\left(\varepsilon_{k, \max }+L\right)^{2}=\lim _{k \rightarrow \infty} \frac{\left(k+\eta_{\min }\right)^{-a}}{\left(k+\eta_{\max }\right)^{-a}} \frac{\left(k+\eta_{\min }\right)^{-a}}{\left(k+\zeta_{\max }\right)^{-b}}\left(\left(k+\zeta_{\min }\right)^{-b}+L\right)^{2},
$$

where $\eta_{\max }=\max _{1 \leq i \leq N}\left\{\eta_{i}\right\}, \eta_{\text {min }}=\min _{1 \leq i \leq N}\left\{\eta_{i}\right\}, \zeta_{\max }=\max _{1 \leq i \leq N}\left\{\zeta_{i}\right\}$, and $\zeta_{\text {min }}=\min _{1 \leq i \leq N}\left\{\zeta_{i}\right\}$. We further have

$$
\lim _{k \rightarrow \infty} \frac{\left(k+\eta_{\min }\right)^{-a}}{\left(k+\eta_{\max }\right)^{-a}}=1
$$

implying

$$
\lim _{k \rightarrow \infty} \frac{\left(k+\eta_{\min }\right)^{-a}}{\left(k+\eta_{\max }\right)^{-a}} \frac{\left(k+\eta_{\min }\right)^{-a}}{\left(k+\zeta_{\max }\right)^{-b}}\left(\left(k+\zeta_{\min }\right)^{-b}+L\right)^{2}=\lim _{k \rightarrow \infty} \frac{\left(k+\eta_{\min }\right)^{-a}}{\left(k+\zeta_{\max }\right)^{-b}}\left(\left(k+\zeta_{\min }\right)^{-b}+L\right)^{2}=0,
$$

where the last equality follows by $a>b$. The second condition of Assumption 6(a) can be seen to follow by noticing that the argument of the limit can be written as

$$
\begin{aligned}
\frac{\alpha_{k, \max }-\alpha_{k, \min }}{\alpha_{k, \min } \varepsilon_{k, \max }} & =\frac{\left(k+\eta_{\min }\right)^{-a}-\left(k+\eta_{\max }\right)^{-a}}{\left(k+\eta_{\max }\right)^{-a}\left(k+\zeta_{\max }\right)^{-b}}=\frac{\frac{\left(k+\eta_{\min }\right)^{-a}}{\left(k+\eta_{\max }\right)^{-a}}-1}{\left(k+\zeta_{\max }\right)^{-b}} \\
& =\frac{\left(1-\frac{\eta_{\max }-\eta_{\min }}{k+\eta_{\max }}\right)^{-a}-1}{k^{-b}\left(1+\frac{\zeta_{\max }}{k}\right)^{-b}} \approx \frac{1+a \frac{\eta_{\max }-\eta_{\min }}{k+\eta_{\max }}+O\left(1 / k^{2}\right)-1}{k^{-b}\left(1+\frac{\zeta_{\max }}{k}\right)^{-b}}=O\left(1 / k^{1-b}\right) .
\end{aligned}
$$

As $k \rightarrow \infty$, the required result follows. Also, Assumption 6(b) and (c) hold since $\alpha_{k, \min } \varepsilon_{k, \min }=$ $k^{-a-b}\left(1+\eta_{\max } / k\right)^{-a}\left(1+\zeta_{\max } / k\right)^{-b}>k^{-1}$. Under the given form of $\varepsilon_{k, i}$ and $\alpha_{k, i}$ the expression in the summation of Assumption 6(d) becomes

$$
\begin{aligned}
& \frac{\left(\left(k-1+\zeta_{\min }\right)^{-b}-\left(k+\zeta_{\max }\right)^{-b}\right)^{2}}{\left(k+\zeta_{\max }\right)^{-2 b}}\left(1+\frac{1}{\left(k+\eta_{\max }\right)^{-a}\left(k+\zeta_{\max }\right)^{-b}}\right) \\
& \leq 2 \frac{\left(\left(1+\left(\zeta_{\min }-1\right) / k\right)^{-b}\left(1+\zeta_{\max } / k\right)^{b}-1\right)^{2}}{\left(k+\eta_{\max }\right)^{-a}\left(k+\zeta_{\max }\right)^{-b}}
\end{aligned}
$$

where the inequality follows from the fact that

$$
\frac{1}{\left(k+\eta_{\max }\right)^{-a}\left(k+\zeta_{\max }\right)^{-b}} \geq 1 \quad \text { for } k \geq 1
$$

Using the expansion of $(1-x)^{-b}$ for $x$ small and ignoring higher order terms, we have

$$
\begin{aligned}
\left(\left(1+\left(\zeta_{\min }-1\right) / k\right)^{-b}\left(1+\zeta_{\max } / k\right)^{b}-1\right)^{2} & \approx\left(\left(1-b \frac{\zeta_{\min }-1}{k}\right)\left(1+b \frac{b \zeta_{\max }}{k}\right)-1\right)^{2} \\
& \approx \frac{b^{2}\left(\zeta_{\max }-\zeta_{\min }+1\right)^{2}}{k^{2}}
\end{aligned}
$$

Also for $k$ large enough, we have $\left(k+\eta_{\max }\right)^{-a}\left(k+\zeta_{\max }\right)^{-b} \approx k^{-a-b}$. Thus we have

$$
2 \frac{\left(\left(1+\left(\zeta_{\min }-1\right) / k\right)^{-b}\left(1+\zeta_{\max } / k\right)^{b}-1\right)^{2}}{\left(k+\eta_{\max }\right)^{-a}\left(k+\zeta_{\max }\right)^{-b}} \approx 2 \frac{b^{2}\left(\zeta_{\max }-\zeta_{\min }+1\right)^{2}}{k^{2-a-b}}=O\left(k^{-(1+\delta)}\right)
$$

where in the equality we use $a+b<1$ and $\delta=1-(a+b)>0$. Following a similar argument, it can be verified that the term in Assumption 6(e) reduces to

$$
\begin{aligned}
& \frac{\left(\left(k-1+\zeta_{\min }\right)^{-b}-\left(k+\zeta_{\max }\right)^{-b}\right)^{2}}{\left(k+\zeta_{\max }\right)^{-2 b}}\left(1+\frac{1}{\left(k+\eta_{\max }\right)^{-a}\left(k+\zeta_{\max }\right)^{-b}}\right) \frac{1}{\left(k+\eta_{\max }\right)^{-a}\left(k+\zeta_{\max }\right)^{-b}} \\
& \approx 2 \frac{b^{2}\left(\zeta_{\max }-\zeta_{\min }+1\right)^{2}}{k^{2-a-b}} \frac{1}{k^{-a-b}}
\end{aligned}
$$

and the limit in Assumption 6(e) follows from $a+b<1$.
Note that Assumption 6(f) is immediately satisfied when $\mathbb{E}\left[\left\|w^{k}\right\|^{2} \mid \mathcal{F}_{k}\right]$ is uniformly bounded by some constant and the steplength and regularization sequences are chosen as per Lemma 11.

### 3.3 Stochastic iterative proximal-point methods

An alternative to using iterative Tikhonov regularization techniques is available through proximalpoint methods, a class of techniques that appear to have been first studied by Martinet [39], and subsequently by Rockafellar [78]. A more recent description in the context of maximal-monotone operators can be found in [35]. In the standard proximal-point methods, the convergence to a single solution of $\operatorname{VI}(K, F)$ is obtained through the addition of a proximal term $\theta\left(x_{k}-x_{k-1}\right)$, where $\theta$ is a fixed positive parameter. In effect, $x_{k}=\operatorname{SOL}\left(K, F+\theta\left(\mathbf{I}-x_{k-1}\right)\right.$ and convergence may be guaranteed under suitable assumptions.

A crucial shortcoming of standard proximal-point methods lies in the need to solve a sequence of variational problems. Analogous to our efforts in constructing an iterative Tikhonov regularization technique, we consider an iterative proximal-point method. In such a method, the centering term $x_{k-1}$ is updated after every projection step rather than when it obtains an accurate solution of $\mathrm{VI}\left(K, F+\theta\left(\mathbf{I}-x_{k-1}\right)\right)$.

Before providing a detailed analysis of the convergence properties of this method, we examine the relationship between the proposed iterative proximal point method and the standard gradient projection method, in the context of variational inequalities. An iterative proximal-point method for $\mathrm{VI}(K, F)$ necessitates an update given by

$$
x^{k+1}=\Pi_{K}\left[x^{k}-\gamma_{k}\left(F\left(x^{k}\right)+\theta\left(x^{k}-x^{k-1}\right)\right)\right]=\Pi_{K}\left[x^{k}(\theta)-\gamma_{k} F\left(x^{k}\right)\right],
$$

where $x^{k}(\theta) \triangleq\left(1-\gamma_{k} \theta\right) x^{k}+\gamma_{k} \theta x^{k-1}$. Therefore, when $\theta \equiv 0$ and $\gamma_{k} \rightarrow 0$, the method reduces to the standard gradient projection method. More generally, one can view the proximal-point method as employing a convex combination of the old iterate $x^{k-1}$ and $x^{k}$ instead of $x^{k}$ in the standard gradient method. In our algorithm, we allow $\theta$ to vary at every iteration, i.e., we employ a sequence $\theta_{k}$ which can grow to $+\infty$ but at a sufficiently slow rate.

Analogous to the partially coordinated iterative Tikhonov (PITR) method, we consider a limited coordination generalization of the iterative proximal-point method (PIPP) where users independently choose their individual stepsizes. More precisely we have the following algorithm:

$$
\begin{equation*}
x_{i}^{k+1}=\Pi_{K_{i}}\left[x_{i}^{k}-\alpha_{k, i}\left(F_{i}\left(x^{k}\right)+\theta_{k, i}\left(x_{i}^{k}-x_{i}^{k-1}\right)+w_{i}^{k}\right)\right] \quad \text { for } i=1, \ldots, N, \tag{PITR}
\end{equation*}
$$

where $\alpha_{k, i}$ is the stepsize and $\theta_{k, i}$ is the centering term parameter chosen by the $i$ th user at the $k$ th iteration. We make the following assumption on user steplengths and parameters $\theta_{k, i}$.

Assumption 7. Let $\alpha_{k, \max }=\max _{1 \leq i \leq N}\left\{\alpha_{k, i}\right\}, \alpha_{k, \min }=\min _{1 \leq i \leq N}\left\{\alpha_{k, i}\right\}, \theta_{k, \max }=\max _{1 \leq i \leq N}\left\{\theta_{k, i}\right\}$, $\theta_{k, \min }=\min _{1 \leq i \leq N}\left\{\theta_{k, i}\right\}$, and let the following hold:
(a) $\alpha_{k, \max } \theta_{k, \max } \leq\left(1+2 \alpha_{k, \max }^{2} L^{2}\right) \alpha_{k-1, \min } \theta_{k-1, \min }$ for all $k \geq 1$, and

$$
\lim _{k \rightarrow \infty} \frac{\alpha_{k, \max }^{2} \theta_{k, \max }^{2}}{\alpha_{k, \min } \theta_{k, \min }}=c \quad \text { with } c \in[0,1 / 2)
$$

(b) $\sum_{k=0}^{\infty} \alpha_{k, i}=\infty$ and $\sum_{k=0}^{\infty} \alpha_{k, i}^{2}<\infty$ for all $i$;
(c) $\sum_{k=0}^{\infty}\left(\alpha_{k, \max }-\alpha_{k, \min }\right)<\infty$.
(d) $\sum_{k=0}^{\infty} \alpha_{k, \text { max }}^{2} \mathbb{E}\left[\left\|w^{k}\right\|^{2} \mid \mathcal{F}_{k}\right]<\infty$ almost surely.

Later on, after our convergence results of this section, we will provide an example for the stepsizes and prox-parameters satisfying Assumption 7.

Our main result is given in the following proposition, where by using Assumption 7 we show almost sure convergence of the method. In addition, we assume that the mapping $F$ is strictly monotone over the set $K$, i.e.,

$$
(F(x)-F(y))^{T}(x-y)>0 \quad \text { for all } x, y \in K \text { with } x \neq y .
$$

Proposition 9. Let Assumption 5 hold with $F$ being strictly monotone. Assume that $\operatorname{SOL}(K, F)$ is nonempty. Also, let the steplengths and the prox-parameters satisfy Assumption 7. Then, the sequence $\left\{x^{k}\right\}$ generated by method (PITR) converges almost surely to the solution of $\operatorname{VI}(K, F)$.

Proof. Since $F$ is strictly monotone and $\operatorname{SOL}(K, F)$ is nonempty, $\mathrm{VI}(K, F)$ must have a unique solution, denoted by $x^{*}=\left(x_{1}^{*}, \ldots, x_{N}^{*}\right)$ (cf. Theorem 2.3.3 in [35]). By using $x_{i}^{*}=\Pi_{K_{i}}\left[x_{i}^{*}-\alpha_{k, i} F_{i}\left(x^{*}\right)\right]$ for all $i$ and the nonexpansive property of the Euclidean projection operator, we bound the term $\left\|x_{i}^{k+1}-x_{i}^{*}\right\|$ as follows:

$$
\begin{aligned}
\left\|x_{i}^{k+1}-x_{i}^{*}\right\|^{2} & =\left\|\Pi_{K_{i}}\left[x_{i}^{k}-\alpha_{k, i}\left(F_{i}\left(x^{k}\right)+\theta_{k, i}\left(x_{i}^{k}-x_{i}^{k-1}\right)+w_{i}^{k}\right)\right]-\Pi_{K_{i}}\left[x_{i}^{*}-\alpha_{k, i} F_{i}\left(x^{*}\right)\right]\right\|^{2} \\
& \leq\left\|\left(x_{i}^{k}-x_{i}^{*}\right)-\alpha_{k, i}\left(F_{i}\left(x^{k}\right)-F_{i}\left(x^{*}\right)-\theta_{k, i}\left(x_{i}^{k}-x_{i}^{k-1}\right)-w_{i}^{k}\right)\right\|^{2} .
\end{aligned}
$$

Further, the right hand side of preceding relation can be expanded as

$$
\begin{aligned}
\mathrm{RHS} & =\left\|x_{i}^{k}-x_{i}^{*}\right\|^{2}+\alpha_{k, i}^{2}\left\|F_{i}\left(x^{k}\right)-F_{i}\left(x^{*}\right)\right\|^{2}+\alpha_{k, i}^{2}\left\|w_{i}^{k}\right\|^{2}+\left(\alpha_{k, i} \theta_{k, i}\right)^{2}\left\|x_{i}^{k}-x_{i}^{k-1}\right\|^{2} \\
& -2 \alpha_{k, i}\left(x_{i}^{k}-x_{i}^{*}\right)^{T}\left(F_{i}\left(x^{k}\right)-F_{i}\left(x^{*}\right)\right)-2 \alpha_{k, i} \theta_{k, i}\left(x_{i}^{k}-x_{i}^{*}\right)^{T}\left(x_{i}^{k}-x_{i}^{k-1}\right)-2 \alpha_{k, i}\left(x_{i}^{k}-x_{i}^{*}\right)^{T} w_{i}^{k} \\
& +2 \alpha_{k, i}^{2} \theta_{k, i}\left(F_{i}\left(x^{k}\right)-F_{i}\left(x^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{k-1}\right)+2 \alpha_{k, i}^{2}\left(F_{i}\left(x^{k}\right)-F_{i}\left(x^{*}\right)\right)^{T} w_{i}^{k}+2 \alpha_{k, i}^{2} \theta_{k, i}\left(x_{i}^{k}-x_{i}^{k-1}\right)^{T} w_{i}^{k} .
\end{aligned}
$$

Taking expectation and using $\mathbb{E}\left[w_{i}^{k} \mid \mathcal{F}_{k}\right]=0$ (Assumption 5(c)), we obtain

$$
\begin{aligned}
\mathbb{E}\left[\left\|x_{i}^{k+1}-x_{i}^{*}\right\|^{2} \mid \mathcal{F}_{k}\right] & \leq\left\|x_{i}^{k}-x_{i}^{*}\right\|^{2}+\alpha_{k, i}^{2}\left\|F_{i}\left(x^{k}\right)-F_{i}\left(x^{*}\right)\right\|^{2}+\alpha_{k, i}^{2} \mathbb{E}\left[\left\|w_{i}^{k}\right\|^{2} \mid \mathcal{F}_{k}\right] \\
& +\left(\alpha_{k, i} \theta_{k, i}\right)^{2}\left\|x_{i}^{k}-x_{i}^{k-1}\right\|^{2}-2 \alpha_{k, i}\left(x_{i}^{k}-x_{i}^{*}\right)^{T}\left(F_{i}\left(x^{k}\right)-F_{i}\left(x^{*}\right)\right) \\
& -2 \alpha_{k, i} \theta_{k, i}\left(x_{i}^{k}-x_{i}^{*}\right)^{T}\left(x_{i}^{k}-x_{i}^{k-1}\right)+2 \alpha_{k, i}^{2} \theta_{k, i}\left(F_{i}\left(x^{k}\right)-F_{i}\left(x^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{k-1}\right) .
\end{aligned}
$$

Let $\alpha_{k, \max }=\max _{1 \leq i \leq N}\left\{\alpha_{k, i}\right\}, \alpha_{k, \min }=\min _{1 \leq i \leq N}\left\{\alpha_{k, i}\right\}, \theta_{k, \max }=\max _{1 \leq i \leq N}\left\{\theta_{k, i}\right\}$ and $\theta_{k, \min }=$ $\min _{1 \leq i \leq N}\left\{\theta_{k, i}\right\}$. Summing over all $i$ and using Lipschitz continuity of $F$ (Assumption 5(b)) we
arrive at

$$
\begin{align*}
\mathbb{E}\left[\left\|x^{k+1}-x^{*}\right\|^{2} \mid \mathcal{F}_{k}\right] & \leq\left(1+\alpha_{k, \max }^{2} L^{2}\right)\left\|x^{k}-x^{*}\right\|^{2}+\alpha_{k, \max }^{2} \mathbb{E}\left[\left\|w^{k}\right\|^{2} \mid \mathcal{F}_{k}\right] \\
& +\left(\alpha_{k, \max } \theta_{k, \max }\right)^{2}\left\|x^{k}-x^{k-1}\right\|^{2}-\underbrace{2 \sum_{i=1}^{N} \alpha_{k, i}\left(x_{i}^{k}-x_{i}^{*}\right)^{T}\left(F_{i}\left(x^{k}\right)-F_{i}\left(x^{*}\right)\right)}_{\text {Term 1 }} \\
& -\underbrace{2 \sum_{i=1}^{N} \alpha_{k, i} \theta_{k, i}\left(x_{i}^{k}-x_{i}^{*}\right)^{T}\left(x_{i}^{k}-x_{i}^{k-1}\right)}_{\text {Term 2 }} \\
& +\underbrace{2 \sum_{i=1}^{N} \alpha_{k, i}^{2} \theta_{k, i}\left(F_{i}\left(x^{k}\right)-F_{i}\left(x^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{k-1}\right)}_{\text {Term 3 }} . \tag{3.20}
\end{align*}
$$

By adding and subtracting $2 \alpha_{k, \min }\left(x_{i}^{k}-x_{i}^{*}\right)^{T}\left(F_{i}\left(x^{k}\right)-F_{i}\left(x^{*}\right)\right)$ to each term of Term 1 we see that

$$
\begin{align*}
\operatorname{Term} 1 & \leq-2 \alpha_{k, \min }\left(x^{k}-x^{*}\right)^{T}\left(F\left(x^{k}\right)-F\left(x^{*}\right)\right)+2\left(\alpha_{k, \max }-\alpha_{k, \min }\right) \sum_{i=1}^{N}\left\|x_{i}^{k}-x_{i}^{*}\right\|\left\|F_{i}\left(x^{k}\right)-F_{i}\left(x^{*}\right)\right\| \\
& \leq-2 \alpha_{k, \min }\left(x^{k}-x^{*}\right)^{T}\left(F\left(x^{k}\right)-F\left(x^{*}\right)\right)+2\left(\alpha_{k, \max }-\alpha_{k, \min }\right) L\left\|x^{k}-x^{*}\right\|^{2} \tag{3.21}
\end{align*}
$$

where the first inequality follows by using Cauchy-Schwartz inequality, while the second inequality follows from Hölder's inequality and Lipschitz continuity of $F$.

We now estimate Term 2. Since $2(x-y)^{T}(x-z)=\|x-y\|^{2}+\|x-z\|^{2}-\|y-z\|^{2}$, we have

$$
\begin{align*}
\operatorname{Term} 2 & =-\sum_{i=1}^{N} \alpha_{k, i} \theta_{k, i}\left[\left\|x_{i}^{k}-x_{i}^{*}\right\|^{2}+\left\|x_{i}^{k}-x_{i}^{k-1}\right\|^{2}-\left\|x_{i}^{k-1}-x_{i}^{*}\right\|^{2}\right] \\
& \leq-\alpha_{k, \min } \theta_{k, \min } \sum_{i=1}^{N}\left[\left\|x_{i}^{k}-x_{i}^{*}\right\|^{2}+\left\|x_{i}^{k}-x_{i}^{k-1}\right\|^{2}\right]+\alpha_{k, \max } \theta_{k, \max } \sum_{i=1}^{N}\left\|x_{i}^{k-1}-x_{i}^{*}\right\|^{2} \\
& =-\alpha_{k, \min } \theta_{k, \min }\left[\left\|x^{k}-x^{*}\right\|^{2}+\left\|x^{k}-x^{k-1}\right\|^{2}\right]+\alpha_{k, \max } \theta_{k, \max }\left\|x^{k-1}-x^{*}\right\|^{2} \tag{3.22}
\end{align*}
$$

We now consider Term 3. Using $2 x^{T} y \leq\|x\|^{2}+\|y\|^{2}$ and Lipschitz continuity of $F$, we obtain

$$
\begin{align*}
\operatorname{Term} 3 & \leq \sum_{i=1}^{N} \alpha_{k, i}^{2}\left(\left\|F_{i}\left(x^{k}\right)-F_{i}\left(x^{*}\right)\right\|^{2}+\theta_{k, i}^{2}\left\|x_{i}^{k}-x_{i}^{k-1}\right\|^{2}\right) \\
& \leq \alpha_{k, \max }^{2}\left(\left\|F\left(x^{k}\right)-F\left(x^{*}\right)\right\|^{2}+\theta_{k, \max }^{2}\left\|x^{k}-x^{k-1}\right\|^{2}\right) \\
& \leq \alpha_{k, \max }^{2}\left(L^{2}\left\|x^{k}-x^{*}\right\|^{2}+\theta_{k, \max }^{2}\left\|x^{k}-x^{k-1}\right\|^{2}\right) . \tag{3.23}
\end{align*}
$$

Combining (3.20) with (3.21), (3.22), and (3.23), we obtain

$$
\begin{align*}
\mathbb{E}\left[\left\|x^{k+1}-x^{*}\right\|^{2} \mid \mathcal{F}_{k}\right] & \leq\left(1+2 \alpha_{k, \max }^{2} L^{2}+2\left(\alpha_{k, \max }-\alpha_{k, \min }\right) L\right)\left\|x^{k}-x^{*}\right\|^{2} \\
& +\alpha_{k, \max } \theta_{k, \max }\left\|x^{k-1}-x^{*}\right\|^{2}-\alpha_{k, \min } \theta_{k, \min }\left\|x^{k}-x^{*}\right\|^{2} \\
& -\alpha_{k, \min } \theta_{k, \min }\left(1-\frac{2 \alpha_{k, \max }^{2} \theta_{k, \max }^{2}}{\alpha_{k, \min } \theta_{k, \min }}\right)\left\|x^{k}-x^{k-1}\right\|^{2} \\
& -2 \alpha_{k, \min }\left(x^{k}-x^{*}\right)^{T}\left(F\left(x^{k}\right)-F\left(x^{*}\right)\right)+\alpha_{k, \max }^{2} \mathbb{E}\left[\left\|w^{k}\right\|^{2} \mid \mathcal{F}_{k}\right], \tag{3.24}
\end{align*}
$$

By Assumption 7(a) we have

$$
\begin{aligned}
\alpha_{k, \max } \theta_{k, \max } & \leq\left(1+2 \alpha_{k, \max }^{2} L^{2}\right) \alpha_{k-1, \min } \theta_{k-1, \min } \\
& \leq\left(1+2 \alpha_{k, \max }^{2} L^{2}+2\left(\alpha_{k, \max }-\alpha_{k, \min }\right) L\right) \alpha_{k-1, \min } \theta_{k-1, \min }
\end{aligned}
$$

Using this, moving the term $-\alpha_{k, \text { min }} \theta_{k, \text { min }}\left\|x^{k}-x^{*}\right\|^{2}$ on the other side of inequality (3.24), and noting that

$$
\frac{2 \alpha_{k, \max }^{2} \theta_{k, \max }^{2}}{\alpha_{k, \min } \theta_{k, \min }} \leq d \quad \text { for some } d \in(0,1) \text { and for } k \geq \tilde{k},
$$

with sufficiently large $\tilde{k}$ (since $\frac{2 \alpha_{k, \text { max }}^{2} \theta_{k, \text { max }}^{2}}{\alpha_{k, \text { min }} \theta_{k, \text { min }}} \rightarrow 2 c$ with $2 c<1$ by Assumption 7(a)). We further see that for $k \geq \tilde{k}$,

$$
\begin{align*}
& \mathbb{E}\left[\left\|x^{k+1}-x^{*}\right\|^{2} \mid \mathcal{F}_{k}\right]+\alpha_{k, \min } \theta_{k, \min }\left\|x^{k}-x^{*}\right\|^{2} \\
& \leq\left(1+2 \alpha_{k, \max }^{2} L^{2}+2\left(\alpha_{k, \max }-\alpha_{k, \min }\right) L\right)\left(\left\|x^{k}-x^{*}\right\|^{2}+\alpha_{k-1, \min } \theta_{k-1, \min }\left\|x^{k-1}-x^{*}\right\|^{2}\right) \\
& -\alpha_{k, \min } \theta_{k, \min }(1-d)\left\|x^{k}-x^{k-1}\right\|^{2} \\
& -2 \alpha_{k, \min }\left(x^{k}-x^{*}\right)^{T}\left(F\left(x^{k}\right)-F\left(x^{*}\right)\right)+\alpha_{k, \max }^{2} \mathbb{E}\left[\left\|w^{k}\right\|^{2} \mid \mathcal{F}_{k}\right] . \tag{3.25}
\end{align*}
$$

It remains to show that the sequence $\left\{\left\|x^{k+1}-x^{*}\right\|\right\}$ converges to zero. This can be done by
applying Lemma 9 to relation (3.25) with the following identification:

$$
\begin{gathered}
V_{k}=\left\|x^{k}-x^{*}\right\|^{2}+\alpha_{k-1, \min } \theta_{k-1, \min }\left\|x^{k-1}-x^{*}\right\|^{2}, \quad u_{k}=2 \alpha_{k, \max }^{2} L^{2}+2\left(\alpha_{k, \max }-\alpha_{k, \min }\right) L, \\
\gamma_{k}=\alpha_{k, \min } \theta_{k, \min }(1-d)\left\|x^{k}-x^{k-1}\right\|^{2}+2 \alpha_{k, \min }\left(x^{k}-x^{*}\right)^{T}\left(F\left(x^{k}\right)-F\left(x^{*}\right)\right), \\
\beta_{k}=\alpha_{k, \max }^{2} \mathbb{E}\left[\left\|w^{k}\right\|^{2} \mid \mathcal{F}_{k}\right] .
\end{gathered}
$$

To use the lemma, we need to verify that $\gamma_{k} \geq 0, \sum_{k=0}^{\infty} u_{k}<\infty$ and $\sum_{k=0}^{\infty} \beta_{k}<\infty$. Note that $\gamma_{k}>0$ for all $k \geq \tilde{k}$ since $d \in(0,1)$ and $F$ is monotone. The condition $\sum_{k=0}^{\infty} u_{k}<\infty$ holds by our assumption that $\sum_{k=0}^{\infty} \alpha_{k, i}^{2}<\infty$ for all $i$ (Assumption 7(b)), while $\sum_{k=0}^{\infty} \beta_{k}<\infty$ holds by Assumption 7(d). Thus, according to Lemma 9 (that holds for all $k$ large enough) we have for the solution $x^{*}$,

$$
\begin{gather*}
\left\{\left\|x^{k}-x^{*}\right\|^{2}+\alpha_{k-1, \min } \theta_{k-1, \min }\left\|x^{k-1}-x^{*}\right\|^{2}\right\} \text { converges a.s. }  \tag{3.26}\\
\sum_{k=0}^{\infty} \alpha_{k, \min }\left(x^{k}-x^{*}\right)^{T}\left(F\left(x^{k}\right)-F\left(x^{*}\right)\right)<\infty \text { a.s. } \tag{3.27}
\end{gather*}
$$

The expression (3.26) implies that the sequence $\left\{x^{k}\right\}$ is bounded a.s. and has accumulation points a.s. Since $K$ is closed and $\left\{x^{k}\right\} \subset K$, it follows that all the accumulation points of $\left\{x^{k}\right\}$ belong to $K$. By (3.27) and the relation $\sum_{k=0}^{\infty} \alpha_{k, \min }=\infty$ (see Assumption 7(b)) it follows that $\left(x^{k}-x^{*}\right)^{T}\left(F\left(x^{k}\right)-\right.$ $\left.F\left(x^{*}\right)\right) \rightarrow 0$ along a subsequence a.s. This and strict monotonicity of $F$ imply that $\left\{x^{k}\right\}$ has one accumulation point, say $\tilde{x}$, that must coincide with the solution $x^{*}$. By relation (3.26) it follows that the entire sequence must converge to the solution $x^{*}$ a.s.

Consider now the case when we have uniformity in user stepsize and prox-parameter. Precisely, let each user $i$ implement the following update rule:

$$
\begin{equation*}
x_{i}^{k+1}=\Pi_{K_{i}}\left[x_{i}^{k}-\alpha_{k}\left(F_{i}\left(x^{k}\right)+\theta_{k}\left(x_{i}^{k}-x_{i}^{k-1}\right)+w_{i}^{k}\right)\right], \tag{IPP}
\end{equation*}
$$

where $\theta_{k}>0$ is the prox-parameter and $\alpha_{k}$ is a stepsize for all players at iteration $k$. We refer to this version of the method as Iterative Proximal Point (IPP) algorithm, to differentiate it from its partially-coordinated version (PITR) where the users have some freedom in selecting the parameters.

Almost sure convergence of the sequence $\left\{x^{k}\right\}$ generated using (IPP) can be obtained as a corollary of Proposition 9.

Corollary 4. Let Assumption 5 hold, where $F$ is strictly monotone. Assume that $\operatorname{SOL}(K, F)$ is nonempty. Also, let the steplengths and the prox-parameters satisfy Assumption 7 with $\alpha_{k, i}=\alpha_{k}$
and $\theta_{k, i}=\theta_{k}$ for all $i$. Then, the sequence $\left\{x^{k}\right\}$ generated by method (IPP) converges almost surely to the solution of $\operatorname{VI}(K, F)$.

Proposition 9 holds if the stepsize and prox-parameter sequences satisfy Assumption 7 for all $k \geq$ $\tilde{k}$ where $\tilde{k}$ is some positive integer. We next discuss some examples for choices of stepsize sequence $\left\{\alpha_{k, i}\right\}$ and prox-parameter sequence $\left\{\theta_{k, i}\right\}$ that satisfy Assumption 7(a)-(c) for sufficiently large indices $k$. Let

$$
\alpha_{k, i}=\left(k+\eta_{i}\right)^{-a} \quad \text { and } \quad \theta_{k, i}=\left(k+\eta_{i}\right)^{-b},
$$

for some scalars $a$ and $b$ such that $a \in(1 / 2,1]$ and $a+b>0$. The scalars $\eta_{i}$ are random with uniform distribution over an interval $[\underline{\eta}, \bar{\eta}]$ for some $0<\underline{\eta}<\bar{\eta}$. Then, Assumption 7(a) holds if

$$
\begin{equation*}
\frac{\alpha_{k, \max } \theta_{k, \max }}{\alpha_{k-1, \min } \theta_{k-1, \min }} \leq 1+2 \alpha_{\max , k}^{2} L^{2} \tag{3.28}
\end{equation*}
$$

If $\eta_{\text {max }} \triangleq \max _{1 \leq i \leq N}\left\{\eta_{i}\right\}$ and $\eta_{\text {min }} \triangleq \min _{1 \leq i \leq N}\left\{\eta_{i}\right\}$, we have that

$$
\frac{\alpha_{k, \max } \theta_{k, \max }}{\alpha_{k-1, \min } \theta_{k-1, \min }}=\frac{\left(k+\eta_{\min }\right)^{-(a+b)}}{\left(k-1+\eta_{\max }\right)^{-(a+b)}}=\left(1+\frac{\eta_{\min }}{k}\right)^{-(a+b)}\left(1-\frac{1-\eta_{\max }}{k}\right)^{a+b} .
$$

Using $(1+x)^{n} \approx 1+n x$ for $|x| \ll 1$, then for sufficiently large $k$, we have
$\frac{\alpha_{k, \max } \theta_{k, \max }}{\alpha_{k-1, \min } \theta_{k-1, \min }} \approx\left(1-\frac{(a+b) \eta_{\min }}{k}\right)\left(1-\frac{(a+b)\left(1-\eta_{\max }\right)}{k}\right) \approx 1-\frac{(a+b)\left(1+\eta_{\min }-\eta_{\max }\right)}{k}$.
Thus for $\eta_{\max }-\eta_{\min }<1$ we have,

$$
\lim _{k \rightarrow \infty} \frac{\alpha_{k, \max } \theta_{k, \max }}{\alpha_{k-1, \min } \theta_{k-1, \min }} \nearrow 1
$$

The preceding relation combined with the fact $1+2 \alpha_{\max , k}^{2} L^{2}>1$ implies that relation (3.28) holds for sufficiently large $k$.

We now consider the limit in the second part of Assumption 7(a). We have

$$
\lim _{k \rightarrow \infty} \frac{\alpha_{k, \max }^{2} \theta_{k, \max }^{2}}{\alpha_{k, \min } \theta_{k, \min }}=\lim _{k \rightarrow \infty} \frac{\left(k+\eta_{\min }\right)^{-2(a+b)}}{\left(k+\eta_{\max }\right)^{-(a+b)}}=0
$$

where the zero-limit follows by $a+b>0$. The conditions of Assumption 7(b) hold trivially for
$a \in(1 / 2,1]$. For the condition of Assumption 7(c), we have

$$
\begin{aligned}
\alpha_{k, \max }-\alpha_{k, \min } & =\left(k+\eta_{\min }\right)^{-a}-\left(k+\eta_{\max }\right)^{-a}=\left(k+\eta_{\max }\right)^{-a}\left(\frac{\left(k+\eta_{\min }\right)^{-a}}{\left(k+\eta_{\max }\right)^{-a}}-1\right) \\
& =\left(k+\eta_{\max }\right)^{-a}\left(\left(1-\frac{\eta_{\max }-\eta_{\min }}{k+\eta_{\max }}\right)^{-a}-1\right) \\
& \approx\left(k+\eta_{\max }\right)^{-a}\left(1+a \frac{\eta_{\max }-\eta_{\min }}{k+\eta_{\max }}+O\left(1 / k^{2}\right)-1\right)=O\left(1 / k^{1+a}\right),
\end{aligned}
$$

which is summable for $a>0$.

### 3.4 Case study

In this section, we examine the sensitivity of the proposed iterative Tikhonov method and the proximal-point method to algorithm parameters. More specifically, in Section 3.4.1, we describe the player payoffs and strategy sets as well as the network constraints employed in the case study. The sensitivity of the methods to algorithm parameters is examined in Section 3.4.2. Finally, Sections 3.4.3 and 3.4.4 provide comparisons with their standard (two-loop) counterparts as well as sample-average approximation methods.

### 3.4.1 Network and user data

We re-consider the spatial network of Chapter 2 and present it again in Fig. 3.1 for completeness. Suppose now there are $N$ selfish users that compete over the network. Each user is characterized by a user-specific utility and faces a congestion cost that is a function of the aggregate flow in a link. Such a problem captures traffic and communication networks where the congestion cost may manifest itself through link-specific delays [5, 6]. The $i$ th user's cost function $f_{i}\left(x_{i}, \xi_{i}, \omega_{i}\right)$ is a function of flow decisions $x_{i}$ and is parameterized by the uncertainty, denoted by $\left(\xi_{i}, \omega_{i}\right)$. It is defined as

$$
\begin{equation*}
f_{i}\left(x_{i}, \xi_{i}, \omega_{i}\right) \triangleq-\xi_{i} \log \left(1+x_{i}+\omega_{i}\right) \tag{3.29}
\end{equation*}
$$

Each user selects an origin-destination pair of nodes on this network and faces congestion based on the links traversed along the prescribed path connecting the selected origin-destination nodes. We assume that the network links are indexed by an index set $\mathscr{L}$ and we consider a congestion
cost of the form:

$$
\begin{equation*}
c(x, \varsigma)=\varsigma \sum_{i=1}^{N} \sum_{l \in \mathscr{L}} x_{l i}\left(\sum_{j=1}^{N} x_{l j}\right) \tag{3.30}
\end{equation*}
$$

where $x_{l j}$ denotes the flow of user $j$ on link $l$ and $\varsigma$ is a random scaling parameter. For all $i \in$ $\{1, \ldots, N\}$ and $l \in \mathscr{L}, x_{l i}$ is given by

$$
x_{l i}= \begin{cases}x_{i} & \text { if user } i \text { uses link } l \\ 0 & \text { otherwise }\end{cases}
$$

Let $A$ denote the adjacency matrix that specifies the set of links traversed by the traffic generated by a particular user. More precisely, for every link $l \in \mathscr{L}$ and user $i$, we have $A_{l i}=1$ if link $l$ carries flow of user $i$, and $A_{l i}=0$ otherwise. Throughout this section, we consider the network with 9 links and 5 users, as given in Fig. 2.1. The simulation results are reported in tables, where we use $U(t, \tau)$ to denote the uniform distribution over an interval $[t, \tau]$ for $t<\tau$.


Figure 3.1: A network with 5 users and 9 links.

Table 3.1 summarizes the traffic in the network as generated by the users and provides the uniform distribution for the parameters $k_{i}\left(\xi_{i}\right)$ and noise $\omega_{i}$ of the user objectives. In addition we assume that congestion scaling parameter is uniformly distributed i.e., $\varsigma \sim U(1 / 2,1)$.

The strategy sets are coupled through an expected-value constraint of the form $\sum_{i=1}^{N} A_{l i} x_{i} \leq$ $\mathbb{E}\left[C_{l}\left(\zeta_{l}\right)\right]$ for all $l \in \mathscr{L}$ where $C_{l}\left(\zeta_{l}\right)$ is the random aggregate traffic through link $l$. The constraint can be compactly written as $A x \leq \mathbb{E}[C(\zeta)]$, where $\zeta=\left(\zeta_{1}, \ldots, \zeta_{9}\right)^{T}$ and $C(\zeta)$ is the random link

Table 3.1: Network and user data

| User $(i)$ | Links traversed | $\xi_{i}$ | $\omega_{i}$ |
| :---: | :---: | :---: | :---: |
| 1 | L2, L3, L6 | $U(0,10)$ | $U(0,1)$ |
| 2 | L2, L5, L9 | $U(0,10)$ | $U(0,1)$ |
| 3 | L1, L5, L9 | $U(0,10)$ | $U(0,1)$ |
| 4 | L6, L4, L9 | $U(0,10)$ | $U(0,1)$ |
| 5 | L8, L9 | $U(0,10)$ | $U(0,1)$ |

capacity vector with $C(\zeta) \sim U(\bar{C}-1, \bar{C}+1)$ and $\bar{C}=(10,15,20,10,15,20,20,15,25)$. In the resulting $N$-player stochastic Nash game, given $x_{-i}$, the $i$ th player solves the following parametrized convex program:

$$
\begin{array}{rl}
\min _{x_{i} \in K_{i}} & \mathbb{E}\left[f_{i}\left(x_{i}, \xi_{i}, \omega_{i}\right)+c(x, \varsigma)\right]  \tag{3.31}\\
\text { s.t. } & A x \leq \mathbb{E}[C(\zeta)]
\end{array}
$$

Since, the strategy sets are coupled by a set of shared constraints, the associated game is a generalized Nash game with shared constraints. Suppose $x$ denotes an equilibrium of this shared constraint game. Then, under convexity assumptions on the player problems and the polyhedrality of the shared constraints, there exist vectors $\lambda^{1}, \ldots, \lambda^{N}$, such that

$$
\begin{align*}
& \left(y_{i}-x_{i}\right)^{T} \nabla_{x_{i}} \mathbb{E}\left[f_{i}\left(x_{i}, \xi_{i}, \omega_{i}\right)+c(x, \varsigma)\right. \\
& \left.\quad+\sum_{l=1}^{|\mathscr{L}|} \lambda_{l}^{i}\left(A_{l, i} x_{i}-C_{l}(\zeta)\right)\right] \geq 0, \forall y_{i} \in K_{i}, i=1, \ldots, N, \\
& 0 \leq \lambda_{l}^{i} \perp \\
& \quad \sum_{i=1}^{N} \mathbb{E}\left[A_{l i} x_{i}-C_{l}(\zeta)\right] \leq 0  \tag{3.32}\\
& \quad l=1, \ldots,|\mathscr{L}|, i=1, \ldots, N .
\end{align*}
$$

While the equilibria of this shared-constraint game are wholly captured by the solution set of a quasi-variational inequality, a subset of equilibria (referred to as variational equilibria (VE)) is characterized by common Lagrange multipliers associated with the shared constraint; more specifically, a VE is given by an $x$ that solves (3.32) with $\lambda=\lambda^{1}=\lambda^{2}=\ldots=\lambda^{N}$. A variational equilibrium is obtainable by solving a suitably defined variational inequality problem. Defining such a problem requires introducing a uniform pricing mechanism, controlled by the network administrator, that allows for relaxing the shared constraints. If such a price is denoted by a Lagrange
multiplier $\lambda$, player $i$ solves:

$$
\min _{x_{i} \in K_{i}} \mathbb{E}\left[f_{i}\left(x_{i}, \xi_{i}, \omega_{i}\right)+c(x, \varsigma)+\sum_{l=1}^{|\mathscr{L}|} \lambda_{l}\left(A_{l, i} x_{i}-C_{l}(\zeta)\right)\right],
$$

where the expectation is with respect to $\xi_{i}, \omega_{i}, \varsigma$ and $\zeta$ and the price vector $\lambda \triangleq\left(\lambda_{l}\right)_{l=1}^{|\mathscr{L}|}$ such that $\lambda \in \mathbb{R}_{+}^{|\mathscr{L}|}$ and satisfies the complementarity relationship given by

$$
0 \leq \lambda_{i} \perp A_{l, i} x_{i}-\mathbb{E}\left[C_{l}(\zeta)\right] \leq 0, \quad l=1, \ldots,|\mathscr{L}| .
$$

It is important to note that in this modified definition of player $i$ 's payoff, the decision of other players $x_{-i}$ and the price vector $\lambda$ are to be viewed as parameters. Since $f_{i}\left(x_{i}, \xi, \omega_{i}\right)=-\xi_{i} \log (1+$ $x_{i}+w_{i}$ ), the gradient vector for player $i$ is:

$$
\begin{aligned}
F_{i}(x, \lambda) & \triangleq \nabla_{x_{i}} \mathbb{E}\left[f_{i}\left(x_{i}, \xi_{i}, \omega_{i}\right)+c(x, \varsigma)+\sum_{l=1}^{|\mathscr{L}|} \lambda_{l}\left(A_{l, i} x_{i}-C_{l}(\zeta)\right)\right] \\
& =\mathbb{E}\left[-\frac{\xi_{i}}{1+x_{i}+\omega_{i}}\right]+\mathbb{E}\left[2 \varsigma \sum_{j=1}^{N}\left(A^{T} A\right)_{i j} x_{j}+\sum_{l=1}^{|\mathscr{L}|} \lambda_{l} A_{l, i}\right] .
\end{aligned}
$$

Furthermore, the expected violation of the shared constraints is denoted by the mapping $\Lambda(x, \lambda)$ which is defined as

$$
\Lambda(x, \lambda) \triangleq\left(\begin{array}{c}
\sum_{i=1}^{N}\left(\mathbb{E}\left[C_{1}(\zeta)\right]-A_{1 i} x_{i}\right) \\
\vdots \\
\sum_{i=1}^{N}\left(\mathbb{E}\left[C_{|\mathscr{L}|}(\zeta)\right]-A_{|\mathscr{L}| i} x_{i}\right)
\end{array}\right)
$$

Based on [79, Th. 3.1], under the convexity assumptions on the player problems, $x$ is an equilibrium of the shared-constraint Nash game at which (3.32) holds with $\lambda=\lambda^{1}=\lambda^{2}=\ldots=\lambda^{N}$ if and only if $(x, \lambda)$ solves $\operatorname{VI}\left(K \times \mathbb{R}_{+}^{|\mathscr{L}|}, \Phi\right)$, where $\Phi(z)=\Phi(x, \lambda) \triangleq\left(F_{1}^{T}, \ldots, F_{N}^{T}, \Lambda^{T}\right)^{T}$.

It remains to verify that the mapping $\Phi$ is monotone over the set $K \times \mathbb{R}_{+}^{|\mathscr{L}|}$. Its Jacobian is given by

$$
\nabla \Phi(z)=\left(\begin{array}{cc}
\tilde{H}(x) & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right)+\left(\begin{array}{cc}
2 \mathbb{E}[\varsigma] A^{T} A & A^{T} \\
-A & \mathbf{0}
\end{array}\right)
$$

where $\tilde{H}(x)=\mathbb{E}[H(x, \boldsymbol{\xi}, \omega)]$ and

$$
H(x, \xi, \omega)=\left(\begin{array}{ccc}
\frac{\xi_{1}}{\left(1+x_{1}+\omega_{1}\right)^{2}} & & \\
& \ddots & \\
& & \frac{\xi_{N}}{\left(1+x_{N}+\omega_{N}\right)^{2}}
\end{array}\right)
$$

Since the matrix $\tilde{H}(x)$ arises as the Hessian of user-specific utilities which are independent across users, accordingly, the Hessian is a diagonal positive definite matrix. For $z \in K \times \mathbb{R}_{+}^{|\mathscr{L}|}$, consider $z^{T} \nabla \Phi(z) z$, we have $z^{T} \nabla \Phi(z) z=x^{T} \tilde{H}(x) x+2 \mathbb{E}[\varsigma] x^{T} A^{T} A x \geq 0$, where we use $\mathbb{E}[\varsigma]=3 / 4$ as $\varsigma \sim$ $\mathrm{U}(1 / 2,1)$. Thus from the positive semidefiniteness of $\nabla \Phi(z)$ it follows that $\Phi$ is monotone over $K \times \mathbb{R}_{+}^{|\mathscr{L}|}$. Given the absence of strong monotonicity and the lack of compactness of $K \times \mathbb{R}_{+}^{|\mathscr{L}|}$, existence and uniqueness claims, while not immediate, can be derived (cf. [80]). For the present, we assume that an equilibrium does indeed exist. Given these definitions, the standard projection method is defined as

$$
\begin{aligned}
x_{i}^{k+1} & =\Pi_{K_{i}}\left[x_{i}^{k}-\alpha_{k, i} F_{i}(x, \lambda)\right], & & \text { for all } i=1, \ldots, N, \\
\lambda_{l}^{k+1} & =\Pi_{\mathbb{R}_{+}}\left[\lambda_{l}^{k}-\alpha_{k, N+l} \Lambda_{l}(x, \lambda)\right], & & \text { for all } l=1, \ldots,|\mathscr{L}|,
\end{aligned}
$$

where users and links have their steplength sequences and the regularized counterparts may be appropriately defined. Compactly, the preceding iterations may be written as

$$
z^{k+1}=\Pi_{K \times \mathbb{R}_{+}^{|\mathcal{S}|}}\left[z^{k}-D\left(\alpha_{k}\right) \Phi\left(z^{k}\right)\right]
$$

where $\alpha_{k}=\left(\alpha_{k, 1}, \ldots, \alpha_{k, N+|\mathscr{L}|}\right)$ and $z \triangleq(x, \lambda)$. It is worth noting that our convergence theory for PIPP requires strict monotonicity of $\Phi$ while our mapping is merely monotone; yet our numerical results suggests that PIPP still performs well.

We now describe our experimental setup. Unless mentioned otherwise, we terminate each of our simulations after 10,000 iterations and obtain $95 \%$ confidence intervals by using 100 sample-paths. We report the confidence intervals at a $95 \%$ level for the normed error between the terminating iterate and equilibrium solution, i.e., the confidence interval for $\left\|z^{k}-z^{*}\right\|$ where $k=10,000$. For the ITR method, the update rule for the regularization parameter is taken to be of the form $\varepsilon_{k}=$ $(1000+k)^{-a}$ where $k \geq 1$ is the current iterate. When implementing the IPP method, the proximal parameter is updated using $\theta_{k}=(1000+k)^{c}$ where $k \geq 1$. The steplength $\alpha_{k}$ updated as $\alpha_{k}=$ $(1000+k)^{-b}$, is chosen to be the same for both ITR and IPP methods. In both partially coordinated methods, for $i=1, \ldots, N+|\mathscr{L}|$, we let $\alpha_{k, i}=\left(1000+k+\delta_{i}\right)^{-b}$ with $\varepsilon_{k, i}=\left(1000+k+\delta_{i}\right)^{-a}$ for

PITR and $\theta_{k, i}=\left(1000+k+\delta_{i}\right)^{-b}$ for PIPP, where $\delta_{i} \sim U(-500,500)$. Finally, $z^{*}$ denotes an approximate solution of $\mathrm{VI}\left(K \times \mathbb{R}_{+}^{|\mathscr{L}|}, \Phi\right)$ computed by solving a sample-average approximation (SAA) problem using the nonlinear programming solver knitro [67] on Matlab 7. Note that $x \in\left[0,1+C_{\max }\right]$, where $C_{\max }=\max _{l \in \mathscr{L}}\left\{\bar{C}_{l}\right\}$ and $A x \leq \mathbb{E}[C(\zeta)]$. For a sample size of 200 , with 2000 replications for each sample, we observe that $\left\|z^{*}\right\|=0.808$. We now summarize our numerical algorithm for users iterate update.

1. For each sample path, at the beginning of each iteration, we draw a random sample of $\xi, \omega$, $\varsigma$ and $C(\zeta)$ from their respective distributions.
2. Using this random sample and its current iterate, each user generates a sample of a gradient.
3. The next iterate is generated using the proposed algorithm with the sampled gradient combined with appropriate stepsize and regularization parameter.
4. Repeat steps $1-3$ for $\tilde{k}$ iteration; record the error $\left\|z^{\tilde{k}}-z^{*}\right\|$ for a particular sample.
5. The sample mean error and a $95 \%$ confidence interval is obtained and reported.

### 3.4.2 Sensitivity to parameters

We consider cases when the regularization parameter sequence is driven to zero at different rates. Specifically, we choose $\varepsilon_{k}$ as $(1000+k)^{-a}$ for ITR and for $i=1, \ldots, N+\mathscr{L}, \varepsilon_{k, i}$ is $(1000+k+$ $\left.\delta_{i}\right)^{-a}$ where $\delta_{i} \sim U(-500,500)$ for PITR. The user and link stepsizes $\alpha_{k}$ are set to $(1000+k)^{-0.54}$ for ITR and $\alpha_{k, i}=\left(1000+k+\delta_{i}\right)^{-0.54}$ for PITR. Table 3.2 compares the $95 \%$ confidence interval for normed error $\left\|z^{\tilde{k}}-z^{*}\right\|$ of ITR method to that of PITR method, as a function of the parameter $a$ of the regularization stepsizes $\varepsilon_{k}$ and $\varepsilon_{k, i}$. It can be seen that as $a$ increases, the confidence intervals tend to be tighter upon termination. Further, we also observe that when users and links choose their steplengths independently, the resulting confidence intervals appear to be slightly better.

Next, we examine the performance of iterative proximal-point methods. Table 3.3 compares the performance of IPP and PIPP methods when the rate of decay or growth of the prox parameter is varied keep the users and links steplength update rule fixed. Specifically, we let $\theta_{k}=(1000+k)^{c}$ with $\alpha_{k}=(1000+k)^{-0.54}$ for IPP, and for $i=1, \ldots, N+|\mathscr{L}|, \theta_{k, i}=\left(1000+k+\delta_{i}\right)^{c}$ with $\alpha_{k}=$ $\left(1000+k+\delta_{i}\right)^{-0.54}$ and $\delta_{i} \sim U(-500,500)$ for PIPP. Note that when $c>0$ we have $\theta \nearrow \infty$. No clear relationship can be observed between $c$ (rate control parameter) and the recorded accuracy upon termination though it seems that letting $c>0$ results in a slightly better accuracy. We also note that limited coordination has minimal impact on the obtained confidence intervals.

Table 3.2: Varying $a$ in regularization term of the form $k^{-a}$ for a fixed choice for stepsizes

| Width of confidence intervals |  |  |
| :---: | :---: | :---: |
| $a$ | ITR | PITR |
| 0.25 | $1.29 \mathrm{e}-02$ | $1.09 \mathrm{e}-02$ |
| 0.30 | $1.19 \mathrm{e}-02$ | $1.08 \mathrm{e}-02$ |
| 0.35 | $1.15 \mathrm{e}-02$ | $1.07 \mathrm{e}-02$ |
| 0.40 | $1.14 \mathrm{e}-02$ | $1.07 \mathrm{e}-02$ |
| 0.45 | $1.10 \mathrm{e}-02$ | $1.06 \mathrm{e}-02$ |

Table 3.3: Varying $c$ in prox-parameter of the form $k^{-c}$ for a fixed choice of the stepsizes

| Width of confidence intervals |  |  |
| :---: | :---: | :---: |
| $c$ | IPP | PIPP |
| -0.35 | $1.23 \mathrm{e}-02$ | $1.13 \mathrm{e}-02$ |
| -0.15 | $1.18 \mathrm{e}-02$ | $1.04 \mathrm{e}-02$ |
| 0 | $1.16 \mathrm{e}-02$ | $1.17 \mathrm{e}-02$ |
| 0.15 | $9.46 \mathrm{e}-02$ | $1.07 \mathrm{e}-02$ |
| 0.35 | $1.04 \mathrm{e}-02$ | $9.62 \mathrm{e}-02$ |

Now, we examine the behavior of ITR and IPP methods by changing common parameters.

1. Impact of steplength, regularization and proximal-parameter sequences: We begin by examining the impact on the width of confidence interval of the rate at which stepsize $\alpha_{k}$ decays to zero in both ITR and IPP methods. Further, we report the computational time to achieve the desired level of accuracy. The table to the right in Table 3.4 compares the width of confidence intervals in both methods. It can be observed that as the decay rates increase, IPP performs slightly better than ITR in terms of accuracy upon termination. Since there is relatively limited impact on ITR methods from changing the decay rate of the regularization parameter (see Table 3.2), given that $a+b<1$ choosing $b$ as close to 1 appears to be advantageous. Note the slight change in the update rule of $\varepsilon_{k}$ so as to accommodate a larger range of variability for $b$. In Table 3.4 (right), we list the computation times required by ITR and IPP to achieve the corresponding level of accuracy of right table in Table 3.4. Combining the results of Table 3.4 with that of Table 3.2 it can be concluded that for iterative Tikhonov methods, it might be useful to choose a faster decay rate for $\alpha_{k}$.
2. Varying coordination requirements: A worthwhile question in examining limited coordination generalizations is the extent to which disparity in steplength and parameter sequences impacts the overall confidence width. In Table 3.5, we tabulate the performance of varying the coordination amongst users and links by changing the deviation in their individual

Table 3.4: ITR vs. IPP: Varying $b$ in $\alpha_{k}=k^{-b}$ with $\varepsilon_{k}=(1000+k)^{-0.25}$ and $\theta_{k}=(1000+k)^{0.35}$.

| Width of confidence intervals |  |  |
| :---: | :---: | :---: |
| $b$ | ITR | IPP |
| 0.54 | $1.16 \mathrm{e}-02$ | $1.03 \mathrm{e}-02$ |
| 0.59 | $8.89 \mathrm{e}-03$ | $8.88 \mathrm{e}-03$ |
| 0.64 | $7.20 \mathrm{e}-03$ | $7.36 \mathrm{e}-03$ |
| 0.69 | $7.08 \mathrm{e}-03$ | $5.53 \mathrm{e}-03$ |
| 0.74 | $4.84 \mathrm{e}-03$ | $4.48 \mathrm{e}-03$ |


| Computational time in seconds |  |  |
| :---: | :---: | :---: |
| $b$ | ITR | IPP |
| 0.54 | 164.71 | 128.76 |
| 0.59 | 165.98 | 129.47 |
| 0.64 | 165.95 | 129.62 |
| 0.69 | 165.85 | 129.67 |
| 0.74 | 165.94 | 129.54 |

Table 3.5: Performance of PITR and PIPP for various levels of coordination $\delta_{i}$.

| Delta <br> $\delta_{i}$ | $95 \%$ Confidence Interval |  |
| :---: | :---: | :---: |
|  | PITR | PIPP |
| $U(-50,50)$ | $1.19 \mathrm{e}-02$ | $9.08 \mathrm{e}-03$ |
| $U(-100,100)$ | $1.08 \mathrm{e}-02$ | $9.49 \mathrm{e}-03$ |
| $U(-200,200)$ | $9.74 \mathrm{e}-03$ | $1.07 \mathrm{e}-02$ |
| $U(-500,500)$ | $1.14 \mathrm{e}-02$ | $8.25 \mathrm{e}-03$ |

steplengths and parameters which is controlled by changing the size of the support of the uniform distribution governing parameter $\boldsymbol{\delta}_{i}$. Notably, our tests show that within the range of testing conducted, there is relatively minor impact associated with limited coordination.

### 3.4.3 Comparison with standard Tikhonov and proximal-point methods

Our methods are motivated by the observation that regularization-based algorithms that rely on obtaining increasingly accurate solutions to a sequence of problems and such techniques cannot be easily extended to regimes where the subproblems are stochastic, particularly when relying on simulation-based methods. Naturally, getting solutions of increasing accuracy requires increasing replication lengths at a much faster rate, making such approaches computationally impractical. Iterative regularization methods obviate this challenge by requiring a replication in which the regularization parameter is updated during the replication.

In this subsection, we detail the insights drawn from a rudimentary bounded complexity implementation of the standard Tikhonov and proximal-point methods (with two-nested loops). In effect, we obtain solutions of fixed accuracy and not increasing accuracy. More specifically, we examined the behavior of a Tikhonov regularization method where a sequence of subproblems was solved and the method was initiated with $\varepsilon=1$ and was terminated when the regularization parameter $\varepsilon$ dropped below (11000) $)^{-0.35}$ (terminating value of the base case of corresponding iterative

Tikhonov method). Note that the regularized subproblem was solved via a simulation method in which the averaged solution over a fixed number of sample-paths was employed ( 100 in this case), each of which required 10,000 steps. In the context of the proximal-point method, we terminate the method when the normed error for numerically obtained solution and actual solution drops below 1e-2. Note that both of these are heuristics and other parameter settings were examined to get a flavor for the behavior of such methods, as well as to make the comparison as fair as possible. Table 3.6 tabulates the performance for both methods in terms of width of confidence interval (table on the left) and the computational time required to reach the desired level of accuracy (table on the right). On comparing with corresponding data of iterative methods in Table 3.4 we notice that the both Tikhonov and proximal-point methods display almost identical performance in terms of level of accuracy upon termination but require significant effort to do so, especially Tikhonov methods.

Table 3.6: Tikhonov v/s proximal point method: Varying $b$ in $\alpha_{k}=k^{-b}$.

| Width of confidence intervals |  |  |
| :---: | :---: | :---: |
| $b$ | Tikhonov | Proximal Point |
| 0.54 | $1.58 \mathrm{e}-02$ | $1.62 \mathrm{e}-02$ |
| 0.59 | $1.30 \mathrm{e}-02$ | $1.38 \mathrm{e}-02$ |
| 0.64 | $1.15 \mathrm{e}-02$ | $1.03 \mathrm{e}-02$ |
| 0.69 | $8.57 \mathrm{e}-03$ | $8.10 \mathrm{e}-03$ |
| 0.74 | $6.85 \mathrm{e}-03$ | $7.27 \mathrm{e}-03$ |


| Computational time in seconds |  |
| :---: | :---: |
| Tikhonov | Proximal Point |
| 297.62 | 183.08 |
| 360.30 | 138.10 |
| 360.32 | 137.62 |
| 360.36 | 137.56 |
| 360.26 | 137.46 |

### 3.4.4 Comparison with sample average approximation (SAA) techniques

In this subsection, we investigate the performance of SAA methods with one of the candidate methods namely, PIPP. We report a $95 \%$ confidence interval SAA obtained for a sample of size 100 for various replication levels to approximate the problem. For each sample, the replicated averaged problem is solved using knitro and for $i=1, \ldots, N+|\mathscr{L}|$, PIPP is implemented with $\alpha_{k, i}=\left(1000+k+\delta_{i}\right)^{-0.54}$ and $\theta_{k, i}=\left(1000+k+\delta_{i}\right)^{0.35}$ where $\delta_{i} \sim U(-500,500)$. Table 3.7 demonstrates the performance of SAA with accuracy level reached for various number of replications while Table 3.8 compares the computational effort required measured in time (seconds) by SAA to reach the accuracy level to that of PIPP.

Table 3.7: Performance for SAA

| Width of confidence intervals for 100 samples |  |
| :---: | :---: |
| Replication per sample | SAA |
| 1000 | $3.86 \mathrm{e}-03$ |
| 2000 | $2.32 \mathrm{e}-03$ |
| 5000 | $1.65 \mathrm{e}-03$ |

Table 3.8: Comparison of performance for SAA and PIPP

| PIPP Iteration / | Computational time in seconds |  |
| :---: | :---: | :---: |
| SAA Replication | SAA | PIPP |
| 1000 | 1438.93 | 20.65 |
| 2000 | 3598.07 | 41.32 |
| 5000 | $14,645.32$ | 103.27 |

### 3.5 Concluding remarks

In this chapter we proposed and investigated two algorithms for computing solutions to stochastic variational inequalities when the mappings are not necessarily strongly monotone. The work in this chapter is related to the past work by Jiang and Xu [36] who considered how stochastic approximation procedures could address stochastic variational inequalities with strongly monotone mappings. Yet, these methods cannot easily contend with weaker requirements (such as strict monotonicity or monotonicity) while retaining the single iteration structure. A simple regularization-based extension leads to a two-level method, that is usually harder to implement in networked settings.

Accordingly, this chapter makes the following contributions. First, we present single-loop iterative counterparts of standard Tikhonov and proximal-point methods that obviate the need to solve a sequence of subproblems. Instead, we present a stochastic iterative Tikhonov regularization method and a stochastic iterative proximal-point method in which the regularization parameter in the former and the centering parameter in the latter are updated at every iteration. Suitable conditions on the parameter sequences are established for guaranteeing the almost-sure convergence of the resulting methods. Notably, the iterative proximal-point method also allows for raising the proximal-parameter at every step.

The chapter concludes with a detailed study of the computational performance of these methods on a networked monotone stochastic rate allocation game. Through this case study, we observe that the methods perform better when the steplength sequences are driven to zero at a faster rate but are less sensitive to changing the decay rates of the regularization and proximal parameter sequences. Notably, partial coordination of steplength choices has minimal impact on the accuracy of the
solution. Finally, naive implementations of standard Tikhonov and proximal-point methods prove illuminating; both Tikhonov and proximal methods provide accurate solutions but at a significant computational expense.

## Chapter 4

## Network Aggregative Nash Games

In this chapter we focus on a subclass of Nash games, referred to as aggregative games. An aggregative game is a non-cooperative Nash game in which each player's payoff is parametrized by its action and the aggregate of the actions taken by all players [81]. Nash-Cournot games represent one instance of such games; here, firms make quantity bids that fetch a price based aggregate quantity sold, implying that the payoff of any player is a function of the aggregate quantity sold [17, 48]. This chapter considers aggregative games wherein the players ${ }^{1}$ compete over a network. However, distributed computation of equilibria in such games is complicated by two challenges. First, the connectivity graphs of the underlying network may evolve over time. Second, in many settings, agents do not have ready access to aggregate decisions, implying that agents cannot compute their exact payoffs (or their gradients). Consequently, standard gradientbased or best-response schemes cannot be directly implemented since agents do not have ready access to the aggregate. Accordingly, in this chapter, we propose two distributed agreement-based algorithms which allow agents to build estimates of the aggregate and consequently compute an equilibrium of aggregative games. Of these, the first is a synchronous algorithm where all agents update simultaneously, while the second is a gossip-based algorithm that allows for asynchronous computation:
(a) Synchronous distributed algorithm: At each epoch, every agent performs a "learning step" to update its estimate of the aggregate using the information obtained through the time-varying states of its neighbors. All agents exchange information and perform decision updates simultaneously. This algorithm builds on the ideas of the method developed in [82] for distributed optimization problems.
(b) Asynchronous distributed algorithm: In contrast, the asynchronous algorithm uses a gossipbased protocol for information exchange. In the gossip-based algorithm, only a pair of randomly selected agent exchange their information and update their estimates of the aggregate

[^8]and their decisions. The algorithm combines our synchronous method in (a) with the gossip technique proposed in [83] for the agreement (consensus) problem ${ }^{2}$.

We investigate the convergence behavior of these algorithms under a diminishing stepsize rule, and provide error bounds under a constant steplength regime. Additionally, the results are supported numerics derived from application of the proposed schemes on a class of networked Nash-Cournot games. The novelty of this work is in our examination of distributed (neighbor-based) algorithms for computation of a Nash equilibrium point for aggregative Nash games, while the majority of preceding efforts on such algorithms have been spent towards solving feasibility and optimization problems.

The distributed algorithms presented in this chapter draw inspiration from the seminal work in [49], where a distributed method for optimization has been developed by allowing agents to communicate locally with their neighbors over a time-varying communication network. This idea has attracted a lot of attention recently in an effort to extend the algorithm of [49] to more general and broader range of problems [85, 86, 87, 88, 89, 90, 91, 92, 93, 94]. Much of the aforementioned work focuses on optimizing the sum of local objective function [85, 86, 87, 88, 89, 90, 91] in a multi-agent networks, while a subset of recent work considered the min-max optimization problem [95, 96], where the objective is to minimize the maximum cost incurred by any agent in the network. Notably, extensions of consensus based algorithms have also been studied in the domain of distributed regression [93], estimation and inference tasks [92, 94]. The work in this paper extends the realm of such algorithm to capture competitive aspect of multi-agent networks.

In section 4.1, we describe the problem of interest, state our assumptions and the equilibrium conditions of the game. A synchronous distributed algorithm is proposed in section 4.2 and convergence theory is provided. An asynchronous gossip-based variant of this algorithm is described in section 4.3 and is supported by convergence theory and error analysis. In section 4.4, we present an extension of aggregative games and suitably adapt the distributed synchronous and asynchronous algorithm to address this generalization. We present some numerical results in section 4.5 and, finally, conclude in section 4.6.

### 4.1 Problem formulation and background

In this section we introduce an aggregative game of our interest and provide its sufficient equilibrium conditions. The players in this game are assumed to have local interactions with each

[^9]other over time, where these interactions are modeled by time-varying connectivity graphs. We also discuss some auxiliary results for the players' connectivity graphs and present our distributed algorithm for equilibrium computation.

Consider a set of $N$ players (or agents) indexed by $1, \ldots, N$, and let $\mathcal{N}=\{1, \ldots, N\}$. The $i$ th player is characterized by a strategy set $K_{i} \subseteq \mathbb{R}^{n}$ and a payoff function $f_{i}\left(x_{i}, \bar{x}\right)$, which depends on player $i$ decision $x_{i}$ and the aggregate $\bar{x}=\sum_{i=1}^{N} x_{i}$ of all player decisions. To formalize the game, let $\bar{K}$ denote the Minkowski sum of the sets $K_{i}$ :

$$
\begin{equation*}
\bar{K}=\sum_{i=1}^{N} K_{i} . \tag{4.1}
\end{equation*}
$$

In a generic aggregative game, player $i$ faces the following parametrized optimization problem:

$$
\begin{array}{ll}
\operatorname{minimize} & f_{i}\left(x_{i}, \bar{x}\right) \\
\text { subject to } & x_{i} \in K_{i}, \tag{4.2}
\end{array}
$$

where $K_{i} \subseteq \mathbb{R}^{n}$ and $\bar{x}$ is the aggregate of the agent's decisions $x_{i}$, i.e.,

$$
\begin{equation*}
\bar{x}=\sum_{j=1}^{N} x_{j}, \quad \bar{x} \in \bar{K}, \tag{4.3}
\end{equation*}
$$

with $\bar{K} \subseteq \mathbb{R}^{n}$ as given in (4.1), and $f_{i}: K_{i} \times \bar{K} \rightarrow \mathbb{R}$. The set $K_{i}$ and the function $f_{i}$ are assumed to be known by agent $i$ only.

### 4.1.1 Equilibrium conditions and assumptions

To articulate sufficiency conditions, we make the following assumptions on the constraint sets $K_{i}$ and the functions $f_{i}$.

Assumption 8. For each $i=1, \ldots, N$, the set $K_{i} \subset \mathbb{R}^{n}$ is compact and convex. Each function $f_{i}\left(x_{i}, y\right)$ is continuously differentiable in $\left(x_{i}, y\right)$ over some open set containing the set $K_{i} \times \bar{K}$, while each function $x_{i} \mapsto f_{i}\left(x_{i}, \bar{x}\right)$ is convex over the set $K_{i}$.

Under Assumption 8, the (sufficient) equilibrium conditions of the Nash game in (4.2) can be specified as a variational inequality problem $\operatorname{VI}(K, \phi)$ (cf. [35]). Recall that $\mathrm{VI}(K, \phi)$ requires
determining a point $x^{*} \in K$ such that

$$
\left(x-x^{*}\right)^{T} \phi\left(x^{*}\right) \geq 0 \quad \text { for all } x \in K,
$$

where

$$
\phi(x) \triangleq\left(\begin{array}{c}
\nabla_{x_{1}} f_{1}\left(x_{1}, x_{1}+\sum_{j=2}^{N} x_{j}\right)  \tag{4.4}\\
\vdots \\
\nabla_{x_{N}} f_{N}\left(x_{N}, \sum_{j=1}^{N-1} x_{j}+x_{N}\right)
\end{array}\right), \quad K=\prod_{i=1}^{N} K_{i},
$$

with $x \triangleq\left(x_{1}^{T}, \ldots, x_{N}^{T}\right)^{T}, x_{i} \in K_{i}$ for all $i$. Note that, by Assumption 8 , the set $K$ is a compact and convex set in $\mathbb{R}^{n N}$, and the mapping $\phi: K \rightarrow \mathbb{R}^{n N}$ is continuous. To emphasize the particular form of the mapping $\phi$, we define $F_{i}\left(x_{i}, \bar{x}\right)$ as follows:

$$
\begin{equation*}
F_{i}\left(x_{i}, \bar{x}\right)=\nabla_{x_{i}} f_{i}\left(x_{i}, \bar{x}\right) \quad \text { for all } i=1, \ldots, N . \tag{4.5}
\end{equation*}
$$

The mapping $F(x, u)$ is given by

$$
F(x, u) \triangleq\left(\begin{array}{c}
F_{1}\left(x_{1}, u\right)  \tag{4.6}\\
\vdots \\
F_{N}\left(x_{N}, u\right)
\end{array}\right)
$$

where the component maps $F_{i}: K_{i} \times \bar{K} \rightarrow \mathbb{R}^{n}$ are given by (4.5). With this notation, we have

$$
\begin{equation*}
\phi(x)=F(x, \bar{x}) \quad \text { for all } x \in K . \tag{4.7}
\end{equation*}
$$

Next, we make an assumption on the mapping $\phi(x)$.
Assumption 9. The mapping $\phi(x)$ is strictly monotone over $K$, i.e.,

$$
\left(\phi(x)-\phi\left(x^{\prime}\right)\right)^{T}\left(x-x^{\prime}\right)>0, \quad \text { for all } x, x^{\prime} \in K .
$$

Together with the compactness of $K$, this assumption allows one to claim existence and uniqueness of a Nash equilibrium.

Proposition 10. Consider the aggregative Nash game defined in (4.2). Suppose Assumptions 8 and 9 hold. Then, the game admits a unique Nash equilibrium.

Proof. By Assumption 8, the set $K$ is compact and $\phi$ is continuous. It follows from Corollary
2.2.5 [35] that $\mathrm{VI}(K, \phi)$ has a solution. By the strict monotonicity of $\phi(x), \mathrm{VI}(K, \phi)$ has at most one solution based on Theorem 2.3.3 [35] and uniqueness follows.

Strict monotonicity assumptions on the mapping are seen to hold in a range of practical problem settings, including Nash-Cournot games [20], rate allocation problems [5, 7, 6], amongst others.

We now state our assumptions on the mappings $F_{i}$, which are related to the coordinate mappings of $\phi$ in (4.4).

Assumption 10. Each mapping $F_{i}\left(x_{i}, u\right)$ is uniformly Lipschitz continuous in u over $\bar{K}$, for every fixed $x_{i} \in K_{i}$ i.e., for some $L_{-i}>0$ and for all $u, z \in \bar{K}$,

$$
\left\|F_{i}\left(x_{i}, u\right)-F_{i}\left(x_{i}, z\right)\right\| \leq L_{-i}\|u-z\| .
$$

One would naturally question whether such assumptions are seen to hold in practical instances of aggregative games. We will show in section 4.5 that the assumptions are satisfied for the NashCournot game of Example 2.

Before proceeding, it is worthwhile to recall the motivation for the present work. In the context of continuous-strategy Nash games, when the mapping $\phi$ satisfies a suitable monotonicity property over $K$, then a range of distributed projection-based schemes [35, 7, 5, 13, 33] and their regularized variants schemes $[6,75,20]$ can be constructed. In all of these instances, every agent should be able to observe the aggregate $\bar{x}$ of the agent decisions. In this paper, we assume that this aggregate cannot be observed and no central entity exists that can provide this quantity at any time. Yet, when agents are connected in some manner, then a given agent can communicate locally with their neighbors and generate estimates of the aggregate decisions. Under this restriction, we are interested in designing algorithms for computing an equilibrium of an aggregative Nash game (4.2).

### 4.2 Distributed synchronous algorithm

In this section we develop a distributed synchronous algorithm for equilibrium computation of the game in (4.2) that relies on agents constructing an estimate by mixing information drawn from local neighbors and making a subsequent projection step. In Section 4.2.1, we describe the scheme and provide some preliminary results in Section 4.2.2. The section concludes in Section 4.2.3 with an analysis of the convergence of the proposed scheme.

### 4.2.1 Outline of algorithm

Our algorithm equips each agent in the network with a protocol that mandates that every agent exchange information with its neighbors, and subsequently update its decision and the estimate of the aggregate decisions, simultaneously. We employ a synchronous time model which can contend with a time varying connectivity graph. Consequently, in this section we consider a time varying network to model agent's communications in time. More specifically, let $\mathcal{E}_{k}$ be the set of underlying directed edges between agents and let $\mathcal{G}_{k}=\left(\mathcal{N}, \mathcal{E}_{k}\right)$ denote the connectivity graph at time $k$. Let $\mathcal{N}_{i}(k)$ denote the set of agents who are immediate neighbors of agent $i$ at time $k$ that can send information to $i$, assuming that $i \in \mathcal{N}_{i}(k)$ for all $i \in \mathcal{N}$ and all $k \geq 0$. Mathematically, $\mathcal{N}_{i}(k)$ can be expressed as:

$$
\mathcal{N}_{i}(k)=\left\{j:(j, i) \in \mathcal{E}_{k}\right\} .
$$

We make the following assumption on the graph $\mathcal{G}_{k}=\left(\mathcal{N}, \mathcal{E}_{k}\right)$.
Assumption 11. There exists an integer $Q \geq 1$ such that the $\operatorname{graph}\left(\mathcal{N}, \bigcup_{\ell=1}^{Q} \varepsilon_{\ell+k}\right)$ is strongly connected for all $k \geq 0$.

This assumption ensures that the intercommunication intervals are bounded for agents that communicate directly; i.e., every agent sends information to each of its neighboring agents at least once every $Q$ time intervals. This assumption has been commonly used in distributed algorithms on networks, starting with [49].


Figure 4.1: A depiction of an (undirected) communication network.

Due to incomplete information at any point, an agent only has an estimate of $\bar{x}$ in contrast to the actual $\bar{x}$. We describe how an agent may build this estimate. Let $x_{i}^{k}$ be the iterate and $v_{i}^{k}$ be the estimate of the average of the decisions $x_{1}^{k}, \ldots, x_{N}^{k}$ for agent $i$ at the end of the $k$ th iteration.

At the beginning of the $(k+1)$ st iteration, agent $i$ receives the estimates $v_{j}^{k}$ from its neighbors $j \in \mathcal{N}_{i}(k+1)$. Using this information, agent $i$ aligns its intermediate estimate according to the following rule:

$$
\begin{equation*}
\hat{v}_{i}^{k}=\sum_{j \in \mathcal{N}_{i}(k)} w_{i j}(k) v_{j}^{k} \tag{4.8}
\end{equation*}
$$

where $w_{i j}(k)$ is the nonnegative weight that agent $i$ assigns to agent $j$ 's estimate. By specifying $w_{i j}=0$ for $j \notin \mathcal{N}_{i}(k)$ we can write:

$$
\hat{v}_{i}^{k}=\sum_{j=1}^{N} w_{i j}(k) v_{j}^{k} \quad \text { with } \quad v_{j}^{0}=x_{j}^{0} \text { for all } j=1, \ldots, N .
$$

Using this aligned average estimate $\hat{v}_{i}^{k}$ and its own iterate $x_{i}^{k}$, agent $i$ updates its iterate and average estimate as follows:

$$
\begin{align*}
x_{i}^{k+1} & =\Pi_{K_{i}}\left[x_{i}^{k}-\alpha_{k} F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)\right],  \tag{4.9}\\
v_{i}^{k+1} & =\hat{v}_{i}^{k}+x_{i}^{k+1}-x_{i}^{k}, \tag{4.10}
\end{align*}
$$

where, $\alpha_{k}$ is the stepsize, $\Pi_{K_{i}}$ denotes the Euclidean projection onto the set $K_{i}$ and $F_{i}$ is as defined in (4.5). The quantity $N \hat{v}_{i}^{k}$ in (4.9) is the aggregate estimate that agent $i$ uses instead of the true estimate $\sum_{i=1}^{N} x_{i}^{k}$ of the agent decisions at time $k$. Under suitable conditions on the agents weights $w_{i j}(k)$ and the stepsize $\alpha_{k}$, the iterate vector $\left(x_{1}^{k}, \ldots, x_{N}^{k}\right)$ can converge to a Nash equilibrium point $\left(x_{1}^{*}, \ldots, x_{N}^{*}\right)$ and the estimates $N \hat{v}_{i}^{k}$ in (4.9) will converge to the true aggregate value $\sum_{i=1}^{N} x_{i}^{*}$ at the equilibrium. These assumptions are given below.

Assumption 12. For all $i \in \mathcal{N}$ and all $k \geq 0$, the following hold:
(i) $w_{i j}(k) \geq \delta$ for all $j \in \mathcal{N}_{i}(k)$ and $w_{i j}(k)=0$ for $j \notin \mathcal{N}_{i}(k)$;
(ii) $\sum_{j=1}^{N} w_{i j}(k)=1$ for all $i$;
(iii) $\sum_{i=1}^{N} w_{i j}(k)=1$ for all $j$.

Assumption 13. The stepsize $\alpha_{k}$ is chosen such that the following hold:
(i) The sequence $\left\{\alpha_{k}\right\}$ is monotonically non-increasing i.e., $\alpha_{k+1} \leq \alpha_{k}$ for all $k$;
(ii) $\sum_{k=0}^{\infty} \alpha_{k}=\infty$;
(iii) $\sum_{k=0}^{\infty} \alpha_{k}^{2}<\infty$.

Such an assumption is trivially satisfied for a stepsize update of the form $\alpha_{k}=(k+1)^{-b}$ where $0.5<b \leq 1$.

### 4.2.2 Preliminary results

We next provide some auxiliary results for the weight matrices and the estimates generated by the method. Let $W(k)$ be the weight matrix with entries $w_{i j}(k)$. We introduce the transition matrices $\Phi(k, s)$ from time $s$ to $k>s$, as follows:

$$
\Phi(k, s)=W(k) W(k-1) \cdots W(s+1) W(s) \quad \text { for } 0 \leq s<k
$$

where $\Phi(k, k)=W(k)$ for all $k$. Let $[\Phi(k, s)]_{i j}$ denote the $(i, j)$ th entry of the matrix $\Phi(k, s)$, and let $\mathbf{1} \in \mathbb{R}^{N}$ be the column vector with all entries equal to 1 . We next state a result on the convergence properties of the matrix $\Phi(k, s)$. The result can be found in [97] (Corollary 1).

Lemma 12 ([97] Corollary 1). Let Assumptions 11 and 12 hold. Then
(i) $\lim _{k \rightarrow \infty} \Phi(k, s)=\frac{1}{N} \mathbf{1 1}^{T}$ for all $s \geq 0$.
(ii) The convergence rate of $\Phi(k, s)$ is geometric; specifically, we have $\left|[\Phi(k, s)]_{i j}-\frac{1}{N}\right| \leq \theta \beta^{k-s}$ for all $k \geq s \geq 0$ and for all $i$ and $j$, where $\theta=\left(1-\frac{\delta}{4 N^{2}}\right)^{-2}$ and $\beta=\left(1-\frac{\delta}{4 N^{2}}\right)^{\frac{1}{Q}}$.

Now, we state some results which will allow us to claim the convergence of the algorithm. These results involve the average $y^{k}$ of the estimates $v_{i}^{k}, i \in \mathcal{N}$, given by

$$
\begin{equation*}
y^{k}=\frac{1}{N} \sum_{i=1}^{N} v_{i}^{k} \quad \text { for all } k \geq 0 \tag{4.11}
\end{equation*}
$$

As we will see, $y^{k}$ will play a key role in establishing the convergence of the iterates produced by the algorithm in (4.9)-(4.10). One important property of $y^{k}$ is that we have $y^{k}=\frac{1}{N} \sum_{j=1}^{N} x_{j}^{k}$ for all $k \geq 0$. Thus, $y^{k}$ not only captures the average belief of the agents in the network but it also represents the true average information. This property of the true average $y^{k}$ has been shown in [93] within the proof of Lemma 5.2 for a different setting, and it is given in the following lemma for sake of clarity.

Lemma 13. Let $W(k)$ be such that $\sum_{j=1}^{N}[W(k)]_{j i}=1$ for every $i$ and $k$. Then, $y^{k}=\frac{1}{N} \sum_{i=1}^{N} x_{i}^{k}$ for all $k \geq 0$, where $y^{k}$ is defined by (4.11).

Proof. It suffices to show that for all $k \geq 0$,

$$
\begin{equation*}
\sum_{j=1}^{N} v_{j}^{k}=\sum_{j=1}^{N} x_{j}^{k} \tag{4.12}
\end{equation*}
$$

We show this by induction on $k$. For $k=0$ relation (4.12) holds trivially, as we have initialized the beliefs with $v_{j}^{0}=x_{j}^{0}$ for all $j$. Assuming relation (4.12) holds for $k-1$, as the induction step, we have

$$
\begin{aligned}
\sum_{j=1}^{N} v_{j}^{k} & =\sum_{j=1}^{N}\left(\hat{v}_{j}^{k-1}+x_{j}^{k}-x_{j}^{k-1}\right) \\
& \left.=\sum_{j=1}^{N} \sum_{i=1}^{N}[W(k-1)]\right]_{j i} v_{i}^{k-1}+\sum_{j=1}^{N}\left(x_{j}^{k}-x_{j}^{k-1}\right) \\
& =\sum_{i=1}^{N} v_{i}^{k-1}+\sum_{j=1}^{N}\left(x_{j}^{k}-x_{j}^{k-1}\right)
\end{aligned}
$$

where the first equality follows from (4.10), the second inequality is a consequence of the mixing relationship articulated by (4.8), and the last equality follows from $\sum_{j=1}^{N}[W(k)]_{j i}=1$ for every $i$ and $k$. Furthermore, using the induction hypothesis, we have $\sum_{j=1}^{N}\left(x_{j}^{k}-x_{j}^{k-1}\right)=\sum_{j=1}^{N} x_{j}^{k}-\sum_{j=1}^{N} v_{j}^{k-1}$, thus implying that $\sum_{j=1}^{N} v_{j}^{k}=\sum_{j=1}^{N} x_{j}^{k}$.

As a consequence of Lemma 13, Assumption 8 and Assumption 10, we have the following result which will be often used in the sequel.

Corollary 5. Let $W(k)$ satisfy the assumption of Lemma 13. Also, let Assumptions 8 and 10(ii) hold. Then, there exists a constant $C$ such that

$$
\left\|F_{i}\left(x_{i}^{k}, N y^{k}\right)\right\| \leq C, \quad\left\|F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)\right\| \leq C \quad \text { for all } i \text { and } k \geq 0
$$

Proof. By Lemma 13, we have $N y^{k}=\sum_{i=1}^{N} x_{i}^{k}=\bar{x}_{k} \in \bar{K}$, where $\bar{K}$ is compact since each $K_{i} \mathrm{~s}$ compact (Assumption 8). Since each $F_{i}$ is continuous over $K_{i} \times \bar{K}$, the first inequality follows. To show that $\left\{F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)\right\}$ is bounded, we write

$$
\left\|F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)\right\| \leq\left\|F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-F_{i}\left(x_{i}^{k}, N y^{k}\right)\right\|+\left\|F_{i}\left(x_{i}^{k}, N y^{k}\right)\right\| .
$$

Using the Lipschitz property of $F_{i}$ of Assumption 10, we obtain

$$
\left\|F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)\right\| \leq L_{-i} N\left\|\hat{v}_{i}^{k}-y^{k}\right\|+\left\|F_{i}\left(x_{i}^{k}, N y^{k}\right)\right\| .
$$

Let $\hat{K}$ be the convex hull of the union set $\cup_{i} K_{i}$. Note that $\hat{v}_{i}^{k}, y^{k} \in \hat{K}$ for all $k$ and that $\hat{K}$ is compact (since each $K_{i}$ is compact). Thus, $\left\{\left\|\hat{v}_{i}^{k}-y^{k}\right\|\right\}$ is bounded. As already established, $\left\{F_{i}\left(x_{i}^{k}, N y^{k}\right)\right\}$ is also bounded, implying that $\left\{F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)\right\}$ is bounded as well.

In the following lemma, we establish some error bounds for the norms $\left\|y^{k}-\hat{v}_{i}^{k}\right\|$ which play important role in our analysis.

Lemma 14. Let Assumptions 8-12 hold, and let $y^{k}$ be defined by (4.11). Then, we have

$$
\left\|y^{k}-\hat{v}_{i}^{k}\right\| \leq \theta \beta^{k} M+\theta N C \sum_{s=1}^{k} \beta^{k-s} \alpha_{s-1} \quad \text { for all } i \in \mathcal{N} \text { and all } k \geq 1
$$

where $\hat{v}_{i}^{k}$ is defined in (4.8), $\theta=\left(1-\frac{\delta}{4 N^{2}}\right)^{-2}, \beta=\left(1-\frac{\delta}{4 N^{2}}\right)^{\frac{1}{Q}}, M=\sum_{j=1}^{N} \max _{x_{j} \in K_{j}}\left\|x_{j}\right\|$ and $C$ is as in Corollary 5.

Proof. Using the definitions of $v_{i}^{k+1}$ and $\hat{v}_{i}^{k}$ given in Eqs. (4.10) and (4.8), respectively, we have

$$
v_{i}^{k+1}=\sum_{j=1}^{N} w_{i j}(k) v_{j}^{k}+x_{i}^{k+1}-x_{i}^{k}
$$

which through an iterative recursion leads to

$$
\begin{aligned}
v_{i}^{k+1} & =\sum_{j=1}^{N} w_{i j}(k)\left(\sum_{\ell=1}^{N} w_{j \ell}(k-1) v_{\ell}^{k-1}+x_{j}^{k}-x_{j}^{k-1}\right)+x_{i}^{k+1}-x_{i}^{k} \\
& =\sum_{\ell=1}^{N}[\Phi(k, k-1)]_{i} v_{\ell}^{k-1}+\sum_{j=1}^{N}[\Phi(k, k)]_{i j}\left(x_{j}^{k}-x_{j}^{k-1}\right)+x_{i}^{k+1}-x_{i}^{k} \\
& =\cdots \\
& =\sum_{\ell=1}^{N}[\Phi(k, 0)]_{i \ell} v_{\ell}^{0}+\sum_{s=1}^{k}\left(\sum_{j=1}^{N}[\Phi(k, s)]_{i j}\left(x_{j}^{s}-x_{j}^{s-1}\right)\right)+x_{i}^{k+1}-x_{i}^{k}
\end{aligned}
$$

The preceding relation can be rewritten as:

$$
v_{i}^{k+1}-x_{i}^{k+1}+x_{i}^{k}=\sum_{\ell=1}^{N}[\Phi(k, 0)]_{i} v_{\ell}^{0}+\sum_{s=1}^{k}\left(\sum_{j=1}^{N}[\Phi(k, s)]_{i j}\left(x_{j}^{s}-x_{j}^{s-1}\right)\right) .
$$

By the definition of $v_{i}^{k+1}$ in Eq. (4.10), we have $\hat{v}_{i}^{k}=v_{i}^{k+1}-x_{i}^{k+1}+x_{i}^{k}$, through which we get

$$
\begin{equation*}
\hat{v}_{i}^{k}=\sum_{\ell=1}^{N}[\Phi(k, 0)]_{i \ell} v_{\ell}^{0}+\sum_{s=1}^{k}\left(\sum_{j=1}^{N}[\Phi(k, s)]_{i j}\left(x_{j}^{s}-x_{j}^{s-1}\right)\right) \tag{4.13}
\end{equation*}
$$

Now, consider $y^{k}$ which may be written as follows:

$$
y^{k}=y^{k-1}+\left(y^{k}-y^{k-1}\right)=\cdots=y^{0}+\sum_{s=1}^{k}\left(y^{s}-y^{s-1}\right)
$$

By Lemma 13 we have $y^{s}=\frac{1}{N} \sum_{j=1}^{N} x_{j}^{s}$ for all $s \geq 0$, which implies

$$
\begin{equation*}
y^{k}=y^{0}+\sum_{s=1}^{k} \sum_{j=1}^{N} \frac{1}{N}\left(x_{j}^{s}-x_{j}^{s-1}\right)=\sum_{\ell=1}^{N} \frac{1}{N} v_{\ell}^{0}+\sum_{s=1}^{k} \sum_{j=1}^{N} \frac{1}{N}\left(x_{j}^{s}-x_{j}^{s-1}\right), \tag{4.14}
\end{equation*}
$$

where the last equality follows by the definition of $y^{0}$ (see (4.11)).
From relations (4.13) and (4.14) we have

$$
\begin{align*}
\left\|y^{k}-\hat{v}_{i}^{k}\right\| & =\left\|\sum_{\ell=1}^{N}\left(\frac{1}{N}-[\Phi(k, 0)]_{i \ell}\right) v_{\ell}^{0}+\sum_{s=1}^{k} \sum_{j=1}^{N}\left(\frac{1}{N}-[\Phi(k, s)]_{i j}\right)\left(x_{j}^{s}-x_{j}^{s-1}\right)\right\| \\
& \leq \sum_{\ell=1}^{N}\left|\frac{1}{N}-[\Phi(k, 0)]_{i \ell}\right|\left\|v_{\ell}^{0}\right\|+\sum_{s=1}^{k} \sum_{j=1}^{N}\left|\frac{1}{N}-[\Phi(k, s)]_{i j}\right|\left\|x_{j}^{s}-x_{j}^{s-1}\right\| \\
& \leq \sum_{\ell=1}^{N} \beta^{k}\left\|v_{\ell}^{0}\right\|+\sum_{s=1}^{k} \sum_{j=1}^{N} \beta^{k-s}\left\|x_{j}^{s}-x_{j}^{s-1}\right\| \tag{4.15}
\end{align*}
$$

where the last inequality follows from $\left|\frac{1}{N}-[\Phi(k, s)]_{i j}\right| \leq \theta \beta^{k-s}$ for all $0 \leq s \leq k$ (cf. Lemma 12).
Now, we estimate $\left\|x_{i}^{s}-x_{i}^{s-1}\right\|$. From relation (4.9) we see that for any $s \geq 1$,

$$
\begin{align*}
\left\|x_{i}^{s}-x_{i}^{s-1}\right\| & =\left\|\Pi_{K_{i}}\left[x_{i}^{s-1}-\alpha_{s-1} F_{i}\left(x_{i}^{s-1}, N \hat{v}_{i}^{s-1}\right)\right]-x_{i}^{s-1}\right\| \\
& \leq\left\|x_{i}^{s-1}-\alpha_{s-1} F_{i}\left(x_{i}^{s-1}, N \hat{v}_{i}^{s-1}\right)-x_{i}^{s-1}\right\| \\
& =\alpha_{s-1}\left\|F_{i}\left(x_{i}^{s-1}, N \hat{v}_{i}^{s-1}\right)\right\| \\
& \leq C \alpha_{s-1}, \tag{4.16}
\end{align*}
$$

where the first inequality follows by the non-expansive property of projection map, and the last
inequality follows by Corollary 5. Combining (4.16) and (4.15), we have

$$
\left\|y^{k}-\hat{v}_{i}^{k}\right\| \leq \theta \beta^{k} \sum_{\ell=1}^{N}\left\|v_{\ell}^{0}\right\|+\theta N \sum_{s=1}^{k} \beta^{k-s} \alpha_{s-1} C \leq \theta \beta^{k} M+\theta N C \sum_{s=1}^{k} \beta^{k-s} \alpha_{s-1}
$$

where in the last inequality, we use $v_{\ell}^{0}=x_{\ell}^{0} \in K_{\ell}$ and $M=\sum_{\ell=1}^{N} \max _{x_{\ell} \in K_{\ell}}\left\|x_{\ell}^{0}\right\|$, which is finite since each $K_{\ell}$ is a compact set (cf. Assumption 8).

### 4.2.3 Convergence of Algorithm

In this subsection, under our assumptions, we prove that the sequence produced by the proposed algorithm does indeed converge to the unique Nash equilibrium, which exists by Proposition 10. Our next proposition provides the main convergence result for the algorithm. Prior to providing this result, we state a lemma that will be employed in proving the required result [82, Lemma 3.1(b)].

Lemma 15. [82, Lemma 3.1(b)] Let $\left\{\zeta_{k}\right\}$ be a non-negative scalar sequence. If $\sum_{k=0}^{\infty} \zeta_{k}<\infty$ and $0<\beta<1$, then $\sum_{k=0}^{\infty}\left(\sum_{s=0}^{k} \beta^{k-s} \zeta_{s}\right)<\infty$.

In what follows, we use $x^{k}$ to denote the vector with components $x_{i}^{k}, i=1, \ldots, N$, i.e., $x^{k}=$ $\left(x_{1}^{k}, \ldots, x_{N}^{k}\right)$ and, similarly, we write $x^{*}$ for the vector $\left(x_{1}^{*}, \ldots, x_{N}^{*}\right)$.

Proposition 11. Let Assumptions $8-13$ hold. Then, the sequence $\left\{x^{k}\right\}$ generated by the method (4.9)-(4.10) converges to the (unique) solution $x^{*}$ of $V I(K, \phi)$.

Proof. By Proposition 10, $\mathrm{VI}(K, \phi)$ has a unique solution $x^{*} \in K$. When $x^{*}$ solves the variational inequality problem $\operatorname{VI}(K, \phi)$, the following relation holds $x^{*}=\Pi_{K_{i}}\left[x_{i}^{*}-\alpha_{k} F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right]$ (see [35, Proposition 1.5 .8 , p. 83]). From this relation and the non-expansive property of projection operator, we see that

$$
\begin{aligned}
\left\|x_{i}^{k+1}-x_{i}^{*}\right\|^{2} & =\left\|\Pi_{K_{i}}\left[x_{i}^{k}-\alpha_{k} F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)\right]-x_{i}^{*}\right\|^{2} \\
& =\left\|\Pi_{K_{i}}\left[x_{i}^{k}-\alpha_{k} F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)\right]-\Pi_{K_{i}}\left[x_{i}^{*}-\alpha_{k} F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right]\right\|^{2} \\
& \leq\left\|x_{i}^{k}-x_{i}^{*}-\alpha_{k}\left(F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)\right\|^{2} .
\end{aligned}
$$

By expanding the last term, we obtain the following expression:

$$
\begin{align*}
\left\|x_{i}^{k+1}-x_{i}^{*}\right\|^{2} \leq & \left\|x_{i}^{k}-x_{i}^{*}\right\|^{2}+\alpha_{k}^{2} \underbrace{\left\|F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right\|^{2}}_{\text {Term1 }} \\
& -2 \alpha_{k} \underbrace{\left(F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right)}_{\text {Term2 }} . \tag{4.17}
\end{align*}
$$

To estimate Term1, we use the triangle inequality and the identity $(a+b)^{2} \leq 2\left(a^{2}+b^{2}\right)$, which yields

$$
\text { Term1 } \leq 2\left\|F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)\right\|^{2}+2\left\|F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right\|^{2} \leq \tilde{C} \quad \text { with } \quad \tilde{C}=2 C^{2}+2 \max _{\left(x_{i}, \bar{x}\right) \in K_{i} \times \bar{K}}\left\|F_{i}\left(x_{i}, \bar{x}\right)\right\|^{2},
$$

where $C$ is such that $\left\|F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)\right\| \leq C$ for all $i$ and $k$ (cf. Corollary 5) and $\max _{\left(x_{i}, \bar{x}\right) \in K_{i} \times \bar{K}}\left\|F_{i}\left(x_{i}, \bar{x}\right)\right\|$ is finite by Assumption 8. Next, we consider Term2. By adding and subtracting $F_{i}\left(x_{i}^{k}, N y^{k}\right)$ in Term2, where $y^{k}$ is defined by (4.11), we have

$$
\operatorname{Term} \mathbf{2}=\left(F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-F_{i}\left(x_{i}^{k}, N y^{k}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right)+\left(F_{i}\left(x_{i}^{k}, N y^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right)
$$

By applying the Cauchy-Schwartz inequality, i.e. $a^{T} b \geq-\|a\|\|b\|$, to the first term on the right hand side of the preceding relation and the Lipschitz continuity of $F_{i}\left(x_{i}, u\right)$ in $u$ (cf. Assumption 10), we see that

$$
\begin{aligned}
\left(F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-F_{i}\left(x_{i}^{k}, N y^{k}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right) & \geq-\left\|F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-F_{i}\left(x_{i}^{k}, N y^{k}\right)\right\| \cdot\left\|x_{i}^{k}-x_{i}^{*}\right\| \\
& \geq-L_{-i} N\left\|\hat{v}_{i}^{k}-y^{k}\right\| \cdot\left\|x_{i}^{k}-x_{i}^{*}\right\| \\
& \geq-2 L_{-i} M N\left\|\hat{v}_{i}^{k}-y^{k}\right\|,
\end{aligned}
$$

where in the last inequality we use $x_{i}^{k}, x_{i}^{*} \in K_{i}$ and the compactness of $K_{i}$ (cf. Assumption 8) and $M \geq \max _{x_{i} \in K_{i}}\left\|x_{i}\right\|$ for all $i$. Therefore, we have

$$
\operatorname{Term} \mathbf{2} \geq-2 L_{-i} M N\left\|\hat{v}_{i}^{k}-y^{k}\right\|+\left(F_{i}\left(x_{i}^{k}, N y^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right)
$$

By substituting the preceding estimates of Term1 and Term2 in (4.17), we obtain

$$
\begin{aligned}
\left\|x_{i}^{k+1}-x_{i}^{*}\right\|^{2} \leq & \left\|x_{i}^{k}-x_{i}^{*}\right\|^{2}+\tilde{C} \alpha_{k}^{2}+4 \alpha_{k} L_{-i} M N\left\|\hat{v}_{i}^{k}-y^{k}\right\| \\
& -2 \alpha_{k}\left(F_{i}\left(x_{i}^{k}, N y^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right) .
\end{aligned}
$$

Summing over all agents from $i=1$ to $i=N$, yields

$$
\begin{aligned}
\sum_{i=1}^{N}\left\|x_{i}^{k+1}-x_{i}^{*}\right\|^{2} \leq & \sum_{i=1}^{N}\left\|x_{i}^{k}-x_{i}^{*}\right\|^{2}+N \tilde{C} \alpha_{k}^{2}+4 \alpha_{k} M N \sum_{i=1}^{N} L_{-i}\left\|\hat{v}_{i}^{k}-y^{k}\right\| \\
& -2 \alpha_{k} \sum_{i=1}^{N}\left(F_{i}\left(x_{i}^{k}, N y^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right)
\end{aligned}
$$

Using $N y^{k}=\sum_{i=1}^{N} x_{i}^{k}$ (see Lemma 13) and letting $\bar{x}^{k}=\sum_{i=1}^{N} x_{i}^{k}$, we have for all $k \geq 0$,

$$
\begin{align*}
\left\|x^{k+1}-x^{*}\right\|^{2} \leq & \left\|x^{k}-x^{*}\right\|^{2}+N \tilde{C} \alpha_{k}^{2}+4 \alpha_{k} M N \sum_{i=1}^{N} L_{-i}\left\|\hat{v}_{i}^{k}-y^{k}\right\| \\
& -2 \alpha_{k}\left(\phi\left(x^{k}\right)-\phi\left(x^{*}\right)\right)^{T}\left(x^{k}-x^{*}\right) \tag{4.18}
\end{align*}
$$

where we also use the fact that $F_{i}\left(x_{i}, \bar{x}\right)$ is a coordinate map for the mapping $\phi(x)=F(x, \bar{x})$ (see (4.6) and (4.7)).

To claim the convergence of $x^{k}$ to $x^{*}$, we apply Lemma 9 (for the deterministic sequences) to relation (4.18). To apply this lemma, since $\sum_{k=0}^{\infty} \alpha_{k}^{2}<\infty$ by Assumption 13, we only need to prove

$$
\begin{equation*}
\sum_{k=0}^{\infty} \alpha_{k}\left\|\hat{v}_{i}^{k}-y^{k}\right\|<\infty \quad \text { for all } i \in \mathcal{N} \tag{4.19}
\end{equation*}
$$

In view of Lemma 14, we have

$$
\left\|y^{k}-\hat{v}_{i}^{k}\right\| \leq \theta \beta^{k} M+\theta N C \sum_{s=1}^{k} \beta^{k-s} \alpha_{s-1} \quad \text { for all } i \in \mathcal{N} \text { and all } k \geq 1
$$

so it suffices to prove that

$$
\sum_{k=1}^{\infty} \alpha_{k}\left(\sum_{s=1}^{k} \beta^{k-s} \alpha_{s-1}\right)<\infty \quad \text { and } \quad \sum_{k=1}^{\infty} \alpha_{k} \beta^{k}<\infty
$$

Using $\alpha_{k} \leq \alpha_{s}$ for all $k \geq s$ (Assumption 13), for the series $\sum_{k=1}^{\infty} \alpha_{k}\left(\sum_{s=1}^{k} \beta^{k-s} \alpha_{s-1}\right)$ we have

$$
\sum_{k=1}^{\infty} \alpha_{k}\left(\sum_{s=1}^{k} \beta^{k-s} \alpha_{s-1}\right)=\sum_{k=1}^{\infty}\left(\sum_{s=1}^{k} \beta^{k-s} \alpha_{k} \alpha_{s-1}\right) \leq \sum_{k=1}^{\infty}\left(\sum_{s=1}^{k} \beta^{k-s} \alpha_{s-1}^{2}\right)
$$

We now use Lemma 15, from which by letting $\zeta_{s}=\alpha_{s}^{2}$ we can see that $\sum_{k=1}^{\infty} \alpha_{k}\left(\sum_{s=1}^{k} \beta^{k-s} \alpha_{s-1}\right)<$
$\infty$. To establish the convergence of $\sum_{k=0}^{\infty} \alpha_{k} \beta^{k}$, we note that $\alpha_{k} \leq \alpha_{0}$ (Assumption 13), implying that $\sum_{k=0}^{\infty} \alpha_{k} \beta^{k} \leq \alpha_{0} \sum_{k=0}^{\infty} \beta^{k}<\infty$ since $0<\beta<1$. Thus, relation (4.19) is valid.

As relation (4.18) satisfies the conditions of (the deterministic case of) Lemma 9, it follows that

$$
\begin{gather*}
\left\{\left\|x^{k}-x^{*}\right\|\right\} \quad \text { converges, }  \tag{4.20}\\
\sum_{k=0}^{\infty} \alpha_{k}\left(\phi\left(x^{k}\right)-\phi\left(x^{*}\right)\right)^{T}\left(x^{k}-x^{*}\right)<\infty . \tag{4.21}
\end{gather*}
$$

Since $\left\{x^{k}\right\} \subset K$ and $K$ is compact (Assumption 8), $\left\{x^{k}\right\}$ has accumulation points in $K$. By (4.21) and $\sum_{k=0}^{\infty} \alpha_{k}=\infty$ it follows that $\left(\phi\left(x^{k}\right)-\phi\left(x^{*}\right)\right)^{T}\left(x^{k}-x^{*}\right) \rightarrow 0$ along a subsequence, say $\left\{x^{k_{\ell}}\right\}$. This observation, together with the strict monotonicity of $\phi$, implies that $\left\{x^{k_{\ell}}\right\} \rightarrow x^{*}$ as $\ell \rightarrow \infty$. By relation (4.20), the entire sequence $\left\{x^{k}\right\}$ must converge to $x^{*}$.

### 4.3 Distributed asynchronous algorithm

In this section, we propose a distributed gossip-based algorithm for computing an equilibrium of aggregative Nash game (4.2). A description of the algorithm and some preliminary results are provided in Section 4.3.1. The global convergence of the algorithm is examined in Section 4.3.2, while constant steplength error bounds are provided in Section 4.3.3.

### 4.3.1 Outline of algorithm

In the proposed algorithm, agents perform their estimate and iterate updates the same as in the synchronous algorithm (4.9)-(4.10), but the updates occur asynchronously. As a mechanism for generating asynchronous updates we employ the gossip model for agent communications [83]. Together with the asynchronous updates, we allow the agents to use uncoordinated stepsize values by letting each agent choose a stepsize based on its own information-update frequency. To accommodate these asynchronous updates and uncoordinated stepsize selections, we model the agent connectivity structure by an undirected static graph $\mathcal{G}(\mathcal{N}, \mathcal{E})$, with node $i \in \mathcal{N}$ being agent $i$ and $\mathcal{E}$ being the set of undirected edges among the agents. When $\{i, j\} \in \mathcal{E}$, the agents $i$ and $j$ can talk to each other. We let $\mathcal{N}_{i}$ denote the set of neighbors of agent $i$, i.e., $\mathcal{N}_{i}=\{j \mid\{i, j\} \in \mathcal{E}\}$. We use the following assumption for the graph $\mathcal{G}(\mathcal{N}, \mathcal{E})$.

Assumption 14. The undirected graph $\mathcal{G}(\mathcal{N}, \mathcal{E})$ is connected.


Figure 4.2: A depiction of a gossip communication.

We use a gossip protocol to model agent communication and exchange of the estimates of the aggregate $\bar{x}$. In this model, each agent is assumed to have a local clock which ticks according to a Poisson process with rate 1 . At a tick of its clock, an agent $i$ wakes up and contacts its neighbor $j \in \mathcal{N}_{i}$ with probability $p_{i j}$. The agents' clocks processes can be equivalently modeled as a single (virtual) clock which ticks according to a Poisson process with rate $N$. We assume that only one agent wakes up at each tick of the global clock, and we let $Z^{k}$ denote $k$ th tick time of the global Poisson process. We discretize time so that instant $k$ corresponds to the time-slot $\left[Z^{k-1}, Z^{k}\right)$. At each time $k$, every agent $i$ has its iterate $x_{i}^{k}$ and estimate $v_{i}^{k}$ of the average of the current aggregate. We let $I^{k}$ denote the agent whose clock ticked at time $k$ and we let $J^{k}$ be the agent contacted by the agent $I^{k}$, where $J^{k}$ is a neighbor of agent $I^{k}$, i.e., $J^{k} \in \mathcal{N}_{I^{k}}$. At time $k$, agents $I^{k}$ and $J^{k}$ exchange their estimates $v_{I^{k}}^{k}$ and $v_{J^{k}}^{k}$ and compute intermediate estimates:

$$
\begin{equation*}
\hat{v}_{i}^{k}=\frac{v_{I^{k}}^{k}+v_{J^{k}}^{k}}{2} \quad \text { for } i \in\left\{I^{k}, J^{k}\right\} \tag{4.22}
\end{equation*}
$$

and update their iterates and estimates of the aggregate average, as follows:

$$
\left.\begin{array}{rl}
x_{i}^{k+1} & =\Pi_{K_{i}}\left[x_{i}^{k}-\alpha_{k, i} F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)\right]  \tag{4.23}\\
v_{i}^{k+1} & =\hat{v}_{i}^{k}+x_{i}^{k+1}-x_{i}^{k}
\end{array}\right\} \quad \text { for } i \in\left\{I^{k}, J^{k}\right\}
$$

where $\alpha_{k, i}$ is the stepsize for agent $i$ and $F_{i}\left(x_{i}, y\right)=\nabla_{x_{i}} f_{i}\left(x_{i}, y\right)$. The other agents do nothing, i.e.,

$$
\begin{equation*}
\hat{v}_{i}^{k}=v_{i}^{k}, \quad x_{i}^{k+1}=x_{i}^{k}, \quad \text { and } \quad v_{i}^{k+1}=v_{i}^{k} \quad \text { for } i \notin\left\{I^{k}, J^{k}\right\} . \tag{4.24}
\end{equation*}
$$

As seen from the preceding update relations, the agents perform the same updates as in the synchronous algorithm (4.9)-(4.10), but instead of all agents updating, only two randomly selected agents update their estimates and iterates, while the other agents do not update.

We now rewrite the update steps more compactly. To capture the step in (4.22), we define the weight matrix $W(k)$ :

$$
\begin{equation*}
W(k)=\rrbracket-\frac{1}{2}\left(e_{I^{k}}-e_{J^{k}}\right)\left(e_{I^{k}}-e_{J^{k}}\right)^{T}, \tag{4.25}
\end{equation*}
$$

where $\rrbracket$ stands for the identity matrix, $e_{i}$ is $N$-dimensional vector with $i$ th entry equal to 1 , and the other entries equal to 0 . By using $W(k)$ we can rewrite the intermediate estimate update (4.22), as follows: for all $i=1, \ldots, N$,

$$
\begin{equation*}
\hat{v}_{i}^{k}=\sum_{j=1}^{N}[W(k)]_{i j} v_{j}^{k} \quad \text { for all } k \geq 1, \quad \text { with } \quad v_{i}^{0}=x_{i}^{0} \tag{4.26}
\end{equation*}
$$

where $x_{i}^{0} \in K_{i}, i=1, \ldots, N$, are initial (random) agent decisions. To rewrite the iterate $x_{i}^{k+1}$ update (or no update) compactly for all agents, we let $\mathbb{1}_{\{i \in S\}}$ denote the indicator of the event $\{i \in S\}$. Then, the update relations in (4.23) and (4.24) can be written as:

$$
\begin{align*}
x_{i}^{k+1} & =\left(\Pi_{K_{i}}\left[x_{i}^{k}-\alpha_{k, i} F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)\right]-x_{i}^{k}\right) \mathbb{1}_{\left\{i \in\left\{I^{k}, J^{k}\right\}\right\}}+x_{i}^{k},  \tag{4.27}\\
v_{i}^{k+1} & =\hat{v}_{i}^{k}+x_{i}^{k+1}-x_{i}^{k}, \tag{4.28}
\end{align*}
$$

Note that only agents $i \in\left\{I^{k}, J^{k}\right\}$ update since $\mathbb{1}_{\left\{i \in\left\{I^{k}, J^{k}\right\}\right\}}=0$ when $i \notin\left\{I^{k}, J^{k}\right\}$ and, hence, $x_{i}^{k+1}=$ $x_{i}^{k}$ and $v_{i}^{k+1}=\hat{v}_{i}^{k}$ with $\hat{v}_{i}^{k}=v_{i}^{k}($ by (4.26)).

We allow agents to use uncoordinated stepsizes that are based on the frequency of the agent updates. Specifically, agent $i$ uses the stepsize $\alpha_{k, i}=\frac{1}{\Gamma_{k}(i)}$, where $\Gamma_{k}(i)$ denotes the number of updates that agent $i$ has executed up to time $k$ inclusively. These stepsizes are of the order of $\frac{1}{k}$ in a long run $[87,90]$. To formalize this result, we need to introduce the probabilities of agents updates. We let $p_{i}$ denote the probability of the event that agent $i$ updates, i.e. $\left\{i \in\left\{I^{k}, J^{k}\right\}\right\}$, for which we have

$$
p_{i}=\frac{1}{N}\left(1+\sum_{j \in \mathcal{N}_{i}} p_{j i}\right) \quad \text { for all } i \in \mathcal{N},
$$

where $p_{j i}>0$ is the probability that agent $i$ is contacted by its neighbor $j$. The long term estimates for $\alpha_{k, i}$ that we use in our analysis are given in the following lemma (cf. [90], Lemma 3).

Lemma 16. Let Assumption 14 hold, and let $p_{\min }=\min _{i \in \mathcal{N}} p_{i}$ and $\alpha_{k, i}=1 / \Gamma_{k}(i)$ for all $k$ and $i$. Then, for any $q \in(0,1 / 2)$, there is a large enough $\tilde{k}=\tilde{k}(q, N)$ such that almost surely we have for all $k \geq \tilde{k}$ and $i \in \mathcal{N}$,

$$
\alpha_{k, i} \leq \frac{2}{k p_{i}}, \quad\left|\alpha_{k, i}-\frac{1}{k p_{i}}\right| \leq \frac{2}{k^{3 / 2-q} p_{\min }^{2}}
$$

Another useful result is provided by [87, Theorem 1], which is stated below in a form suitable for our setting.

Lemma 17. Let $\mathcal{G}(\mathcal{N}, \mathcal{E})$ be a graph that satisfies Assumption 14. Let $W$ be an $N \times N$ random stochastic matrix such that $\mathbb{E}[W]$ is doubly stochastic and $\mathbb{E}[W]_{i j}>0$ whenever $\{i, j\} \in \mathcal{E}$. Furthermore, let the diagonal elements of $W$ be positive almost surely. Then, there exists a a scalar $\lambda<1$ such that

$$
\mathbb{E}\left[\left\|\left(W-\frac{1}{N} \mathbf{1 1}^{T} W\right) z\right\|^{2}\right] \leq \lambda\|z\|^{2} \quad \text { for all } z \in \mathbb{R}^{N}
$$

The random matrices $W(k)$ in (4.25) are in fact doubly stochastic and thus, $\bar{W}=\mathbb{E}[W(k)]$ is doubly stochastic. Moreover, it can be easily seen that $\bar{W}_{i j}>0$ whenever $\{i, j\} \in \mathcal{E}$. In addition, $W(k)$ has positive diagonal entries. Hence, Lemma 17 applies to random matrices $W(k)$. However, since each $W(k)$ is in fact doubly stochastic, we have $\mathbf{1}^{T} W(k)=\mathbf{1}^{T}$, implying that $W(k)-\frac{1}{N} \mathbf{1 1}^{T} W(k)=W(k)-\frac{1}{N} \mathbf{1 1}^{T}$. Hence, using this observation and Lemma 17, we find that there exists $\lambda \in(0,1)$ such that for the matrix $D(k)=W(k)-\frac{1}{N} \mathbf{1 1}^{T}$ we have

$$
\begin{equation*}
\mathbb{E}\left[\|D(k) z\|^{2}\right] \leq \lambda\|z\|^{2} \quad \text { for all } z \in \mathbb{R}^{N} \tag{4.29}
\end{equation*}
$$

By Jensen's inequality we have $|\mathbb{E}[X]| \leq \sqrt{\mathbb{E}\left[X^{2}\right]}$ for any random variable $X$ (with a finite expectation), which when applied to relation (4.29) yields

$$
\begin{equation*}
\mathbb{E}[\|D(k) z\|] \leq \sqrt{\lambda}\|z\| \quad \text { for all } z \in \mathbb{R}^{N} . \tag{4.30}
\end{equation*}
$$

### 4.3.2 Convergence theory

In this section we establish the convergence of the asynchronous algorithm (4.26)-(4.28) with the agent specific diminishing stepsize of the form $\alpha_{k, i}=\frac{1}{\Gamma_{k}(i)}$. To take account of the history, we introduce $\mathcal{F}_{k}$ to denote the $\sigma$-algebra generated by the entire history up to $k$. More precisely

$$
\mathcal{F}_{k}=\mathcal{F}_{0} \cup\left\{I^{l}, J^{l} ; 1 \leq l \leq k-1\right\} \quad \text { for all } k \geq 2
$$

with $\mathcal{F}_{1}=\mathcal{F}_{0}\left\{x_{i}^{0}, i \in \mathcal{N}\right\}$. Thus, given $\mathcal{F}_{k}$, the vectors $v_{i}^{k}$ and $x_{i}^{k}$ are fully determined. First we state several result which we will use to claim the convergence of the algorithm, as well as to analyze the error bounds.

In what follows, we will use a vector-component based analysis. To this end, we introduce $[z]_{\ell}$ to denote the $\ell$-th component of a vector $z \in \mathbb{R}^{n}$, with $\ell=1, \ldots, n$. A component-wise update of
each $v_{i}^{k+1}$ in (4.28) is given by: for all $i=1, \ldots, N$,

$$
\left[v_{i}^{k+1}\right]_{\ell}=\sum_{j=1}^{N}[W(k)]_{i j}\left[v_{j}^{k}\right]_{\ell}+\left[x_{i}^{k+1}-x_{i}^{k}\right]_{\ell} \quad \text { for } \ell=1, \ldots, n .
$$

We collect all $\ell$ th coordinates of the vectors $v_{1}^{k}, \ldots, v_{N}^{k}$ and let $v^{k}(\ell)=\left(\left[v_{1}^{k}\right] \ell, \ldots,\left[v_{N}^{k}\right] \ell\right)^{T}$. We similarly do for the vectors $x_{1}^{k}, \ldots, x_{N}^{k}$ and let $x^{k}(\ell)=\left(\left[x_{1}^{k}\right]_{\ell}, \ldots,\left[x_{N}^{k}\right] \ell\right)^{T}$. Using the vectors $v^{k}(\ell)$ and $x^{k}(\ell)$, we can rewrite the preceding relation as follows:

$$
\begin{equation*}
v^{k+1}(\ell)=W(k) v^{k}(\ell)+\zeta^{k+1}(\ell) \quad \text { with } \quad \zeta^{k+1}(\ell)=x^{k+1}(\ell)-x^{k}(\ell) \quad \text { for all } \ell=1, \ldots, n \tag{4.31}
\end{equation*}
$$

We have the following result for $v^{k+1}(\ell)$ for any $\ell$.
Lemma 18. Let Assumptions $8-10$ and Assumption 14 hold. Then, for all $\ell=1, \ldots, n$ and $k \geq 0$,

$$
\left\|v^{k+1}(\ell)-\left[y^{k+1}\right]_{\ell} \mathbf{1}\right\| \leq\left\|D(k)\left(v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right)\right\|+\sqrt{2} C \max _{i} \alpha_{k, i},
$$

where $D(k)=W(k)-\frac{1}{N} \mathbf{1 1}^{T}$ and $C$ is a constant as in Corollary 5.
Proof. We fix an arbitrary coordinate $\ell$. By the decision update rule of (4.27), the $i$ th coordinate of the vector $\zeta^{k+1}(\ell)$ is $\left[\zeta^{k+1}(\ell)\right]_{i}=\left[\left(\Pi_{K_{i}}\left[x_{i}^{k}-\alpha_{k, i} F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)\right]-x_{i}^{k}\right) \mathbb{1}_{\left\{i \in\left\{I^{k}, J^{k}\right\}\right\}}\right]_{\ell}$. Since $y^{k+1}$ is the average of the vectors $v_{i}^{k+1}$, from (4.31) for the $\ell$ th coordinate of this vector we obtain

$$
\left[y^{k+1}\right]_{\ell}=\frac{1}{N} \mathbf{1} v^{k+1}(\ell)=\frac{1}{N}\left(\mathbf{1}^{T} W(k) v^{k}(\ell)+\mathbf{1}^{T} \zeta^{k+1}(\ell)\right),
$$

which together with (4.31) leads us to

$$
v^{k+1}(\ell)-\left[y^{k+1}\right]_{\ell} \mathbf{1}=\left(W(k)-\frac{1}{N} \mathbf{1 1}^{T} W(k)\right) v^{k}(\ell)+\left(\square-\frac{1}{N} \mathbf{1 1}^{T}\right) \zeta^{k+1}(\ell)
$$

where $\rrbracket$ is the identity matrix. Note that each $W(k)$ is a doubly stochastic matrix i.e., $W(k) \mathbf{1}=\mathbf{1}$ and $\mathbf{1}^{T} W(k)=\mathbf{1}^{T}$. Thus, $\frac{1}{N} \mathbf{1 1}^{T} W(k)=\frac{1}{N} \mathbf{1 1}^{T}$. Furthermore, we have $\left(W(k)-\frac{1}{N} \mathbf{1 1}^{T}\right) \mathbf{1}=0$, implying that

$$
\left(W(k)-\frac{1}{N} \mathbf{1 1}^{T}\right)\left[y^{k}\right]_{\ell} \mathbf{1}=0 .
$$

By combining the preceding two relations, using $\frac{1}{N} \mathbf{1 1}^{T} W(k)=\frac{1}{N} \mathbf{1 1}^{T}$, and letting $D(k)=W(k)-$
$\frac{1}{N} \mathbf{1 1}^{T}$, we obtain

$$
v^{k+1}(\ell)-\left[y^{k+1}\right]_{\ell} \mathbf{1}=D(k)\left(v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right)+\left(\mathbb{1}-\frac{1}{N} \mathbf{1 1}^{T}\right) \zeta^{k+1}(\ell)
$$

Taking the norm, we obtain

$$
\begin{equation*}
\left\|v^{k+1}(\ell)-\left[y^{k+1}\right]_{\ell} \mathbf{1}\right\| \leq\left\|D(k)\left(v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right)\right\|+\left\|\left(\mathbb{0}-\frac{1}{N} \mathbf{1 1}^{T}\right) \zeta^{k+1}(\ell)\right\| . \tag{4.32}
\end{equation*}
$$

We next estimate the last term in (4.32). The matrix $\square-\frac{1}{N} \mathbf{1 1}^{T}$ is a projection matrix (corresponds to the projection on the subspace orthogonal to the vector $\mathbf{1})$, so $\left\|\square-\frac{1}{N} \mathbf{1 1}^{T}\right\|=1$, implying that

$$
\begin{equation*}
\left\|\left(\mathbb{0}-\frac{1}{N} \mathbf{1 1}^{T}\right) \zeta^{k+1}(\ell)\right\| \leq\left\|\mathbb{0}-\frac{1}{N} \mathbf{1 1}^{T}\right\|\left\|\zeta^{k+1}(\ell)\right\|=\left\|\zeta^{k+1}(\ell)\right\| . \tag{4.33}
\end{equation*}
$$

From the definition of $\zeta^{k+1}(\ell)$ in (4.31), we see that

$$
\left\|\zeta^{k+1}(\ell)\right\|^{2}=\sum_{i \in\left\{I^{k}, J^{k}\right\}}\left\|\left[\Pi_{K_{i}}\left[x_{i}^{k}-\alpha_{k, i} F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)\right]-x_{i}^{k}\right]_{\ell}\right\|^{2}
$$

Using the non-expansive property of the projection operator and $\alpha_{k, i}^{2} \leq \max _{i} \alpha_{k, i}^{2}$, we have

$$
\left\|\zeta^{k+1}(\ell)\right\|^{2} \leq \sum_{i \in\left\{I^{k}, J^{k}\right\}}\left\|\alpha_{k, i}\left[F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)\right]_{\ell}\right\|^{2} \leq \max _{i} \alpha_{k, i}^{2} \sum_{i \in\left\{l^{k}, J^{k}\right\}}\left\|F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)\right\|^{2}
$$

By Corollary 5, $\left\|F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)\right\| \leq C$ for all $i, k$ and some $C>0$. This and $\left|\left\{I^{k}, J^{k}\right\}\right|=2$ imply $\left\|\zeta^{k+1}(\ell)\right\|^{2} \leq 2 C^{2} \max _{i} \alpha_{k, i}^{2}$. By taking square roots we obtain $\left\|\zeta^{k+1}(\ell)\right\| \leq \sqrt{2} C \max _{i} \alpha_{k, i}$ which when combined with (4.32) and (4.33) yields

$$
\left\|v^{k+1}(\ell)-\left[y^{k+1}\right]_{\ell} \mathbf{1}\right\| \leq\left\|D(k)\left(v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right)\right\|+\sqrt{2} C \max _{i} \alpha_{k, i} .
$$

Our result involves the average $y^{k}$ of the estimates $v_{i}^{k}, i \in \mathcal{N}$, which will be important in establishing the convergence of the algorithm.

Lemma 19. Let Assumptions 8-10 and Assumption 14 hold. Let $v_{i}^{k}$ be given by (4.26) and (4.28),
respectively, and let $y^{k}=\frac{1}{N} \sum_{i=1}^{N} v_{i}^{k}$. Then, we have

$$
\sum_{k=1}^{\infty} \frac{1}{k}\left\|v_{i}^{k}-y^{k}\right\|^{2}<\infty \quad \text { a.s. for all } i \in \mathcal{N} \text {. }
$$

Proof. Using Lemma 16 we find that $\alpha_{k, i} \leq \frac{2}{k p_{\text {min }}}$ almost surely for all $k$ large enough, where $p_{\text {min }}=\min _{i} p_{i}$. Thus, $\max _{i} \alpha_{k, i} \leq \frac{2}{k p_{\text {min }}}$, and from Lemma 18, we obtain almost surely for all $k$ large enough,

$$
\left\|v^{k+1}(\ell)-\left[y^{k+1}\right]_{\ell} \mathbf{1}\right\| \leq\left\|D(k)\left(v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right)\right\|+\frac{2 \sqrt{2} C}{k p_{\min }}
$$

By taking the conditional expectation with respect to $\mathcal{F}_{k}$, we obtain almost surely for all $k$ large enough,

$$
\begin{equation*}
\mathbb{E}\left[\left\|v^{k+1}(\ell)-\left[y^{k+1}\right]_{\ell} \mathbf{1}\right\| \mid \mathcal{F}_{k}\right] \leq \mathbb{E}\left[\left\|D(k)\left(v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right)\right\| \mid \mathcal{F}_{k}\right]+\frac{2 \sqrt{2} C}{k p_{\min }} \tag{4.34}
\end{equation*}
$$

Note that the expectation in the term on the right hand side is taken with respect to the randomness in the matrix $W(k)$ only. By relation (4.30), we have

$$
\mathbb{E}\left[\left\|D(k)\left(v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right)\right\| \mid \mathcal{F}_{k}\right] \leq \sqrt{\lambda}\left\|v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right\|,
$$

which combined with (4.34) yields almost surely for all $k$ large enough,

$$
\begin{equation*}
\mathbb{E}\left[\left\|v^{k+1}(\ell)-\left[y^{k+1}\right]_{\ell} \mathbf{1}\right\| \mid \mathcal{F}_{k}\right] \leq \sqrt{\lambda}\left\|v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right\|+\frac{2 \sqrt{2} C}{k p_{\min }} \tag{4.35}
\end{equation*}
$$

By dividing both sides of (4.35) with $\frac{1}{k}$ and by using $\frac{1}{k+1}<\frac{1}{k}$ we find that almost surely for all $k$ large enough,

$$
\begin{aligned}
\frac{1}{k+1} \mathbb{E}\left[\left\|v^{k+1}(\ell)-\left[y^{k+1}\right]_{\ell} \mathbf{1}\right\| \mid \mathcal{F}_{k}\right] & \leq \frac{\sqrt{\lambda}}{k}\left\|v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right\|+\frac{2 \sqrt{2} C}{k^{2} p_{\min }} \\
& =\frac{1}{k}\left\|v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right\|-\frac{1-\sqrt{\lambda}}{k}\left\|v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right\|+\frac{2 \sqrt{2} C}{k^{2} p_{\min }} .
\end{aligned}
$$

Since $\lambda \in(0,1)$ we have $1-\sqrt{\lambda}>0$. Thus, by the supermartingale convergence of Lemma 9
(applied with an index-shift), we can conclude that

$$
\sum_{k=1}^{\infty} \frac{1}{k}\left\|v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right\|<\infty \quad \text { a.s. }
$$

Recalling that $v^{k}(\ell)=\left(\left[v_{1}^{k}\right]_{\ell}, \ldots,\left[v_{N}^{k}\right]_{\ell}\right)^{T}$, the preceding relation implies that

$$
\sum_{k=1}^{\infty} \frac{1}{k}\left|\left[v_{i}^{k}\right]_{\ell}-\left[y^{k}\right]_{\ell}\right|<\infty \quad \text { for all } i \in \mathcal{N} \text { a.s. }
$$

The coordinate index $\ell$ was arbitrary, so the relation is also true for every coordinate index $\ell=$ $1, \ldots, n$. In particular, since $\left\|v_{i}^{k}-y^{k}\right\| \leq \sum_{\ell=1}^{n}\left|\left[v_{i}^{k}\right]_{\ell}-\left[y^{k}\right]_{\ell}\right|$ we have

$$
\sum_{k=1}^{\infty} \frac{1}{k}\left\|v_{i}^{k}-y^{k}\right\| \leq \sum_{k=1}^{\infty} \frac{1}{k} \sum_{\ell=1}^{n}\left|\left[v_{i}^{k}\right]_{\ell}-\left[y^{k}\right]_{\ell}\right|<\infty \quad \text { for all } i \in \mathcal{N} \text { a.s. }
$$

For the rest of the paper, we use $x^{k}$ to denote the vector with components $x_{i}^{k}, i=1, \ldots, N$, i.e., $x^{k}=\left(x_{1}^{k}, \ldots, x_{N}^{k}\right)$ and we write $x^{*}$ for the vector $\left(x_{1}^{*}, \ldots, x_{N}^{*}\right)$. We now show the convergence of the algorithm. We have the following result, where $x^{*}$ denotes the unique Nash equilibrium of the aggregative game in (4.2).

Proposition 12. Let Assumptions $8-10$ and Assumption 14 hold. Then, the sequence $\left\{x^{k}\right\}$ generated by the method (4.26)-(4.28) with the stepsize $\alpha_{k, i}=\frac{1}{\Gamma_{k}(i)}$ converges to the (unique) $x^{*}$ of the game almost surely.

Proof. Under strict monotonicity of the mapping and the compactness of $K$, uniqueness of the equilibrium follows from Proposition 10. Then, by the definition of $x_{i}^{k+1}$ we have

$$
\left\|x_{i}^{k+1}-x_{i}^{*}\right\|^{2}=\left\|\left(\Pi_{K_{i}}\left[x_{i}^{k}-\alpha_{k, i} F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)\right]-x_{i}^{k}\right) \mathbb{1}_{\left\{i \in\left\{I^{k}, J^{k}\right\}\right\}}+x_{i}^{k}-x_{i}^{*}\right\|^{2} .
$$

Using $x_{i}^{*}=\Pi_{K_{i}}\left[x_{i}^{*}-\alpha_{k, i} F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right]$ and the non-expansive property of the projection operator, we have for $i \in\left\{I^{k}, J^{k}\right\}$,

$$
\begin{aligned}
\left\|x_{i}^{k+1}-x_{i}^{*}\right\|^{2} \leq & \left\|x_{i}^{k}-\alpha_{k, i} F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-x_{i}^{k}-x_{i}^{*}+\alpha_{k, i} F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right\|^{2} \\
= & \left\|x_{i}^{k}-x_{i}^{*}\right\|^{2}+\alpha_{k, i}^{2}\left\|F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right\|^{2} \\
& -2 \alpha_{k, i}\left(F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right) .
\end{aligned}
$$

By Lemma 16, for $k$ large enough we have almost surely

$$
\alpha_{k, i} \leq \frac{2}{k p_{i}}, \quad\left|\alpha_{k, i}-\frac{1}{k p_{i}}\right| \leq \frac{2}{k^{3 / 2-q} p_{\min }^{2}}
$$

Thus, we also have $\alpha_{k, i}^{2} \leq \frac{4}{k^{2} p_{i}^{2}}$. Writing $\alpha_{k, i}=\left(\alpha_{k, i}-\frac{1}{k p_{i}}\right)+\frac{1}{k p_{i}}$ and using the preceding relations, we obtain almost surely for $i \in\left\{I^{k}, J^{k}\right\}$ and for all $k$ large enough,

$$
\begin{align*}
\left\|x_{i}^{k+1}-x_{i}^{*}\right\|^{2} & =\left\|x_{i}^{k}-x_{i}^{*}\right\|^{2}+\alpha_{k, i}^{2}\left\|F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right\|^{2} \\
& -2\left(\alpha_{k, i}-\frac{1}{k p_{i}}\right)\left(F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right) \\
& -\frac{2}{k p_{i}}\left(F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right) \\
& \leq\left\|x_{i}^{k}-x_{i}^{*}\right\|^{2}+\frac{4}{k^{2} p_{i}^{2}}\left\|F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right\|^{2} \\
& +\frac{4}{k^{3 / 2-q} p_{\min }^{2}}\left|\left(F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right)\right| \\
& -\frac{2}{k p_{i}}\left(F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right) . \tag{4.36}
\end{align*}
$$

By Corollary 5 and Assumption 8 we can see that $\left\|F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right\|^{2} \leq C_{1}$ for some scalar $C_{1}$, and for all $i$ and $k$. Similarly, for the term in (4.36) involving the absolute value, we can see that $\left|\left(F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right)\right| \leq C_{2}$ for some scalar $C_{2}$, and for all $i$ and $k$. Substituting these estimates in (4.36), we obtain almost surely for all $k$ large enough,

$$
\begin{equation*}
\left\|x_{i}^{k+1}-x_{i}^{*}\right\|^{2} \leq\left\|x_{i}^{k}-x_{i}^{*}\right\|^{2}+\frac{4 C_{1}}{k^{2} p_{i}^{2}}+\frac{4 C_{2}}{k^{3 / 2-q} p_{\min }^{2}}-\frac{2}{k p_{i}}\left(F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right) . \tag{4.37}
\end{equation*}
$$

For the last term in the preceding relation, by adding and subtracting $F_{i}\left(x_{i}^{k}, N y^{k}\right)$ and using $N y^{k}=$
$\sum_{i=1}^{N} x_{i}^{k}=\bar{x}^{k}$ (cf. Lemma 13), we write

$$
\begin{aligned}
\left(F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right)= & \left(F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-F_{i}\left(x_{i}^{k}, N y^{k}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right) \\
& +\left(F_{i}\left(x_{i}^{k}, \bar{x}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right) \\
\geq & -\left\|F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-F_{i}\left(x_{i}^{k}, N y^{k}\right)\right\|\left\|x_{i}^{k}-x_{i}^{*}\right\| \\
& +\left(F_{i}\left(x_{i}^{k}, \bar{x}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right) \\
\geq & -L_{-i} N\left\|\hat{v}_{i}^{k}-y^{k}\right\| M+\left(F_{i}\left(x_{i}^{k}, \bar{x}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right)
\end{aligned}
$$

where we use the Lipschitz property of the mapping $F_{i}$ (Assumption 10), while $M$ is a constant such that $\max _{x_{i}, z_{i} \in K_{i}}\left\|x_{i}-z_{i}\right\| \leq M$ for all $i$. The vector $\hat{v}_{i}^{k}$ is a convex combination of $v_{j}^{k}$ (cf. (4.26)), so by the convexity of the norm, we have $\left\|\hat{v}_{i}^{k}-y^{k}\right\| \leq \sum_{j=1}^{N}[W(k)]_{i j}\left\|\nu_{j}^{k}-y^{k}\right\|$, which yields

$$
\begin{align*}
\left(F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right) \geq & -L_{-i} N M \sum_{j=1}^{N}[W(k)]_{i j}\left\|v_{j}^{k}-y^{k}\right\| \\
& +\left(F_{i}\left(x_{i}^{k}, \bar{x}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right) . \tag{4.38}
\end{align*}
$$

Finally, by combining relations (4.37) and (4.38) we obtain almost surely for $i \in\left\{I^{k}, J^{k}\right\}$ and for all $k$ large enough,

$$
\begin{aligned}
\left\|x_{i}^{k+1}-x_{i}^{*}\right\|^{2} \leq & \left\|x_{i}^{k}-x_{i}^{*}\right\|^{2}+\frac{4 C_{1}}{k^{2} p_{i}^{2}}+\frac{4 C_{2}}{k^{3 / 2-q} p_{\min }^{2}}+\frac{2}{k p_{i}} L_{-i} N M \sum_{j=1}^{N}[W(k)]_{i j}\left\|v_{j}^{k}-y^{k}\right\| \\
& -\frac{2}{k p_{i}}\left(F_{i}\left(x_{i}^{k}, \bar{x}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right) .
\end{aligned}
$$

Since $x_{i}^{k+1}=x_{i}^{k}$ when $i \notin\left\{I^{k}, J^{k}\right\}$, it follows that $\left\|x_{i}^{k+1}-x_{i}^{*}\right\|^{2}=\left\|x_{i}^{k}-x_{i}^{*}\right\|^{2}$ for $i \notin\left\{I^{k}, J^{k}\right\}$. We combine these two cases with the fact that agent $i$ updates with probability $p_{i}$ and, thus obtain almost surely for all $i \in \mathcal{N}$ and for all $k$ large enough,

$$
\begin{align*}
\mathbb{E}\left[\left\|x_{i}^{k+1}-x_{i}^{*}\right\|^{2} \mid \mathcal{F}_{k}\right] \leq & \left\|x_{i}^{k}-x_{i}^{*}\right\|^{2}+\frac{4 C_{1}}{k^{2} p_{i}}+\frac{4 C_{2} p_{i}}{k^{3 / 2-q} p_{\min }^{2}}+\frac{2}{k} L_{-i} N M \sum_{j=1}^{N}[W(k)]_{i j}\left\|v_{j}^{k}-y^{k}\right\| \\
& -\frac{2}{k}\left(F_{i}\left(x_{i}^{k}, \bar{x}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right) . \tag{4.39}
\end{align*}
$$

Summing relations (4.39) over all $i=1, \ldots, N$, using the fact that $W(k)$ is doubly stochastic and recalling that $F_{i}$ are coordinate maps for $F$ and $F(x, \bar{x})$ defines $\phi$ (cf. (4.6) and (4.7)), we further
obtain for all $k$ large enough almost surely

$$
\begin{align*}
\mathbb{E}\left[\left\|x^{k+1}-x^{*}\right\|^{2} \mid \mathcal{F}_{k}\right] \leq & \left\|x^{k}-x^{*}\right\|^{2}+\frac{4 N C_{1}}{k^{2} p_{\min }}+\frac{4 N C_{2} p_{\max }}{k^{3 / 2-q} p_{\min }^{2}}+\frac{2}{k} L_{-i} N M \sum_{j=1}^{N}\left\|v_{j}^{k}-y^{k}\right\| \\
& -\frac{2}{k}\left(\phi\left(x^{k}\right)-\phi\left(x^{*}\right)\right)^{T}\left(x^{k}-x^{*}\right) \tag{4.40}
\end{align*}
$$

where $p_{\text {min }}=\min _{i} p_{i}$ and $p_{\text {max }}=\max _{i} p_{i}$. We now verify that we can apply the supermartingale convergence result (cf. Lemma 9) to relation (4.40). For $q \in(0,1 / 2)$ we have

$$
\sum_{k=1}^{\infty}\left(\frac{4 N C_{1}}{k^{2} p_{\min }}+\frac{4 N C_{2} p_{\max }}{k^{3 / 2-q} p_{\min }^{2}}\right)<\infty
$$

Further from Lemma 19 it follows that $\sum_{k=1}^{\infty} \sum_{i=1}^{N} \frac{1}{k}\left\|v_{i}^{k}-y^{k}\right\|<\infty$ almost surely. Thus, all conditions of Lemma 9 are satisfied (with a time-shift) and we conclude that

$$
\begin{gather*}
\left\{\left\|x^{k}-x^{*}\right\|\right\} \quad \text { converges a.s. }  \tag{4.41}\\
\sum_{k=1}^{\infty} \frac{2}{k}\left(\phi(x)-\phi\left(x^{*}\right)\right)^{T}\left(x^{k}-x^{*}\right)<\infty \quad \text { a.s. } \tag{4.42}
\end{gather*}
$$

Since $\left\{x^{k}\right\} \subset K$ and $K$ is compact (Assumption 8), it follows that $\left\{x^{k}\right\}$ has an accumulation point in $K$. By $\sum_{k=1}^{\infty} \frac{1}{k}=\infty$, relation (4.42) implies that $\left(x^{k}-x^{*}\right)^{T}\left(\phi\left(x^{k}\right)-\phi\left(x^{*}\right)\right) \rightarrow 0$ along a subsequence almost surely, say $\left\{x^{k_{\ell}}\right\}$. Then, by the strict monotonicity of $\phi$ it follows that $\left\{x^{k_{\ell}}\right\} \rightarrow x^{*}$ as $\ell \rightarrow \infty$ almost surely. By (4.41), the entire sequence converges to $x^{*}$ almost surely.

### 4.3.3 Error bounds for constant stepsize

In this section, we investigate the properties of the algorithm where agents employ a deterministic constant, albeit uncoordinated, stepsize. More specifically, our interest lies in establishing error bounds contingent on the deviation of stepsize across agents. Under this setting, the stepsize is $\alpha_{k, i}=\alpha_{i}$ in the update rule for agents' decisions in (4.27), which reduces to

$$
x_{i}^{k+1}=\left(\Pi_{K_{i}}\left[x_{i}^{k}-\alpha_{i} F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)\right]-x_{i}^{k}\right) \mathbb{1}_{\left\{i \in\left\{I^{k}, J^{k}\right\}\right\}}+x_{i}^{k},
$$

where $\alpha_{i}$ is a positive constant stepsize for agent $i$. It is worth mentioning that the estimate mixing rule of (4.22) and estimate update rule of (4.28) are invariant under this modification. Also, we allow agents to independently choose $\alpha_{i}$, thereby maintaining the complete decentralization feature
of the gossip algorithm. We begin by providing an updated estimate for the disagreement among the agents. Our result parallels the result of Lemma 19.

Lemma 20. Let Assumptions $8-10$ and 14 hold. Consider $\left\{v_{i}^{k}\right\}, i=1, \ldots, N$, that are generated by algorithm in (4.26)-(4.28) with $\alpha_{k, i}=\alpha_{i}$. Then, for $y^{k}=\frac{1}{N} \sum_{i=1}^{N} v_{i}^{k}$ we have

$$
\underset{k \rightarrow \infty}{\limsup } \sum_{i=1}^{N} \mathbb{E}\left[\left\|v_{i}^{k}-y^{k}\right\|^{2}\right] \leq \frac{2 n \alpha_{\max }^{2} C^{2}}{(1-\sqrt{\lambda})^{2}}, \quad \limsup _{k \rightarrow \infty} \sum_{i=1}^{N} \mathbb{E}\left[\left\|v_{i}^{k}-y^{k}\right\|\right] \leq \frac{\sqrt{2 n N} \alpha_{\max } C}{1-\sqrt{\lambda}}, \quad \text { a.s., }
$$

where $\alpha_{\max }=\max _{i}\left\{\alpha_{i}\right\}, C$ is the constant as in Corollary 5, and $\lambda$ is as given in (4.29).
Proof. We fix an arbitrary index $\ell$. By Lemma 18 with $\alpha_{k, i}=\alpha_{i}$, we have for all $k \geq 0$,

$$
\begin{equation*}
\left\|v^{k+1}(\ell)-\left[y^{k+1}\right]_{\ell} \mathbf{1}\right\| \leq\left\|D(k)\left(v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right)\right\|+\sqrt{2} C \alpha_{\max } \tag{4.43}
\end{equation*}
$$

where $D(k)=W(k)-\frac{1}{N} \mathbf{1 1}^{T}$ and $\alpha_{\max }=\max _{i} \alpha_{i}$. Note that by relation (4.30) we have

$$
\begin{equation*}
\mathbb{E}\left[\left\|D(k)\left(v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right)\right\|\right]=\mathbb{E}\left[\mathbb{E}\left[\left\|D(k)\left(v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right)\right\| \mid \mathcal{F}_{k}\right]\right] \leq \sqrt{\lambda} \mathbb{E}\left[\left\|v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right\|\right] . \tag{4.44}
\end{equation*}
$$

Thus, by taking the expectation of booth sides in (4.43) we obtain

$$
\mathbb{E}\left[\left\|\nu^{k+1}(\ell)-\left[y^{k+1}\right]_{\ell} \mathbf{1}\right\|\right] \leq \sqrt{\lambda} \mathbb{E}\left[\left\|\nu^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right\|\right]+\sqrt{2} C \alpha_{\max } \quad \text { for all } k \geq 0
$$

which by iterative recursion leads to $\mathbb{E}\left[\left\|v^{k+1}(\ell)-\left[y^{k+1}\right]_{\ell} \mathbf{1}\right\|\right] \leq(\sqrt{\lambda})^{k+1} \mathbb{E}\left[\left\|\nu^{0}(\ell)-\left[y^{0}\right]_{\ell} \mathbf{1}\right\|\right]+\sqrt{2} C \alpha_{\max } \sum_{s=0}^{k}(\sqrt{\lambda})^{s} \quad$ for all $k \geq 0$.

Thus, by letting $k \rightarrow \infty$, we obtain the following limiting result

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} \mathbb{E}\left[\left\|v^{k+1}(\ell)-\left[y^{k+1}\right]_{\ell} \mathbf{1}\right\|\right] \leq \frac{\sqrt{2} C \alpha_{\max }}{1-\sqrt{\lambda}} \tag{4.45}
\end{equation*}
$$

By taking the squares of both sides in relation (4.43), we find

$$
\left\|v^{k+1}(\ell)-\left[y^{k+1}\right]_{\ell} \mathbf{1}\right\|^{2} \leq\left\|D(k)\left(v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right)\right\|^{2}+2 \sqrt{2} C \alpha_{\max }\left\|D(k)\left(v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right)\right\|+2 C^{2} \alpha_{\max }^{2} .
$$

Taking the expectation of both sides in the preceding relation and using estimate (4.44), we obtain

$$
\begin{align*}
\mathbb{E}\left[\left\|v^{k+1}(\ell)-\left[y^{k+1}\right]_{\ell} \mathbf{1}\right\|^{2}\right] & \leq \mathbb{E}\left[\left\|D(k)\left(v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right)\right\|^{2}\right]+2 \sqrt{2} C \alpha_{\max } \sqrt{\lambda} \mathbb{E}\left[\left\|v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right\|\right] \\
& +2 C^{2} \alpha_{\max }^{2} \\
& \leq \lambda \mathbb{E}\left[\left\|v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right\|^{2}\right]+2 \sqrt{2} C \alpha_{\max } \sqrt{\lambda} \mathbb{E}\left[\left\|v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right\|\right] \\
& +2 C^{2} \alpha_{\max }^{2} \tag{4.46}
\end{align*}
$$

where the last inequality follows by

$$
\mathbb{E}\left[\left\|D(k)\left(v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right)\right\|^{2}\right]=\mathbb{E}\left[\mathbb{E}\left[\left\|D(k)\left(v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right)\right\|^{2} \mid \mathcal{F}_{k}\right]\right] \leq \lambda \mathbb{E}\left[\left\|v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right\|^{2}\right],
$$

which is a consequence of relation (4.29). Since $v_{i}^{k}$ and $y^{k}$ are convex combinations of points in $K_{1}, \ldots, K_{N}$ and each $K_{i}$ is compact, the sequence $\left\{\left\|v^{k+1}(\ell)-\left[y^{k+1}\right]_{\ell} \mathbf{1}\right\|\right\}$ is bounded, implying that so is the sequence $\left\{\mathbb{E}\left[\left\|\nu^{k+1}(\ell)-\left[y^{k+1}\right]_{\ell} \mathbf{1}\right\|\right]\right\}$. Thus, $\lim \sup _{k \rightarrow \infty} \mathbb{E}\left[\left\|v^{k+1}(\ell)-\left[y^{k+1}\right]_{\ell} \mathbb{1}\right\|^{2}\right]$ exists, and let us denote this limit by $S$. Letting $k \rightarrow \infty$ in relation (4.46) and using (4.45), we obtain

$$
S \leq \lambda S+\left(\frac{2 \sqrt{\lambda}}{1-\sqrt{\lambda}}+1\right) 2 C^{2} \alpha_{\max }^{2}=\lambda S+\frac{1+\sqrt{\lambda}}{1-\sqrt{\lambda}} 2 C^{2} \alpha_{\max }^{2}
$$

which upon solving for $S$ and recalling the notation yields

$$
\limsup _{k \rightarrow \infty} \mathbb{E}\left[\left\|\nu^{k+1}(\ell)-\left[y^{k+1}\right]_{\ell} \mathbf{1}\right\|^{2}\right] \leq \frac{1+\sqrt{\lambda}}{(1-\lambda)(1-\sqrt{\lambda})} 2 C^{2} \alpha_{\max }^{2}=\frac{1}{(1-\sqrt{\lambda})^{2}} 2 C^{2} \alpha_{\max }^{2}
$$

The preceding relation is true for any $\ell$. Thus, since limsup is invariant under the index-shift, we have

$$
\limsup _{k \rightarrow \infty} \sum_{\ell=1}^{n} \mathbb{E}\left[\left\|v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right\|^{2}\right] \leq \sum_{\ell=1}^{n} \limsup _{k \rightarrow \infty} \mathbb{E}\left[\left\|v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbb{1}\right\|^{2}\right] \leq \frac{2 n C^{2} \alpha_{\max }^{2}}{(1-\sqrt{\lambda})^{2}}
$$

and by the linearity of the expectation, it follows

$$
\limsup _{k \rightarrow \infty} \mathbb{E}\left[\sum_{\ell=1}^{n}\left\|\nu^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\right\|^{2}\right] \leq \frac{2 n C^{2} \alpha_{\max }^{2}}{(1-\sqrt{\lambda})^{2}}
$$

Recalling that vector $v^{k}(\ell)$ consists of the $\ell$ th coordinates of the vectors $v_{1}^{k}, \ldots, v_{N}^{k}$ (i.e., $v^{k}(\ell)=$ $\left.\left(\left[v_{1}^{k}\right]_{\ell}, \ldots,\left[v_{N}^{k}\right]_{\ell}\right)^{T}\right)$, we see that $\left\|\sum_{\ell=1}^{n}\right\| v^{k}(\ell)-\left[y^{k}\right]_{\ell} \mathbf{1}\left\|^{2}=\sum_{i=1}^{N}\right\| v^{k}-y^{k} \|^{2}$. Hence, the preceding
relation is equivalent to

$$
\limsup _{k \rightarrow \infty} \sum_{i=1}^{N} \mathbb{E}\left[\left\|v_{i}^{k}-y^{k}\right\|^{2}\right] \leq \frac{2 n C^{2} \alpha_{\max }^{2}}{(1-\sqrt{\lambda})^{2}},
$$

which is the first relation stated in the lemma. In particular, the preceding relation implies that

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} \sqrt{\sum_{i=1}^{N} \mathbb{E}\left[\left\|v_{i}^{k}-y^{k}\right\|^{2}\right]} \leq \frac{\sqrt{2 n} C \alpha_{\max }}{1-\sqrt{\lambda}} \tag{4.47}
\end{equation*}
$$

On the other hand, by Holders' inequality we have

$$
\sum_{i=1}^{N} \mathbb{E}\left[\left\|v_{i}^{k}-y^{k}\right\|\right] \leq \sqrt{N} \sqrt{\sum_{i=1}^{N} \mathbb{E}\left[\left\|v_{i}^{k}-y^{k}\right\|^{2}\right]}
$$

from which by taking the limit as $k \rightarrow \infty$ and using (4.47), we obtain

$$
\limsup _{k \rightarrow \infty} \sum_{i=1}^{N} \mathbb{E}\left[\left\|v_{i}^{k}-y^{k}\right\|\right] \leq \frac{\sqrt{2 n N} C \alpha_{\max }}{1-\sqrt{\lambda}}
$$

We now estimate the limiting error of the algorithm under the additional assumption of strong monotonicity of the mapping $\phi$. For this result, we assume an additional Lipschitz property for the maps $F_{i}$, as given below.

Assumption 15. Each mapping $F_{i}\left(x_{i}, u\right)$ is uniformly Lipschitz continuous in $x_{i}$ over $K_{i}$, for every fixed $u \in \bar{K}$ i.e., for some $L_{i}>0$ and for all $x_{i}, y_{i} \in K_{i}$,

$$
\left\|F_{i}\left(x_{i}, u\right)-F_{i}\left(y_{i}, u\right)\right\| \leq L_{i}\left\|x_{i}-y_{i}\right\| .
$$

We have the following result.
Proposition 13. Let Assumptions 8-10, 14, and 15 hold, and let the mapping $\phi$ be strongly monotone over the set $K$ with a constant $\mu>0$, in the following sense:

$$
(\phi(x)-\phi(y))^{T}(x-y) \geq \mu\|x-y\|^{2} \quad \text { for all } x, y \in K
$$

Consider the sequence $\left\{x^{k}\right\}$ generated by the method (4.26)-(4.28) with $\alpha_{k, i}=\alpha_{i}$. Suppose that
the stepsizes $\alpha_{i}$ are such that

$$
\begin{equation*}
0<1-2 \mu p_{\min } \alpha_{\min }+2 p_{\max }\left(\max _{i} L_{i}\right)\left(\alpha_{\max }-\alpha_{\min }\right)<1, \tag{4.48}
\end{equation*}
$$

where $L_{i}, i=1, \ldots, N$, are Lipshitz constants from Assumption $15, \alpha_{\max }=\max _{i} \alpha_{i}, \alpha_{\min }=\min _{i} \alpha_{i}$, $p_{\max }=\max _{i} p_{i}$, and $p_{\min }=\min _{i} p_{i}$. Then, the following result holds

$$
\underset{k \rightarrow \infty}{\limsup } \mathbb{E}\left[\left\|x^{k}-x^{*}\right\|^{2}\right] \leq \frac{p_{\max } \alpha_{\max }^{2}\left(2 C^{2} N+B C \frac{\sqrt{2 n N}}{1-\sqrt{\lambda}}\right)}{\mu p_{\min } \alpha_{\min }-p_{\max }\left(\max _{i} L_{i}\right)\left(\alpha_{\max }-\alpha_{\min }\right)},
$$

where $x^{*}$ is the unique solution of $\operatorname{VI}(K, \phi), C$ is as in Corollary 5, $\lambda$ is as in (4.29), and $B=$ $\left(\max _{i} L_{-i}\right) N M$ with $L_{-i}, i=1, \ldots, N$, being the Lipschitz constants from Assumption 10, and $M \geq$ $\max _{x_{i}, z_{i} \in K_{i}}\left\|x_{i}-z_{i}\right\|$ for all $i$.

Proof. Since the map is strongly monotone, there is a unique solution $x^{*} \in K$ to $\mathrm{VI}(K, \phi)$ (see Theorem 2.3.3. in [35]). Then, by the definition of $x_{i}^{k+1}$ we have

$$
\left\|x_{i}^{k+1}-x_{i}^{*}\right\|^{2}=\left\|\left(\Pi_{K_{i}}\left[x_{i}^{k}-\alpha_{i} F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)\right]-x_{i}^{k}\right) \mathbb{1}_{\left\{i \in\left\{I^{k}, J^{k}\right\}\right\}}+x_{i}^{k}-x_{i}^{*}\right\|^{2}
$$

Using $x_{i}^{*}=\Pi_{K_{i}}\left[x_{i}^{*}-\alpha_{i} F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right]$ and the non-expansive property of the projection operator, we have for $i \in\left\{I^{k}, J^{k}\right\}$,

$$
\begin{align*}
\left\|x_{i}^{k+1}-x_{i}^{*}\right\|^{2} \leq & \left\|x_{i}^{k}-\alpha_{i} F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-x_{i}^{k}-x_{i}^{*}+\alpha_{i} F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right\|^{2} \\
= & \left\|x_{i}^{k}-x_{i}^{*}\right\|^{2}+\alpha_{i}^{2}\left\|F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right\|^{2} \\
& -2 \alpha_{i}\left(F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right) . \tag{4.49}
\end{align*}
$$

By using $(a+b)^{2} \leq 2 a^{2}+2 b^{2}$ and Corollary 5 we can see that

$$
\left\|F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right\|^{2} \leq 4 C^{2} .
$$

We now approximate the inner product term by adding and subtracting $F_{i}\left(x_{i}^{k}, N y^{k}\right)$ and using $y^{k}=$ $\sum_{i=1}^{N} x_{i}^{k}=\bar{x}^{k}$ (see Lemma 13), to obtain

$$
\begin{aligned}
\left(F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right) \geq & -\left|\left(F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-F_{i}\left(x_{i}^{k}, N y^{k}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right)\right| \\
& +\left(F_{i}\left(x_{i}^{k}, \bar{x}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right) .
\end{aligned}
$$

By the Lipshitz property of the mapping $F_{i}$ in Assumption 10, we have

$$
\left|\left(F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)-F_{i}\left(x_{i}^{k}, N y^{k}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right)\right| \leq L_{-i} N\left\|\hat{v}_{i}^{k}-y^{k}\right\|\left\|x_{i}^{k}-x_{i}^{*}\right\| \leq L_{-i} N M\left\|\hat{v}_{i}^{k}-y^{k}\right\|,
$$

where $M \geq \max _{x_{i}, z_{i}}\left\|x_{i}-z_{i}\right\|$ for all $i$, which exists by compactness of each $K_{i}$. Upon combining the preceding estimates with (4.49), we obtain

$$
\begin{align*}
\left\|x_{i}^{k+1}-x_{i}^{*}\right\|^{2} \leq & \left\|x_{i}^{k}-x_{i}^{*}\right\|^{2}+4 \alpha_{i}^{2} C^{2}+2 \alpha_{i} L_{-i} N M\left\|\hat{v}_{i}^{k}-y^{k}\right\| \\
& -2 \alpha_{i}\left(F_{i}\left(x_{i}^{k}, \bar{x}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right) . \tag{4.50}
\end{align*}
$$

Now, we work with the last term in (4.50), by letting $\alpha_{\min }=\min _{i} \alpha_{i}$, and by adding and subtracting $2 \alpha_{\min }\left(F_{i}\left(x_{i}^{k}, \bar{x}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right)$, we can see that

$$
\begin{align*}
\left\|x_{i}^{k+1}-x_{i}^{*}\right\|^{2} \leq & \left\|x_{i}^{k}-x_{i}^{*}\right\|^{2}+4 \alpha_{i}^{2} C^{2}+2 \alpha_{i} L_{-i} N M\left\|\hat{v}_{i}^{k}-y^{k}\right\| \\
& +2\left(\alpha_{i}-\alpha_{\min }\right)\left|\left(F_{i}\left(x_{i}^{k}, \bar{x}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right)\right| \\
& -2 \alpha_{\min }\left(F_{i}\left(x_{i}^{k}, \bar{x}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right) . \tag{4.51}
\end{align*}
$$

By using the Cauchy-Schwartz inequality and the Lipschitz property of $F_{i}$ given in Assumption 15, we obtain

$$
\begin{equation*}
\left|\left(F_{i}\left(x_{i}^{k}, \bar{x}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right)\right| \leq L_{i}\left\|x_{i}^{k}-x_{i}^{*}\right\|^{2} \tag{4.52}
\end{equation*}
$$

Further, by letting $\alpha_{\max }=\max _{i} \alpha_{i}$, from (4.51) and (4.52) by collecting the common terms we have for $i \in\left\{I^{k}, J^{k}\right\}$,

$$
\begin{aligned}
\left\|x_{i}^{k+1}-x_{i}^{*}\right\|^{2} \leq & \left(1+2 L_{i}\left(\alpha_{\max }-\alpha_{\min }\right)\right)\left\|x_{i}^{k}-x_{i}^{*}\right\|^{2}+4 \alpha_{i}^{2} C^{2}+2 \alpha_{i} L_{-i} N M\left\|\hat{v}_{i}^{k}-y^{k}\right\| \\
& -2 \alpha_{\min }\left(F_{i}\left(x_{i}^{k}, \bar{x}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right) .
\end{aligned}
$$

The fact that $x_{i}^{k+1}=x_{i}^{k}$ when $i \notin\left\{I^{k}, J^{k}\right\}$ implies that $\left\|x_{i}^{k+1}-x_{i}^{*}\right\|^{2}=\left\|x_{i}^{k}-x_{i}^{*}\right\|^{2}$ for $i \notin\left\{I^{k}, J^{k}\right\}$. Next, we take the expectation in (4.53), whereby we combine the preceding two cases and take into account that agent $i$ updates with probability $p_{i}$, and obtain for all $i \in \mathcal{N}$,

$$
\begin{aligned}
& \mathbb{E}\left[\left\|x_{i}^{k+1}-x_{i}^{*}\right\|^{2} \mid \mathcal{F}_{k}\right] \leq\left(1+2 p_{i} L_{i}\left(\alpha_{\max }-\alpha_{\min }\right)\right)\left\|x_{i}^{k}-x_{i}^{*}\right\|^{2}+4 p_{i} \alpha_{i}^{2} C^{2} \\
&+2 p_{i} \alpha_{i} L_{-i} N M \mathbb{E}\left[\left\|\hat{v}_{i}^{k}-y^{k}\right\| \mid \mathcal{F}_{k}\right]-2 p_{i} \alpha_{\min }\left(F_{i}\left(x_{i}^{k}, \bar{x}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right) .
\end{aligned}
$$

Since $\hat{v}_{i}^{k}$ is a convex combination of $v_{j}^{k}, j \in \mathcal{N}$ and the norm is a convex function, we have $\| \hat{v}_{i}^{k}-$
$y^{k}\left\|\leq \sum_{j=1}^{N}[W(k)]_{i j}\right\| v_{j}^{k}-y^{k} \|$. Thus, $\mathbb{E}\left[\left\|\hat{v}_{i}^{k}-y^{k}\right\| \mid \mathcal{F}_{k}\right] \leq \sum_{j=1}^{N} \mathbb{E}[W(k)]_{i j}\left\|v_{j}^{k}-y^{k}\right\|$. By using the preceding relation, $\min _{i} p_{i}=p_{\min }, p_{\max }=\max _{i} p_{i}$, and $\alpha_{i} \leq \alpha_{\max }$, we arrive at the following relation for all $i \in \mathcal{N}$,

$$
\begin{align*}
& \mathbb{E}\left[\left\|x_{i}^{k+1}-x_{i}^{*}\right\|^{2} \mid \mathcal{F}_{k}\right] \leq\left(1+2 p_{\max } \max _{i} L_{i}\left(\alpha_{\max }-\alpha_{\min }\right)\right)\left\|x_{i}^{k}-x_{i}^{*}\right\|^{2}+4 p_{\max } \alpha_{\max }^{2} C^{2} \\
& +2 p_{\max } \alpha_{\max } B \sum_{j=1}^{N} \mathbb{E}[W(k)]_{i j}\left\|v_{j}^{k}-y^{k}\right\|-2 p_{\min } \alpha_{\min }\left(F_{i}\left(x_{i}^{k}, \bar{x}^{k}\right)-F_{i}\left(x_{i}^{*}, \bar{x}^{*}\right)\right)^{T}\left(x_{i}^{k}-x_{i}^{*}\right), \tag{4.53}
\end{align*}
$$

with $B=\left(\max _{i} L_{-i}\right) N M$.
Summing the relations in (4.53) over all $i=1, \ldots, N$, recalling that $F_{i}, i=1, \ldots, N$ are coordinate maps for the map $F$ (see (4.6)), which in turn defines the mapping $\phi$ through (4.7), we further obtain

$$
\begin{aligned}
& \mathbb{E}\left[\left\|x^{k+1}-x^{*}\right\|^{2} \mid \mathcal{F}_{k}\right] \leq\left(1+2 p_{\max } \max _{i} L_{i}\left(\alpha_{\max }-\alpha_{\min }\right)\right)\left\|x^{k}-x^{*}\right\|^{2}+4 p_{\max } \alpha_{\max }^{2} C^{2} N \\
& +2 p_{\max } \alpha_{\max } B \sum_{i=1}^{N} \sum_{j=1}^{N} \mathbb{E}[W(k)]_{i j}\left\|v_{j}^{k}-y^{k}\right\|-2 p_{\min } \alpha_{\min }\left(\phi\left(x^{k}\right)-\phi\left(x^{*}\right)\right)^{T}\left(x^{k}-x^{*}\right)
\end{aligned}
$$

The matrix $\mathbb{E}[W(k)]$ is doubly stochastic, so we have

$$
\sum_{i=1}^{N} \sum_{j=1}^{N} \mathbb{E}[W(k)]_{i j}\left\|v_{j}^{k}-y^{k}\right\|=\sum_{j=1}^{N} \sum_{i=1}^{N} \mathbb{E}[W(k)]_{i j}\left\|v_{j}^{k}-y^{k}\right\|=\sum_{j=1}^{N}\left\|v_{j}^{k}-y^{k}\right\| .
$$

Using this relation and the strong monotonicity of the mapping $\phi$ with a constant $\mu$, gathering the common terms, and taking the total expectation, we obtain for all $k \geq 0$,

$$
\begin{equation*}
\mathbb{E}\left[\left\|x^{k+1}-x^{*}\right\|^{2}\right] \leq q \mathbb{E}\left[\left\|x^{k}-x^{*}\right\|^{2}\right]+4 p_{\max } \alpha_{\max }^{2} C^{2} N+2 p_{\max } \alpha_{\max } B \sum_{j=1}^{N} \mathbb{E}\left[\left\|v_{j}^{k}-y^{k}\right\|\right] \tag{4.54}
\end{equation*}
$$

where $q=1-2 \mu p_{\min } \alpha_{\min }+2 p_{\max } \max _{i} L_{i}\left(\alpha_{\max }-\alpha_{\min }\right)$. Note that by the condition

$$
0<1-2 \mu p_{\min } \alpha_{\min }+2 p_{\max } \max _{i} L_{i}\left(\alpha_{\max }-\alpha_{\min }\right)<1
$$

we have $0<q<1$. We further have $\left\{x^{k}\right\} \subseteq K$ for a compact set $K$, so the limit superior of $\mathbb{E}\left[\left\|x^{k}-x^{*}\right\|^{2}\right]$ exists. Thus, by taking the limit as $k \rightarrow \infty$ in relation (4.54) and using Lemma 20, we
obtain

$$
\limsup _{k \rightarrow \infty} \mathbb{E}\left[\left\|x^{k+1}-x^{*}\right\|^{2}\right] \leq q \limsup _{k \rightarrow \infty} \mathbb{E}\left[\left\|x^{k}-x^{*}\right\|^{2}\right]+4 p_{\max } \alpha_{\max }^{2} C^{2} N+2 p_{\max } \alpha_{\max } B \frac{\sqrt{2 n N} C \alpha_{\max }}{1-\sqrt{\lambda}},
$$

which implies the stated result.
We have few comments on the result of Proposition 13, as follows. The error bound depends on the dimension $n$ of the decision variables, the number $N$ of players, the frequency with which players update their decisions (captioned by $p_{\text {min }}$ and $p_{\text {max }}$ ), and the network properties including the connectivity time bound $B$ and the ability to propagate the information (captured by the value $1-\sqrt{\lambda}$ ). When the network parameters $B$ and $\lambda$, and the players' update probabilities ( $p_{\min }$ and $p_{\max }$ ) do not depend on $N$, the error bound grows linearly with the number $N$ of players.

As a special case, consider the case when the agents employ an equal stepsize, i.e., $\alpha_{\min }=$ $\alpha_{\max }=\alpha$ and $\alpha$ satisfies the following condition $0<\alpha<\frac{1}{2 \mu p_{\min }}$. Then, the result of Proposition 13 reduces to

$$
\limsup _{k \rightarrow \infty} \mathbb{E}\left[\left\|x^{k}-x^{*}\right\|^{2}\right] \leq \frac{p_{\max } \alpha\left(2 C^{2} N+B C \frac{\sqrt{2 n N}}{1-\sqrt{\lambda}}\right)}{\mu p_{\min }} .
$$

As another special case, consider the case when all players have equal probabilities of updating, i.e., $p_{\min }=p_{\max }=p$. Then, we have the following result:

$$
\underset{k \rightarrow \infty}{\limsup } \mathbb{E}\left[\left\|x^{k}-x^{*}\right\|^{2}\right] \leq \frac{\alpha_{\max }^{2}\left(2 C^{2} N+B C \frac{\sqrt{2 n N}}{1-\sqrt{\lambda}}\right)}{\mu \alpha_{\min }-\left(\max _{i} L_{i}\right)\left(\alpha_{\max }-\alpha_{\min }\right)},
$$

When all players have equal probabilities of updating and all use equal stepsizes, i.e., $p_{\min }=$ $p_{\max }=p$ and $\alpha_{\min }=\alpha_{\max }=\alpha$, then the condition of Proposition 13 reduces to $0<\alpha<\frac{1}{2 \mu p}$, and the bound further simplifies to:

$$
\limsup _{k \rightarrow \infty} \mathbb{E}\left[\left\|x^{k}-x^{*}\right\|^{2}\right] \leq \frac{\alpha}{\mu}\left(2 C^{2} N+B C \frac{\sqrt{2 n N}}{1-\sqrt{\lambda}}\right)
$$

### 4.4 Extensions

It may have been observed that the proposed developments in the earlier two sections required that the agent decisions be of the same dimension. In this section, we extend the realm of (4.2) and generalize the algorithms presented in section 4.2 and section 4.3. To this end, consider the
following aggregative game

$$
\begin{array}{ll}
\operatorname{minimize} & f_{i}\left(x_{i}, \sum_{i=1}^{N} h_{i}\left(x_{i}\right)\right) \\
\text { subject to } & x_{i} \in K_{i}, \tag{4.55}
\end{array}
$$

where $K_{i} \subseteq \mathbb{R}^{n_{i}}, h_{i}: K_{i} \rightarrow \mathbb{R}^{n}$. The mappings $g_{i}$ and $h_{i}$ are considered to be information private to player $i$. Such an extension allows players decisions to have different dimensionality. To recover the problem articulated by (4.2), we set $h_{i}\left(x_{i}\right)=x_{i}$ with $K_{i} \subseteq \mathbb{R}^{n}$ for all $i$. We next discuss the generalization of the proposed distributed algorithms to solve problem (4.55).

### 4.4.1 Synchronous Algorithm

To make the synchronous algorithm suitable for the generalized problem in (4.55), the mixing step in (4.8) remains the same, but with a different initial condition. Namely, the mixing in (4.8) is initiated with

$$
\begin{equation*}
v_{i}^{0}=h_{i}\left(x_{i}^{0}\right) \quad \text { for all } i=1, \ldots, N, \tag{4.56}
\end{equation*}
$$

where $x_{i}^{0} \in K_{i}$ are initial players' decisions. The iterate update of (4.9) and average estimate update of (4.10) modify to become:

$$
\begin{gather*}
x_{i}^{k+1}=\Pi_{K_{i}}\left[x_{i}^{k}-\alpha_{k} F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)\right],  \tag{4.57}\\
v_{i}^{k+1}=\hat{v}_{i}^{k}+h_{i}\left(x_{i}^{k+1}\right)-h_{i}\left(x_{i}^{k}\right), \tag{4.58}
\end{gather*}
$$

where, $\alpha_{k}$ is the stepsize and the mapping $F_{i}$ is given as

$$
\begin{equation*}
F_{i}\left(x_{i}, \sum_{i=1}^{N} h_{i}\left(x_{i}\right)\right)=\nabla_{x_{i}} f_{i}\left(x_{i}, \sum_{i=1}^{N} h_{i}\left(x_{i}\right)\right) \tag{4.59}
\end{equation*}
$$

and $N \hat{v}_{i}^{k}$ in (4.57) is an estimate for the true value $\sum_{i=1}^{N} h_{i}\left(x_{i}\right)$. For the extended synchronous algorithm in the preceding discussion we have the following result.

Proposition 14. Let Assumptions 8-13 hold for the mapping $\phi(x)=\left(\phi_{1}(x), \ldots, \pi_{N}(x)\right)^{T}$ with coordinates $\phi_{i}(x)=\nabla_{x_{i}} f_{i}\left(x_{i}, \sum_{i=1}^{N} h_{i}\left(x_{i}\right)\right)$ and $x=\left(x_{1}^{T}, \ldots, x_{N}^{T}\right)^{T}$. Then, the sequence $\left\{x^{k}\right\}$ generated by the method (4.57)-(4.58) converges to the (unique) solution $x^{*}$ of the game in (4.55).

Proof. The proof mimics the proof of Proposition 11.

### 4.4.2 Asynchronous Algorithm

The gossip algorithm in section 4.3 can be modified as follows. The estimate mixing in (4.22) remains unchanged, but the initial condition is replaced with the one given in (4.56). The iterate update of (4.27) and average estimate update of (4.28) are modified, as follows:

$$
\begin{gather*}
x_{i}^{k+1}=\left(\Pi_{K_{i}}\left[x_{i}^{k}-\alpha_{k, i} F_{i}\left(x_{i}^{k}, N \hat{v}_{i}^{k}\right)\right]-x_{i}^{k}\right) \mathbb{1}_{\left\{i \in\left\{I^{k}, J^{k}\right\}\right\}}+x_{i}^{k}  \tag{4.60}\\
v_{i}^{k+1}=\hat{v}_{i}^{k}+h_{i}\left(x_{i}^{k+1}\right)-h_{i}\left(x_{i}^{k}\right), \tag{4.61}
\end{gather*}
$$

where $\alpha_{k, i}$ is the stepsize for user $i$ and the mapping $F_{i}$ is as defined in (4.59). The following result establishes the convergence of the extended asynchronous algorithm.

Proposition 15. Let Assumptions $8-10$ and Assumption 14 hold. Then, the sequence $\left\{x^{k}\right\}$ generated by the method (4.60)-(4.61) with stepsize $\alpha_{k, i}=\frac{1}{\Gamma_{k}(i)}$ converges to the (unique) $x^{*}$ of the game almost surely.

Proof. With the initial condition specified by (4.56), the proof parallels the line of argument used in the proof of Proposition 12.

### 4.5 Numerics

In this section, we examine the performance of the proposed algorithms on a class of Nash-Cournot games. Such games represent an instance of aggregative Nash games and in section 4.5.1, we describe the player payoffs and strategy sets as well as verify that they satisfy the necessary assumptions. In section 4.5.2, we discuss the synchronous setting and present the results arising from applying our algorithms. In section 4.5.3, we turn our attention to asynchronous regime where we present our numerical experience of applying the gossip algorithm.

### 4.5.1 Nash-Cournot Game

We consider a networked Nash-Cournot games which is possibly amongst the best known examples of an aggregative game. Specifically, the aggregate in such games is the total sales which is the sum of production over all the players. The market price is set in accord with an inverse demand function which depends on the aggregate of the network. A formal description of such a
game over a network is provided in Example 2. Before proceeding to describe our experimental setup, we show that Nash-Cournot games do indeed satisfy Assumptions 10 and 15, respectively, under some mild conditions on the cost and price functions. It is worth pointing that we have used Assumption 15 only for the error bound results for the asynchronous algorithm with a constant stepsize.

In the sequel, within the context of Example 2, we let $x_{i l}=\left(g_{i l}, s_{i l}\right)$ for all $l=1, \ldots, \mathcal{L}, x_{i}=$ $\left(x_{i 1}, \ldots, x_{i \mathcal{L}}\right)$ and $x=\left(x_{1}, \ldots, x_{N}\right)^{T}$. Further, we define coordinate maps $F_{i}\left(x_{i}, u\right)$, as follows:

$$
F_{i}\left(x_{i}, u\right)=\left(\begin{array}{c}
F_{i 1}\left(x_{i 1}, u_{1}\right)  \tag{4.62}\\
\vdots \\
F_{i \mathcal{L}}\left(x_{i \mathcal{L}}, u_{\mathcal{L}}\right)
\end{array}\right), \quad F_{i l}\left(x_{i l}, u_{l}\right)=\binom{c_{i l}^{\prime}\left(g_{i l}\right)}{-p_{l}\left(u_{l}\right)-p_{l}^{\prime}\left(u_{l}\right) s_{i l}}
$$

where the prime demotes the first derivative. We let $F(x, u)=\left(F_{1}\left(x_{1}, u\right)^{T}, \ldots, F_{N}\left(x_{N}, u\right)^{T}\right)^{T}$, and $K_{i}$ denote the constraint set on player $i$ decision, $x_{i}$, as given in Example 2.

We note that the Nash-Cournot game under the consideration satisfies Assumption 8 as long as the cost functions $c_{i l}$ are convex and the price functions $p_{l}\left(u_{l}\right)$ are concave for all $i$ and $l$. Furthermore, the strict convexity condition of Assumption 9 is satisfied when, for example, all price functions $p_{l}$ are strictly concave. This can be seen by observing that

$$
(F(x, u)-F(\tilde{x}, u))^{T}(x-\tilde{x})=\sum_{l=1}^{\mathcal{L}} \sum_{i=1}^{N}\left(c_{i l}^{\prime}\left(g_{i l}\right)-c_{i l}^{\prime}\left(\tilde{g}_{i l}\right)\right)\left(g_{i l}-\tilde{g}_{i l}\right)-\sum_{l=1}^{\mathcal{L}} \sum_{i=1}^{N} p_{l}^{\prime}\left(u_{l}\right)\left(s_{i l}-\tilde{s}_{i l}\right)^{2} .
$$

Next, we show that the Lipschitzian requirements on the maps $F_{i}$ of Assumption 10 holds under some mild assumptions on the cost and price functions in Nash-Cournot games.

Lemma 21. Consider the Nash-Cournot game described in Example 2. Suppose that each $p_{l}\left(u_{l}\right)$ is concave and has Lipschitz continuous derivatives with a constant $M_{l}$ (over a coordinate projection of $\bar{K}$ on the lth coordinate axis). Then, the following relation holds:

$$
\left\|F_{i}\left(x_{i}, u\right)-F_{i}\left(x_{i}, z\right)\right\| \leq \sqrt{2} \sqrt{\sum_{l=1}^{\mathcal{L}}\left(C_{l}^{2}+M_{l}^{2} \mathrm{cap}_{i l}^{2}\right)}\|u-z\| \quad \text { for all } u, z \in \bar{K}
$$

Proof. This result follows directly from the definition of the coordinate maps $F_{i l}\left(x_{i l}, u\right)$ and recall-
ing that $x_{i l}=\left(g_{i l}, s_{i l}\right)$. In particular, for each $i, \ell$ we have

$$
\begin{aligned}
\left\|F_{i l}\left(x_{i l}, u_{l}\right)-F_{i l}\left(x_{i l}, z_{l}\right)\right\| & =\sqrt{\left|c_{i l}^{\prime}\left(g_{i l}\right)-c_{i l}^{\prime}\left(g_{i l}\right)\right|^{2}+\left|p_{l}\left(u_{l}\right)+p_{l}^{\prime}\left(u_{l}\right) s_{i l}-p_{l}\left(z_{l}\right)-p_{l}^{\prime}\left(z_{l}\right) s_{i l}\right|^{2}} \\
& =\sqrt{\left|\left(p_{l}\left(u_{l}\right)-p_{l}\left(z_{l}\right)\right)+\left(p_{l}^{\prime}\left(u_{l}\right)-p_{l}^{\prime}\left(z_{l}\right)\right) s_{i l}\right|^{2}} \\
& \leq \sqrt{2} \sqrt{\left|p_{l}\left(u_{l}\right)-p_{l}\left(z_{l}\right)\right|^{2}+\left|p_{l}^{\prime}\left(u_{l}\right)-p_{l}^{\prime}\left(z_{l}\right)\right|^{2} s_{i l}^{2}}
\end{aligned}
$$

where the inequality follows from $(a+b)^{2} \leq 2\left(a^{2}+b^{2}\right)$. Since $\bar{K}$ is compact and each $p_{l}$ has continuous derivatives, it follows that there exists a constant $C_{l}$ for every $l$ such that

$$
\left|p_{l}^{\prime}\left(u_{l}\right)\right| \leq C_{l} \quad \text { for all } u_{l} \text { with } u=\left(u_{1}, \ldots, u_{\mathcal{L}}\right)^{T} \in \bar{K}
$$

Then, by using concavity of $p_{l}$, we can see that $\left|p_{l}\left(u_{l}\right)-p_{l}\left(z_{l}\right)\right| \leq C_{l}\left|u_{l}-z_{l}\right|$ implying that

$$
\begin{aligned}
\left\|F_{i l}\left(x_{i l}, u_{l}\right)-F_{i l}\left(x_{i l}, z_{l}\right)\right\| & \leq \sqrt{2} \sqrt{C_{l}^{2}\left|u_{l}-z_{l}\right|^{2}+\left|p_{l}^{\prime}\left(u_{l}\right)-p_{l}^{\prime}\left(z_{l}\right)\right|^{2} s_{i l}^{2}} \\
& \leq \sqrt{2} \sqrt{\left(C_{l}^{2}+M_{l}^{2} s_{i l}^{2}\right)}\left|u_{l}-z_{l}\right|,
\end{aligned}
$$

where the last inequality is obtained by using the Lipschitz property of the derivative $p_{l}^{\prime}\left(u_{l}\right)$. From the structure of constraints we have $s_{i l} \leq$ cap $_{i l}$ yielding

$$
\left\|F_{i l}\left(x_{i l}, u_{l}\right)-F_{i l}\left(x_{i l}, z_{l}\right)\right\| \leq \sqrt{2} \sqrt{C_{l}^{2}+M_{l}^{2} \operatorname{cap}_{i l}^{2}}\left|u_{l}-z_{l}\right| \quad \text { for all } l .
$$

Further, by using Hölder's inequality, and recalling that $x_{i}=\left(x_{i 1}, \ldots, x_{i \mathcal{L}}\right)$ and $u=\left(u_{1}, \ldots, u_{\mathcal{L}}\right)$, from the preceding relation we obtain

$$
\left\|F_{i}\left(x_{i}, u\right)-F_{i}\left(x_{i}, z\right)\right\|=\sqrt{\sum_{l=1}^{\mathcal{L}}\left\|F_{i l}\left(x_{i l}, u_{l}\right)-F_{i l}\left(x_{i l}, z_{l}\right)\right\|^{2}} \leq \sqrt{2} \sqrt{\sum_{l=1}^{\mathcal{L}}\left(C_{l}^{2}+M_{l}^{2} \operatorname{cap}_{i l}^{2}\right)\|u-z\| . . . . . . . . . .}
$$

Lemma 22. Consider the Nash-Cournot game described in Example 2. Suppose that each $c_{i l}^{\prime}$ is Lipschitz continuous with a constant $L_{i l}$ and $\left|p_{l}^{\prime}(u)\right| \leq \bar{p}_{l}$ for some scalar $\bar{p}_{l}$ and for all $u \in \bar{K}$. Then, the following relation holds for all $i$,

$$
\left\|F_{i}\left(x_{i}, u\right)-F_{i}\left(\tilde{x}_{i}, u\right)\right\| \leq \sqrt{\sum_{l=1}^{\mathcal{L}}\left(L_{i l}^{2}+\bar{p}_{l}^{2}\right)}\left\|x_{i}-\tilde{x}_{i}\right\| \quad \text { for all } x_{i}, \tilde{x}_{i} \in K_{i}
$$

Proof. First, we note that for each $i, l$,

$$
\begin{aligned}
\left\|F_{i l}\left(x_{i l}, u_{l}\right)-F_{i l}\left(\tilde{x}_{i l}, u_{l}\right)\right\| & =\sqrt{\left|c_{i l}^{\prime}\left(g_{i l}\right)-c_{i l}^{\prime}\left(\tilde{g}_{i l}\right)\right|^{2}+\left|p_{l}^{\prime}\left(u_{l}\right)\left(s_{i l}-\tilde{s}_{i l}\right)\right|^{2}} \\
& \leq \sqrt{L_{i l}^{2}\left|g_{i l}-\tilde{g}_{i l}\right|^{2}+\bar{p}_{l}^{2}\left|s_{i l}-\tilde{s}_{i l}\right|^{2}}
\end{aligned}
$$

Recalling our notation $x_{i l}=\left(g_{i l}, s_{i l}\right)$ and $\tilde{x}_{i l}=\left(\tilde{g}_{i l}, \tilde{s}_{i l}\right)$, and using Hölder's inequality, we find that

$$
\left\|F_{i l}\left(x_{i l}, u_{l}\right)-F_{i l}\left(\tilde{x}_{i l}, u_{l}\right)\right\| \leq \sqrt{L_{i l}^{2}+\bar{p}_{l}^{2}}\left\|x_{i l}-\tilde{x}_{i l}\right\|
$$

Further, recalling that $x_{i}=\left(x_{i 1}, \ldots, x_{i \mathcal{L}}\right), \tilde{x}_{i}=\left(\tilde{x}_{i 1}, \ldots, \tilde{x}_{i \mathcal{L}}\right)$, and $u=\left(u_{1}, \ldots, u_{\mathcal{L}}\right)$, the desired result follows from the preceding relation by using Hölders inequality.

In our numerical study, we consider a Nash-Cournot game being played over ten locations, i.e. $\mathcal{L}=10$, in which all players have the same cost type and the $i$ th player's optimization problem can be expressed as

$$
\begin{array}{ll}
\operatorname{minimize} & \sum_{l=1}^{10}\left(c_{i l}\left(g_{i l}\right)-p_{l}\left(\bar{s}_{l}\right) s_{i l}\right) \\
\text { subject to } & \sum_{l=1}^{10} g_{i l}=\sum_{l=1}^{10} s_{i l}, \\
& g_{i l}, s_{i l} \geq 0, \quad g_{i l} \leq \operatorname{cap}_{i l}, \quad l=1, \ldots, 10, \tag{4.63}
\end{array}
$$

where $g_{i l}$ and $s_{i l}$ denote player $i$ 's production and sales at location $l$, respectively, and $\bar{s}_{l}$ denotes the aggregate of all the players' decisions $\left(\bar{s}_{l}=\sum_{i=1}^{N} s_{i l}\right)$ at location $l$. The function $c_{i l}\left(g_{i l}\right)$ is the cost for $i$ th player at location $l$ and it has the following form:

$$
c_{i l}\left(g_{i l}\right)=a_{i l} g_{i l}+b_{i l} g_{i l}^{2}
$$

where $a_{i l}$ and $b_{i l}$ are scaling parameters for agent $i$. In our experiments, we draw $a_{i l}$ and $b_{i l}$ from a uniform distribution and fix them over the course of the entire simulation. More precisely, for $i=1, \ldots, N$, and $l=1, \ldots, 10$, we have $a_{i l} \sim U(2,12)$ and $b_{i l} \sim U(2,3)$, where $U(t, \tau)$ denotes the uniform distribution over an interval $[t, \tau]$ with $t<\tau$. The term $p_{l}\left(\bar{s}_{l}\right)$ captures the inverse demand function and takes the following form:

$$
p_{l}\left(\bar{s}_{l}\right)=d_{l}-\bar{s}_{l},
$$

where $d_{l}$ is a parameter for location $l$. The parameters $d_{l}$ are also drawn randomly with a uniform distribution, $d_{l} \sim U(90,100)$ for all $l=1, \ldots, 10$. Furthermore, we use $c a p_{i l}=500$ for all $i=$ $1, \ldots, N$ and for all $l=1, \ldots, 10$. The affine price function gives rise to a strongly monotone map $\phi=F(x, \bar{x})$, which together with the compactness of the sets $K_{i}$, implies that this game has a unique Nash equilibrium.

### 4.5.2 Synchronous Algorithm

In this section, we investigate the performance of synchronous algorithm of section 4.2 for the computation of the equilibrium of aggregative game (4.63). We begin by describing our setting for the connectivity graph of the network of players, where each player is seen as a node in a graph. At each iteration $k$, we generate a symmetric $N \times N$ adjacency matrix $A$ such that the underlying graph is connected. The entries of $A$ are generated by performing the following steps:
(0) Let $I$ denote the set of nodes that have already been generated;
(1) For each newly generated node $j$, select a node randomly $i \in I$ to establish an edge $\{i, j\}$ and set $[A]_{i j}=[A]_{j i}=1$;
(2) Repeat step 1until $I=\{1, \ldots, N\}$.

Given such an adjacency matrix $A$, we define a doubly stochastic symmetric weight matrix $W$ such that

$$
[W]_{i j}= \begin{cases}0 & \text { if } A_{i j}=0 \\ \delta & \text { if } A_{i j}=1 \text { and } i \neq j \\ 1-\delta d(i) & \text { if } i=j\end{cases}
$$

where $d(i)$ represents the number of players communicating with player $i$, and

$$
\delta=\frac{0.5}{\max _{i}\{d(i)\}}
$$

Using the adjacency matrix $A$ and the weight matrix $W$ players update their decision and their estimate of the average using (4.8)-(4.10). The stepsize rule for agent update is as follows:

$$
\alpha_{k, i}=\frac{1}{k} \quad \text { for all } i=1, \ldots, N .
$$

The algorithm is initiated at a random starting point, and it is terminated after a fixed number of iterations, denoted by $\tilde{k}$, for each sample path. We use a set of 50 sample paths for each simulation
setting, and we report the mean of the sample errors, defined as:

$$
\begin{equation*}
\operatorname{error}_{\tilde{k}} \frac{\max _{i \in\{1, \ldots, N\}} \max _{l \in\{1, \ldots, 10\}}\left\{\left|g_{i l}^{\tilde{k}}-g_{i l}^{*}\right|,\left|s_{i l}^{\tilde{k}}-s_{i l}^{*}\right|\right\}}{\max _{i \in\{1, \ldots, N\}} \max _{l \in\{1, \ldots, 10\}}\left\{\left|g_{i l}^{*}\right|,\left|s_{i l}^{*}\right|\right\}}, \tag{4.64}
\end{equation*}
$$

where $g_{i l}^{*}$ and $s_{i l}^{*}$ are the decisions of agent $i$ at the Nash equilibrium. The Nash equilibrium decisions $g_{i l}^{*}$ and $s_{i l}^{*}$ are computed using a constant steplength gradient projection algorithm assuming each agent has true information of the aggregate. Note that such an algorithm is guaranteed to converge under the strict convexity of the players' costs.

We investigate cases with 20 and 50 players in the network. In Table 4.1 and Table 4.2, we report the mean terminating error and confidence interval attained for different number $\tilde{k}$ of iterations, respectively. Some insights that can be drawn from the simulations are provided next:

- Expectedly, as seen in Table 4.1 and Table 4.2, the mean terminating error and width of the confidence interval decreases with increasing $\tilde{k}$ and increases with network size.
- The impact of the time-varying nature of the connectivity graph is explored by considering a static complete graph as a basis for comparison. In Table 4.3 and Table 4.4 we report the mean error and the confidence interval when the network is static. Under this setting, the agents have access to the true aggregate information throughout the run of the algorithm. Naturally, the performance of the algorithm on a static complete network is orders of magnitude better than that on a dynamic network. This deterioration in performance may be interpreted as the price of information from the standpoint of convergence.


### 4.5.3 Asynchronous Algorithm

We now demonstrate the performance of the asynchronous algorithm of section 4.3. We consider four instances of connectivity graphs which we describe next and, also, depict these graphs in Figure 4.3.

- Cycle: Every player has two neighbors;
- Wheel: There is one central player that is connected to every other player;
- Grid: Players on the vertex have two neighbors, players on the edge have three and everyone else has four neighbors. Each row in the grid consists of five players and there are $N / 5$ rows where $N$ is the size of the network;
- Complete graph: Every player has an edge connecting it to every other player.

For every type of connectivity graph, we initiate the algorithm from a random starting point and terminate it after $\tilde{k}$ iterations. A $95 \%$ confidence interval of the mean sample error at the termination is computed for a sample of size 50 , where the sample-path error is defined as in (4.64). The players' stepsize rules that we use are:

$$
\alpha_{k, i}= \begin{cases}\frac{9}{\Gamma_{k}(i)} & \text { for a diminishing stepsize } \\ \alpha_{i} & \text { for a constant stepsize }\end{cases}
$$

where $\alpha_{i}$ is randomly drawn from a uniform distribution, $\alpha_{i} \sim U(5 e-3,1 e-2)$. We again investigate cases when there are 20 and 50 players in the network and derive the following insights:

- In Tables 4.5-4.6, we report the mean error and in Tables 4.7-4.8, we report the width of the confidence interval for various levels of $\tilde{k}$. The results are consistent with our theoretical findings, and they indicate a decrease in the mean error and the width of the confidence interval with increasing $\tilde{k}$. As expected, the mean error at the termination increases with the size of the network. It is worth mentioning the discrepancy in the value of $\tilde{k}$ across synchronous and asynchronous algorithm. Note that in the asynchronous algorithm, only two agents are performing updates and thus, for a network of size $N, \tilde{k}$ global iterations translates to $2 \tilde{k} / N$ iterations per agent, approximately.
- On comparing the performance of the synchronous algorithm (cf. Tables 4.1-4.4) to that of the asynchronous algorithm (cf. Tables 4.5-4.8), we observe that the synchronous algorithm performs better than its asynchronous counterpart in terms of mean error and the confidence width at termination. This is expected as in the synchronous setting, the players' communicate more frequently and the network diffuses information faster than in the asynchronous setting.
- The nature of the connectivity graph plays an important role in the performance of the synchronous algorithm. However, such an influence in the asynchronous setting is less pronounced.
- In an effort to better understand the impact of connectivity, in Table 4.9, we compare the number of iterations ${ }^{3}$ required for the player's to concur on the aggregate $\bar{g}^{*}$ within a threshold of $1 \mathrm{e}-3$ when the network consists of $N=20$ players. We also present a metric of

[^10]connectivity density given by $p_{\min } / p_{\max }$ as well as the square root of the second largest eigenvalue of the expected weight matrix, i.e., $\sqrt{\lambda}$, which in effect determines the rate of information dissemination in the network. We note that the number of iterations needed to achieve the threshold error correlates with the value of $\sqrt{\lambda}$ and this prompts us to arrive at the following conclusion: Having a well-informed up-to-date neighbor is more important than having a denser connectivity. For instance, a wheel network has a poor connectivity of all the network type based on the $p_{\min } / p_{\text {max }}$ criterion yet it has superior aggregate convergence to all but the complete network. In part, this is because the central agent in such a network updates throughout the course of the algorithm, allowing for good mixing of network wide information. In contrast, the cycle network though better connected yet cannot ensure good mixing of information, given that no agent has access to "good information." Similarly, a complete network provides each agent with an opportunity to communicate with every other agent and thus ensures good mixing of information. The grid network falls between the wheel and the cycle network in terms of availability of well-informed neighbors and thus the performance.

### 4.6 Summary and conclusions

This chapter focuses on a class of Nash games in which user interactions are seen through the aggregate sum of all players' actions. These agents are a part of network with limited connectivity which only allows for restricted local communication. We propose two classes of distributed algorithm, one synchronous and other asynchronous which abides the information exchange restriction for computation of equilibrium point. Our distributed synchronous algorithm can also contend with dynamic graph with varying connectivity. In contrast, our asynchronous algorithm allows for implementation with distributed architecture. Moreover, we establish error bounds on the deviation of user's decision from the equilibrium decision when a constant yet user specific stepsize is employed in the asynchronous algorithm. Our extension allows the users' decision to be an independent space. The contribution of our work can broadly be summarized as: (1) the development of synchronous and asynchronous distributed algorithm for aggregative games over graphs; (2) the establishment of the convergence of the algorithm (with agent specific stepsizes) to an equilibrium point; and (3) extension to more general classes of aggregative games. We also provide illustrative numerical results that support our theoretical findings.

Table 4.1: Dynamic network: Mean terminating error vs network size for various thresholds

| $N$ | $\tilde{k}=5 e 3$ | $\tilde{k}=1 e 4$ |
| :---: | :---: | :---: |
| 20 | $9.22 e-5$ | $3.66 e-5$ |
| 50 | $8.38 e-2$ | $2.65 e-3$ |

Table 4.3: Static network: Mean terminating error

Table 4.2: Dynamic network: Width of confidence interval of mean error

| $N$ | $\tilde{k}=5 e 3$ | $\tilde{k}=1 e 4$ |
| :---: | :---: | :---: |
| 20 | $2.147 e-4$ | $9.33 e-5$ |
| 50 | $1.24 e-1$ | $2.78 e-2$ |

Table 4.4: Static network: Width of confidence interval of mean error

| $N$ | $\tilde{k}=5 e 3$ | $\tilde{k}=1 e 4$ |
| :---: | :---: | :---: |
| 20 | $6.99 e-9$ | $6.99 e-9$ |
| 50 | $1.61 e-8$ | $1.61 e-8$ |


(a) Cycle

(b) Wheel

(c) Grid

(d) Complete graph

Figure 4.3: A depiction of communication networks used in simulations.
Table 4.5: Mean error after $\tilde{k}=5 e 4$ iterations for gossip algorithm

|  | Constant Step |  |  |  | Diminishing Step |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N | Cycle | Wheel | Grid | Complete | Cycle | Wheel | Grid | Complete |
| 20 | $2.29 e-3$ | $3.66 e-5$ | $3.66 e-5$ | $3.66 e-5$ | $2.51 e-2$ | $1.01 e-4$ | $1.93 e-3$ | $4.64 e-5$ |
| 50 | $2.80 e-1$ | $6.76 e-2$ | $1.76 e-1$ | $1.26 e-3$ | 1.22 | $2.33 e-2$ | $8.41 e-1$ | $3.68 e-3$ |

Table 4.6: Mean error after $\tilde{k}=1 e 5$ iterations for gossip algorithm

|  | Constant Step |  |  |  | Diminishing Step |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N | Cycle | Wheel | Grid | Complete | Cycle | Wheel | Grid | Complete |
| 20 | $3.78 e-5$ | $3.66 e-5$ | $3.66 e-5$ | $3.66 e-5$ | $3.93 e-3$ | $3.65 e-5$ | $1.69 e-4$ | $3.67 e-5$ |
| 50 | $1.65 e-1$ | $1.09 e-3$ | $9.19 e-2$ | $6.23 e-5$ | $7.63 e-1$ | $1.99 e-3$ | $4.57 e-1$ | $2.83 e-4$ |

Table 4.7: Width of confidence interval after $\tilde{k}=5 e 4$ iterations for gossip algorithm

|  | Constant Step |  |  |  | Diminishing Step |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N | Cycle | Wheel | Grid | Complete | Cycle | Wheel | Grid | Complete |
| 20 | $1.87 e-4$ | $8.22 e-7$ | $5.34 e-7$ | $0 e 0$ | $7.51 e-2$ | $4.76 e-3$ | $2.08 e-2$ | $3.23 e-3$ |
| 50 | $1.68 e-2$ | $6.33 e-3$ | $1.89 e-2$ | $1.77 e-4$ | $5.23 e-1$ | $7.23 e-2$ | $4.35 e-1$ | $2.87 e-2$ |

Table 4.8: Width of confidence interval after $\tilde{k}=1 e 5$ iterations for gossip algorithm

|  | Constant Step |  |  |  | Diminishing Step |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N | Cycle | Wheel | Grid | Complete | Cycle | Wheel | Grid | Complete |
| 20 | $2.4 e-6$ | $4.74 e-10$ | $4.74 e-10$ | $4.74 e-10$ | $4.40 e-4$ | $7.23 e-7$ | $2.07 e-5$ | $1.56 e-7$ |
| 50 | $1.35 e-2$ | $1.33 e-4$ | $1.40 e-2$ | $1.78 e-8$ | $6.91 e-2$ | $1.81 e-4$ | $4.15 e-2$ | $2.22 e-5$ |

Table 4.9: Number of iteration for concurrence of player's aggregate within an error of $1 e-3$

| Network | $p_{\min } / p_{\max }$ | $\lambda$ | Iterations |
| :---: | :---: | :---: | :---: |
| Cycle | 1 | 0.9994 | 48818 |
| Wheel | $1 / 19$ | 0.1622 | 8324 |
| Grid | $5 / 7$ | 0.3151 | 17950 |
| Complete | 1 | $1.0888 \mathrm{e}-08$ | 5842 |

## Appendix A

## Bound on optimal value

Lemma 23. Let Assumption 2 hold. Then, for each $v>0$, we have

$$
0 \leq f\left(x_{V}^{*}\right)-f^{*} \leq \frac{v}{2}\left(D^{2}-\left\|x_{v}^{*}\right\|^{2}\right) \quad \text { where } D=\max _{x \in X}\|x\| .
$$

Proof. Under Assumption 2, both the original problem and the regularized problem have solutions. Since the regularized problem is strongly convex, the solution $x_{v}^{*} \in X$ is unique for every $v>0$. Furthermore, we have

$$
f_{v}\left(x_{v}^{*}\right)-f_{v}(x) \leq 0 \quad \text { for all } x \in X
$$

Letting $x=x^{*}$ in the preceding relation, and using $f_{v}(x)=f(x)+\frac{v}{2}\|x\|^{2}$ and $f^{*}=f\left(x^{*}\right)$ we get

$$
f\left(x_{v}^{*}\right)-f^{*} \leq \frac{v}{2}\left(\left\|x^{*}\right\|^{2}-\left\|x_{v}^{*}\right\|^{2}\right) .
$$

Since $x^{*} \in X$ solves the original problem and $x_{v}^{*} \in X$, we have $0 \leq f\left(x_{v}^{*}\right)-f\left(x^{*}\right)$. Thus, from $f^{*}=f\left(x^{*}\right)$, using $D=\max _{x \in X}\|x\|$, it follows that $0 \leq f\left(x_{v}^{*}\right)-f^{*} \leq \frac{v}{2}\left(\left\|x^{*}\right\|^{2}-\left\|x_{v}^{*}\right\|^{2}\right) \leq \frac{v}{2}\left(D^{2}-\right.$ $\left.\left\|x_{v}^{*}\right\|^{2}\right)$.
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[^0]:    ${ }^{1}$ In competitive regimes, the words agent and player will be used interchangeably through this monograph.

[^1]:    ${ }^{2}$ The total sum of individual goals is considered to be a good measure of fair allocation.

[^2]:    ${ }^{3}$ To be more precise, the notion of efficiency considered here is Pareto-efficiency.
    ${ }^{4}$ The generality of this statement and its discussion is beyond the scope of this thesis.

[^3]:    ${ }^{5}$ A mapping $F: K \rightarrow \mathbb{R}^{n}$ is said to be monotone over a set $K \subseteq \mathbb{R}^{n}$ if $(F(x)-F(y))^{T}(x-y) \geq 0$ for all $x, y \in K$. It is said to be strictly monotone over $K$ if $(F(x)-F(y))^{T}(x-y)>0$ for all $x, y \in K$ with $x \neq y$. In addition, it is said to be strongly monotone if there exists a positive scalar $\eta$ such that $(F(x)-F(y))^{T}(x-y) \geq \eta\|x-y\|^{2}$ for all $x, y \in K$.

[^4]:    ${ }^{6}$ This is adapted from a famous interview question.
    ${ }^{7}$ The number of agents in the network is often a good proxy for the size of the network.

[^5]:    ${ }^{8}$ Note that the transportation costs are assumed to be zero.

[^6]:    ${ }^{1}$ See [35], volume 1, 1.5.8 Proposition, page 83.

[^7]:    ${ }^{1}$ Note the slight abuse of notation; $D\left(\varepsilon_{k}\right)$ also denotes the mapping $D\left(\varepsilon_{k}\right) \mathbf{I}$ whenever it is used as $\operatorname{VI}\left(K, F+D\left(\varepsilon_{k}\right)\right)$.

[^8]:    ${ }^{1}$ Recall that we also refer player to as agent

[^9]:    ${ }^{2} \mathrm{~A}$ subset of this work appears in [84].

[^10]:    ${ }^{3}$ The iteration number is the mean for 50 sample rounded to the smallest integer over-estimate.

