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SUMMARY 

It is well known and accepted that the US power grid is aging and the investments 

made in this space have been low over the last few decades. Given that the growth in 

electricity demand is projected to be approximately 3% per year, the power system is 

expected to witness excessive electrical and thermal stresses in the foreseeable future, if 

proactive measures are not undertaken. This situation is further exacerbated with the 

introduction of renewable energy technologies, such as wind and solar. These renewable 

sources of energy are intermittent and mostly located away from the load centers. 

Therefore, increasing penetration of such technologies necessitates additional transmission 

and distribution builds. Without additional investments on the grid assets, the stresses 

imposed on the grid are expected to further amplify. In such an environment, maintaining 

high reliability of the grid becomes challenging due to limited visibility of the grid 

parameters and low situational awareness.  

Moreover, as the assets become old they require increased maintenance. Given that 

currently a periodic maintenance regime is followed, the cost of ownership of the asset 

increases. A theoretical solution to this problem could be replacement of all the assets on 

the grid. However, revamping a $300 billion system by replacement of older assets with 

newer ones is unrealistic, if not impossible. The gambit of solutions that promise to 

alleviate some of the aforementioned problems for utilities include condition monitoring of 

assets, increase in asset utilization, incipient fault detection, intelligent (and largely 

autonomous) asset management techniques, and expert systems that interact with a smart 

monitoring infrastructure and help utilities in decision making. All these solutions require 

low-cost smart sensing technologies as the most fundamental element.  

However, the utility grid as a whole lacks intelligent sensing technologies as the cost 

of present day sensors is high. Furthermore, wireless sensing units available in the market 
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are large and bulky, with some requiring batteries for operation and therefore demanding 

periodic maintenance. 

This dissertation presents the concept of a small, low-cost, self-powered smart 

wireless sensor that can be used for monitoring current, temperature and voltage on a 

variety of utility assets. Wireless sensor network architecture for integrating these sensors 

to information systems, such as SCADA, are proposed. The role of the proposed sensor is 

to provide real-time information and min-max history of asset parameters, and to detect 

faults and absence of power on assets. Novel energy harvesting approaches are proposed 

that enable the sensor to operate without batteries and to have an expected life of 20-30 

years.  

The sensor measures current flowing in an asset using an open ferromagnetic core, 

unlike a CT which uses a closed core, which makes the proposed sensor small in size, and 

low-cost. Further, it allows the sensor to operate in conjunction with different assets 

having irregular geometries, such as bus-bars, cables, overhead conductors, transformers, 

and shunt capacitors, and function even when kept in the vicinity of an asset. The 

proposed self-powered current and temperature Stick-on sensor has been designed, 

fabricated and operated using a novel power circuit developed in this research.  

As the Stick-on sensor uses an open ferromagnetic core-coil assembly for current 

sensing, it is prone to errors from other current carrying assets that produce far-fields, 

which interact with the sensor. Further, a change in the position of the sensor relative to 

the asset causes a change in its characteristics. Therefore, the sensor needs expensive 

calibration at the time of installation. This research develops novel current sensing 

algorithms that help the sensor to autonomously calibrate and makes the sensor immune 

from far-fields and crosstalk. The current sensing algorithm has been implemented and 

tested in the lab at up to 1000 A current. 

Further, a novel self-calibrating low-cost voltage sensing technique is also developed. 

The major purpose of voltage sensing is detection of sags, swells and power loss on the 

asset; therefore, the constraint on error in measurement is relaxed.  The technique has 



xxvii 
 

been tested through several simulation studies. Further, a voltage sensor prototype has 

been developed and tested on a high voltage bus at up to 35 kV.  

Finally, this research also presents a study of sensor operation under faults, such as 

lightning strikes, and large short circuit currents. These studies are conducted using 

simulations and actual experiments. Based on the results of the experiments, a robust 

protection circuit for the sensor is proposed. Issues related to the corona and external 

electrical noise on the communication network are also discussed and experimentally 

tested. Further, a novel design of package for the sensor that prevents the circuitry from 

external electrical noise but prevents attenuation of power signals for the energy harvester 

is also proposed.   
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CHAPTER 1                                                

INTRODUCTION 

1.1 PROBLEM STATEMENT AND BACKGROUND 

Electricity demand in the United States has been on the rise since the last few 

decades; growing at the rate of 3% per year with an increase in peak load of 1.8% per year 

[1]. Further, the peak demand is expected to grow by 19% over the next decade; however, 

the committed capacity is projected to grow by only 6% [2]. In addition, transmission and 

distribution system investments to support the demand and modernize the grid have been 

stagnant for a long time and only very recently have started gaining momentum. To 

exacerbate the problem, many assets on the utility grid are nearing their end of life. For 

instance, more than half of the transformers in the US are above 40 years of age [3].  

Furthermore, introduction of new policies and initiatives, such as the SunShot 

initiative, which is a collaborative national effort to make solar energy cost competitive 

with other forms of energy by the end of the decade; the RPS mandates, a regulation that 

requires states to voluntarily participate in producing a percentage of their energy from 

renewable energy resources over a given period; and in general, an increase in 

governmental spending on the renewable energy technologies promise to boost the 

penetration of wind, solar and other renewable forms of energy on the grid.  Such green 

energy initiatives seem to be attractive from the standpoint of improving energy security 

and reducing the dependence of US on foreign oil. However, as most of the renewable 

energy sources are either intermittent or remotely located from the load centers, without 

additional transmission and distribution builds, the stresses (electrical, thermal and 

mechanical) on the system are expected to amplify. 

Other trends and policies, such as government subsidies on electric vehicles (EV) 

and introduction of EVs by several auto-manufacturers, for example Ford Focus EV, 

Nissan Leaf, and Chevrolet Volt, show an increasing penetration of EVs in the society. 
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Research studies have shown that without effective monitoring and smart charging 

schemes, high localized penetration of EVs can reduce the life of a 40 year distribution 

transformer to 3 years; thereby, severely impacting the already decrepit condition of some 

grid assets [4]. Therefore, with an ever evolving grid, energy policy and political climate, 

one of the major challenges seen by utilities today is maintaining high reliability of the 

assets on the grid. 

A theoretical solution to these problems could be to replace all the existing assets 

with new ones. According to the U.S. Department of Energy, the total asset value of US 

infrastructure stands at around $800 billion with close to 40% of the investments in 

transmission and distribution networks [5]. Revamping a $320 billion system by 

replacement of older assets with newer ones is unrealistic, if not impossible. Therefore, 

solutions are needed that can:  

• Defer and reduce capital investments without impacting the asset life 

o Instead of replacing all assets, if a layer of intelligent monitoring 

infrastructure is added, possibly, the expenditure on grid 

modernization can be reduced.  

• Help perform condition monitoring rather than following a scheduled 

maintenance regime 

o Presently, all assets have pre-defined periodic maintenance regimes. 

As assets get old, they require frequent maintenance which increases 

their cost of ownership. Condition-based monitoring can lower these 

costs by servicing only the assets that require maintenance. Given 

that 45-65% of senior utility engineers are at or close to retirement 

age, a condition-based maintenance solution that requires minimal 

human intrusion is probably the only option. 

• Help prioritize asset replacement based on economic and condition 

assessment 
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o An intelligent monitoring infrastructure can help prioritize asset 

replacement by analyzing the historical condition of the asset, 

comparing it with the present state and help make intelligent 

decisions.   

• Increase the utilization of the assets by intelligent monitoring 

o Even though many grid assets are nearing their end of life, some 

assets are not as old and can be pushed to higher capacities. Further, 

without enough visibility of the grid parameters it is difficult to 

discriminate between assets that are being pushed to their physical 

limits from those that are lightly loaded. Therefore, the utilization of 

the entire grid is reduced. 

• Reduce downtime during outages by helping expeditious forensic and 

diagnostic analysis to identify the root causes of a failure. Moreover, help 

pinpoint the failed asset to accelerate its replacement and reduce truck rolls. 

Using a bottom-up approach for finding the driving forces that enable these 

solutions, it is evident that at the bottom of the pyramid lie smart sensing technologies 

integrated with a variety of assets to give low-cost and meaningful measurement 

information. Information from these sensors can be utilized by asset managers, operators 

and system planners for taking proactive decisions and enabling the solutions for 

improving reliability, and utility of the assets. 

However, the utility grid as a whole lacks intelligent sensing technologies.  60-80% of 

the generation and transmission assets are well monitored, however, only 20% of this 

information is used [6]. On the other hand, sub-transmission, distribution and substation 

assets are seldom monitored. The fundamental reason behind this disparity is the cost of 

sensors relative to the infrastructure of interest.  Transmission and generation assets are 

considered critical, as a single point of failure of these assets may affect a large portion of 

the system. Moreover, these single point investments are much larger as compared to the 

distribution systems. For example, a 100 MVA transformer costs around $5 M, while a 35 
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kVA distribution transformer costs around $1000. Therefore, investment on sensing 

technologies for transmission and generation assets is usually justified. Nevertheless, even 

in transmission assets, such as transmission lines, given the high cost of the available 

sensors, it is not possible to monitor every span of the line. Hence, many opportunities in 

implementing smart sensing technologies in generation and transmission assets still exist 

[7]. On the other hand, if substations and distribution systems are considered, the cost of 

the present-day sensors relative to assets becomes comparatively large. Further, a 

distributed solution is required to cover all of the assets, and therefore, the cost multiplies.  

In addition, there are other challenges associated with integrating the sensors 

through wired or wireless communication channels: strict conformance with utility security 

protocols, interoperability with different systems such as SCADA, HMI and substation 

LAN, and fulfillment of the highest standards of reliability [8].  Therefore, given the high-

cost of present sensing technologies, the business case for monitoring a majority of utility 

assets becomes weak. 

Gaps analysis in the market shows two gaps in the volume-cost space of the sensors, 

shown in Figure 1.1. The present market lies in the area of high-cost and low-volume 

trading. In this space, there exists a gap that the industry strives to move towards, which 

is represented by high-volume, high-cost and high-functionality sensors. However, given 

the past trends, moving the market towards high-cost, high-volume sensors has very low 

probability of occurrence, as profits and return on investment (ROI) drive businesses, and 

adopting expensive sensors in high volume may not be a wise business solution for utilities. 

However, there exits another gap represented by high-volume and low-cost sensors, which 

seems to have promise. Provided that low-cost sensors do not exist in the market today, 

presumably the major challenge is development of low-cost smart sensors.  
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Figure 1.1: Gaps/Opportunities for smart sensors in the volume-cost space  

On the positive side, advancement in the low-power electronics industry has given 

rise to ultra-low power processors that can be easily interfaced with radio communication 

platforms. The system-on-chip (SoC) solutions of today can pack a relatively fast 

microcontroller, peripherals, radio and memory on a single chip. Therefore, these SoC 

solutions can help build intelligent sensors that perform not just routine measurements but 

also have the on-board capability to process and route data.  

Moreover, developments in communication technologies in the last decade have 

given rise to wireless meshed systems, multi-hop and self-healing networks, and various 

low-power protocols having high security standards. In the past, wireless communication 

was thought to be unreliable and ineffective over long distances. However, different 

network topologies comprising effective wireless signal routing algorithms have improved 

range and reduced power consumption, for example, protocols like ZigBee® Pro and Ultra 

Link Processing (ULPTM) from Onramp Wireless [9]. These improvements can be leveraged 

to form a highly reliable communication network. Thus, when the smart sensors are used 

in conjunction with the wireless sensor network (WSN) communication architecture, the 

entire network becomes an attractive solution for monitoring utility assets.  The interest in 

the area of smart sensing and communications integrated with the grid assets is such that 

companies like Cisco and Motorola have also entered the Smart Grid arena. Moreover, it 
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has attracted venture funding and several start-ups in this space. For instance, in the last 

decade, more than ten startups have come up in the smart grid sensing and wireless 

communications arena. 

Even with these developments, wireless sensing units available in the market are 

large and bulky, with some requiring batteries for operation and therefore demanding 

periodic maintenance [10]. Above all, most of the solutions currently available in the 

market are quite expensive. If these sensors were used to monitor all assets in a smart 

substation, with conventional sensors costing around $1000 - $5000, a total investment of 

close to a million dollars will be required for installing the sensing units for a single 

substation with a total of 300 sensors. This expenditure does not include the cost of 

calibration, installation, O&M and the total cost of integrating the communication 

network.  

 If a larger system is considered where a million end nodes are deployed, with 

conventional 900 MHz meshed protocols, expenditure on the order of $40M for network 

integration and $30M for deployment would be required [11]. These costs can be reduced 

by an order of magnitude by using newer network architectures (For instance, ULPTM 

proposed by On Ramp Wireless claims to reduce these costs to $2M). Nevertheless, 

reduction in the network integration and deployment costs cannot be used to offset the 

capital costs of the sensor as a million present-day sensors would cost around $1 billion 

(factoring in economies of scale). Therefore, the approach should be to reduce the per unit 

sensor cost by orders of magnitude. For instance, a reduction in per unit sensor cost to 

$100 would lead to a total capital expenditure of $100 M on sensors. If these proposed low-

cost sensors are used in a network architecture that uses the conventional 900 MHz 

protocol, the total expenditure on the sensor network would be around $200 M. With 

newer communication solutions, this cost could further scale down to slightly over a $100 

M, as shown in Figure 1.2. 

Essentially, a new low-cost smart sensor needs to be developed that can be 

connected in a meshed network and work in conjunction with multiple utility assets to 
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provide intelligent information on the grid parameters such as voltage, current and 

temperature of assets. 

 

Figure 1.2: Total cost of implementing a sensor network containing one million sensor 

nodes 

1.2 RESEARCH SCOPE AND OBJECTIVES  

This research focuses on the development of small, low-cost, self-powered smart 

wireless sensors that use a low-power wireless sensor network (WSN) based communication 

architecture. The role of these sensors is: 

• To provide real-time information of asset parameters such as current, voltage 

and temperature 

• To store min-max history of asset parameters  

• To detect faults / events on the asset 

• To detect absence of power on the asset 

The sensor needs to be designed to provide all these functionalities at a considerably 

low price point and with no maintenance requirements. Unlike conventional sensors that 

need to clamp around a utility asset for sensing current, the proposed sensor can stick-on 

to a utility asset; therefore, it is not limited by the geometry of the asset. The Stick-on 

sensor can be used in conjunction with a variety of utility assets, such as bus-bars, cables, 

overhead conductors, transformers, and shunt capacitors.  The proposed conceptual 

network architecture of the sensor is shown in Figure 1.3.   
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Figure 1.3: Network architecture and integration to SCADA   

The primary objectives of this research can be divided into three parts:   

1. Developing a power supply: The first major focus of this research is laid on 

self-powering the sensor. It is required:  

a. To develop an energy harvesting method that can extract energy 

from the magnetic field, electric field or solar energy present in the 

vicinity of an energized current carrying asset.  

b. To optimally design the energy harvester using mathematical 

modeling and simulation techniques so that it provides maximum 

power under all operating conditions.  

c. To design a power converter circuit that can provide well regulated 

DC supply for the sensor electronics over a wide operating range. 

d. To demonstrate operation of the proposed Stick-on sensor using the 

developed power supply.      

2. Adding intelligence: The second major focus of this research is adding 

smartness to the sensor. Two different asset parameters namely current and 

voltage are considered.  
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a. Low-cost current sensor: The current sensing is performed using an 

open ferromagnetic core, hence, the sensor doesn’t require clamping 

around an asset.  However, the sensor becomes prone to errors as 

other current carrying assets produce far-fields that interact with the 

sensor. Further, a change in the position of the sensor relative to the 

asset causes a change in its characteristics. Therefore, the sensor 

needs calibration at the time of installation. Field calibration is 

expensive, requires manpower and increases the effective cost of the 

sensor. Therefore for the current sensor, it is required to develop a 

smart method and algorithm by virtue of which the sensor becomes 

immune to the effects of far-fields in the presence of multiple current 

carrying assets and simultaneously performs self-calibration over 

time. Thereby, eliminating the need for calibration and making the 

sensor immune from far-fields and crosstalk.  

b. Low-cost voltage sensor: It is required to develop a new low-cost 

voltage sensing technique that is self-calibrating and can provide 

status of power on a particular asset.  

3. Making the design robust: As the sensor is being developed for utility 

networks, a robust design of the sensor is necessary to ensure that it keeps 

operating under all conditions including faults. It is required:  

a. To design protection circuit that can help the sensor withstand high 

fault currents and lightning strikes. 

b. To test wireless communication under corona and high voltage noise. 

c. To develop a design for the enclosure that houses the sensor and 

which protects the sensor from external electrical noise and variable 

weather conditions.    

The concept presented in this research resonates well with US Department of 

Energy’s (DOE) policy framework for the smart grid. According to DOE, reducing the cost 
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of integrating such sensor information into utility operations forms a major part of the 

Smart Grid initiative [8]. It is of interest in this research to reduce the overall cost of the 

sensor including its integration into the power system by an order of magnitude as 

compared to conventional solutions so that these sensors can be deployed massively on the 

grid. A grid-wide monitoring solution comprising numerous smart sensors will lead to 

increased information on the condition of different assets. This additional information can 

then be used by asset managers and operators to take informed decisions regarding 

utilization, maintenance or replacement of their assets; reducing costs; enhancing 

situational awareness; and improving system reliability. 

1.3 OUTLINE OF CHAPTERS 

Chapter 1: This chapter gave a high level overview of the present state of the 

sensing technology in the utility domain. A justification was provided for the need to 

develop a low-cost smart sensor that can be use for large scale monitoring of utility assets 

to increase situational awareness and visibility of the grid parameters. The problem 

statement was followed by the scope and objective of this research. 

Chapter 2: An extensive review of the conventional current, and voltage sensing 

techniques, their fundamental theory of operation, and their advantages and 

disadvantages, is presented. Further, a market survey of the wireless current, temperature 

and voltage sensors is provided, and their limitations are identified. In addition, a 

literature review of techniques to self-power utility sensors to make them perennial devices 

is also given.  

Chapter 3: A comparison is shown between different techniques that can be used to 

harvest energy present near utility assets. The two sources of energy, electric field and 

magnetic field that are present in abundance near utility assets are considered for the 

scoping study. Analytical and experimental results are presented, and the application 

space for each technique is identified. 
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Chapter 4: A novel power management circuit is proposed that suits utility 

requirements of high reliability, low maintenance, and low-cost. Further, simulation and 

experimental results are presented to validate the proposed concept. The design of a stick-

on current and temperature wireless sensor is detailed. The developed circuit is used to 

power the stick-on current and temperature wireless sensor and all the attractive features 

of the sensor are showcased. Sensor network architecture using the Stick-on sensor is 

proposed using ZigBee® for an example substation application. 

Chapter 5: Drawbacks associated with using a single core-coil assembly based 

current sensing are identified. A novel technique called the multi-core triangulation 

method (MCTM) for current sensing is proposed, rigorously developed and tested through 

simulations. The application space for the MCTM method is identified. Certain limitation 

that restrict this approach to niche applications are identified. 

Chapter 6: A modification of the MCTM approach called the smart dual-core 

triangulation method (smart DCTM) is proposed. This approach uses two-cores for 

estimation of current in a general scenario containing multiple current carrying assets. 

Through rigorous mathematical derivations and simulation studies it is shown that this 

method is immune from far-fields and is self-calibrating. The smart DCTM approach for 

current sensing is implemented in the Stick-on sensor and operation is successfully 

demonstrated.  

Chapter 7: The concept of a floating voltage sensor is modeled mathematically. The 

challenges in low-cost voltage sensing of a utility asset are identified. Based on certain 

realistic assumptions, novel self-calibrating voltage sensing technique called the moving 

average voltage sensing (MAVS) is proposed. The voltage sensing technique is 

implemented on a stick-on voltage sensor. The developed voltage sensor is tested on a high 

voltage bus and successful experimental results are provided.  

Chapter 8: A process to optimally design the energy harvester and power 

management circuit is presented. Other practical issues, such as operation of the sensor 

under faulted conditions, such as high current impulses and lightning strikes, are analyzed 
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through simulations and experiments. Novel protection architecture to prevent the Stick-

on sensor from permanent damage is proposed. The on wireless communication 

performance of ZigBee® in high voltage and corona based noisy environments is tested. A 

novel package that prevents the sensor from external electrical noise is proposed.  

Chapter 9: A summary of the key results presented in this research is presented. 

Subsequently, a list of the major contributions made in this research is given. Finally, 

many interesting research projects that can be undertaken as a follow-up to this research 

are identified.  
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CHAPTER 2                                                

LITERATURE REVIEW AND MARKET SURVEY 

2.1 INTRODUCTION 

In the United States the demand for electric power has been rapidly increasing for 

the last few decades. Absence of commensurate growth in investments on the electricity 

grid have led to rise in congestion, equipment damage, system disturbances and the power 

grid being pushed to its technical limits. In addition, the present electricity grid is old, has 

started showing signs of aging and is in some sense dumb. Increasing dependence of society 

on electric power is compelling utilities to take measures that ensure high reliability of 

their power system apparatus. 

A grid wide monitoring solution comprising numerous smart sensors would lead to 

increased information on the condition of different assets. This additional information can 

then be used by asset managers and operators to take informed decisions regarding 

utilization, maintenance or replacement of their assets, reducing costs, enhancing 

situational awareness and system reliability. 

The information of utility asset parameters, such as current, voltage and 

temperature, is essential for intelligent decision making, health monitoring and 

maintenance of assets to improve the reliability of the entire power grid. Absence of this 

information from critical utility assets can be catastrophic and even lead to massive 

blackouts. In the utility arena, a variety of assets, such as conductors, cables, bus-bars, 

transformers, disconnect-switches, and shunt-capacitors, require monitoring. Presently, 

monitoring of AC current is performed using current transformer (CT), rogowski coil, and 

magneto-optic current transformer (MOCT). On the other hand, AC voltage sensing is 

performed using potential transformers. A review of all these techniques is presented in 

this chapter. The review presents the fundamental theory of operation, advantages and 
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disadvantages of all the presently used techniques for current and voltage sensing. Some of 

the conventionally used commercial products have also been highlighted in the review. 

Further, this chapter also presents a comprehensive market survey of the wireless 

current, voltage and temperature sensors. The major limitations of presently available 

sensors are highlighted. In addition, a literature review of the methods to solve some of the 

problems with the state-of-the-art sensors is presented.  

In a nutshell, this chapter presents an extensive review of conventional utility 

sensors, new wireless utility sensors, and the different techniques to self-power the sensor.  

2.2 REVIEW OF METHODS FOR CURRENT SENSING 

2.2.1 Current Transformer 

Current transformers use the principle of Faraday’s law of induction for current 

measurement which states that a time varying magnetic flux linking with a coil induces a 

voltage across the coil terminals. This can be mathematically represented as 

d
V n

dt

Φ
= −

 
(1) 

o r

dH
V nA

dt
µ µ= −

 
(2) 

where V is the voltage induced in the coil terminals, n is the number of turns in the coil, 

µo is the permeability of free space, µr is the relative permeability of the core material (for 

air cored coils µr is one), A is the area of the coil, and H is the magnetic field intensity 

linking with the coil. The operating principles of a CT is shown in Figure 2.1(a). 

Current transformers usually have very few turns on the primary side (one turn in 

the case of a conductor) and many turns on the secondary. The secondary is usually short 

circuited or connected to a small load. The core in these transformers is usually ring- 

shaped such that a conductor can pass through it. This approach has a limit on the 

maximum current measurement as the core saturates at high current values. Although, the 
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saturation of core depends on the core material, typically CTs can be used to measure 

currents up to 10 kA.  

CTs are either used for revenue grade current monitoring or protection systems. 

Both the applications have different design metrics. On the one hand, protection systems 

require measurement of high currents; therefore, they are designed to not saturate at 

higher currents. While on the other, the revenue grade current metering requires high 

accuracy of measurement but may not require a wide measurement range. The revenue 

grade current meters are designed for high accuracy current sensing (up to 0.5% accurate) 

while protection system CTs may not be as accurate (up to 5%). There are a slew of CTs 

that exist in the commercial domain, and are used by utilities for current monitoring, as 

shown in Figure 2.1(b) and (c) [12], [13]. However, this approach has the following 

disadvantages: 

• CTs are bulky due to the large ferromagnetic core  

• They require clamping around the asset; therefore, they are limited in application 

• They need different designs for different applications 

• They are very expensive  

 

 
  

(a) (b) (c) 

Figure 2.1: a) Operating principle of a CT, b) oil immersed CT for high voltage 

applications (72-800 kV applications) [12], and c) bushing CT by ABB [13].  
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2.2.2 Rogowski Coil 

Rogowski coil is a helical air-core coil wound on a rectangular or circular strip. As it 

has an air core it is usually flexible and can be used in different applications. It wraps 

around the current carrying conductor, and its output signal is given by 

o

n dI
V A

l dt
µ=−

 
(3) 

where I is the current flowing through the conductor, and l is the mean path of magnetic 

field lines.  

As compared to a CT, a rogowski coil does not have any ferromagnetic core; thus, it 

has excellent linearity and can be used for measurement of very large currents. Moreover, 

it has a relatively small inductance and provides higher bandwidth. Furthermore, it does 

not have the danger of high voltage induction at secondary terminals when the secondary 

is open-circuited, as the induced voltages are normally quite low due to lower coupling. 

Although, easier to construct, the design of rogowski coil is critical in ensuring a high 

performance and accuracy of current measurement. Since voltage induced is directly 

proportional to the derivative of current, the expression needs to be integrated to extract 

current information. For this reason, rogowski coils use integrators either analog or digital 

for sensing the current values. Use of analog integrators introduces offsets and reduces 

sensitivity of measurement. While, on the other hand, digital integrators require a DSP 

platform which increases cost of the sensor. Rogowski coils are widely used in applications 

that require very large currents, such as plasma current measurement in space, or to 

measure transient current pulses in the nanoseconds range [14]. As the rogowski coils are 

flexible, they may be used on utility assets which do not necessarily have a circular cross 

section [15]. Examples of rogowski coils are shown in Figure 2.2. 
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(a)  (b)  

Figure 2.2: (a) ABB rogowski coil technology (4-1600A) [13], (b) flexible rogowski coil 

from Rocoil [15] 

2.2.1 Magneto-Optical Current Transformer 

The magneto-optical sensors use the Faraday’s effect which states:  

When linearly polarized light passes through a medium comprising magnetic field in 

the direction of light propagation, the plane of polarization of light rotates. The angle of 

rotation F is proportional to the magnetic field H and to the length of magneto-optical 

material d, and is given by 

F VdH=  (4) 

where V is the Verdet constant. The operating principle is shown in Figure 2.3. 

A change in direction of the magnetic field intensity changes the sign of rotation of 

polarization. Therefore, if the light goes back and forth through the same material the 

angle of polarization becomes twice. Equation (4) is valid for diamagnets and paramagnets 

but does not apply to magnetically ordered materials, such as Ferromagnets. In the case of 

ferromagnets there is a functional relationship between Faraday rotation and 

magnetization (not magnetic field intensity). The sign of F depends on the sign of 

magnetization [16]-[17].  

The instruments used for current measurement which are based on this magneto-

optical theory are called Magneto-optical current transformers (MOCT). MOCT can be 

either based on diamagnets or transparent ferromagnets. For diamagnets the equation that 

can be applied to measure current is given by 
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F V Hdl NVI= =∫�
 

(5) 

where I is the current being measured.   

MOCTs find some applications in the utility industry. As it uses light beam 

propagating in air or through fiber optic cables, the insulation requirements are relatively 

simpler when compared to CTs in high voltage systems. Moreover, MOCTs have an 

improved bandwidth, a dynamic measurement range, and have shielding from 

electromagnetic interference. The same MOCT can be used to measure currents over a 

range of 5 A to 4000 A with high accuracy. An example of commercially available MOCT 

is shown in Figure 2.3 [18]. However, this technology is quite expensive and rather 

complex. 

 
 

(a) (b) 

Figure 2.3: (a) Operating principle of an MOCT, (b) ABB MOCT (measures upto 

4000 A) [18] 

2.2.2 Hall-effect Sensor 

Hall-effect sensors named after its inventor E. H. Hall are based on the principle of 

charge separation caused by Lorenz forces on charges travelling with velocity v in a 

traverse magnetic flux density B. The force experienced by the charges is represented as 

( )F qE q v B= + ×
 (6) 
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In an N-type extrinsic semiconductor material strip, if the Electric field Ee is applied 

along the length of the material the electrons move along the strip with a drift velocity. 

The magnetic-field forces the electrons to shift to the edges and give rise to space charges. 

These
 
space charges then

 
produce an electric field EH which acts on the electrons. In the 

steady state, the force due to magnetic field and electric field balance, and the following 

relationship is obtained 

( )H n eE E Bµ ×�
 (7) 

where EH is called the Hall electric field. Equation (7) can also be represented in terms of 

current density as  

( )H HE R J B= ×
 (8) 

where RH=rH/qn, rH is the Hall scattering factor. Voltage induced across the two edges of 

the semiconductor strip is then given by  

H H

IB
V R

t
=

 
(9) 

where t is the thickness of the strip. The operating principle of Hall-effect sensors is shown 

in Figure 2.4(a). 

Equation (9) shows that voltage VH is linearly related to B across the strip. Hall-

effect sensors can be placed in the air gap of a magnetic core which concentrates the flux 

linking with a current carrying asset. The biggest drawback of Hall-effect sensor is the 

offset voltage even when the magnetic field is zero. A typical offset drift of a 50 A sensor is 

600 µA [19]. Another problem with these sensors is that even if the Hall element is 

sandwiched between a ferromagnetic core, the Hall sensors tends to interact with the 

magnetic field leakage from close currents. Some solutions to improving sensitivity, 

accuracy and bandwidth of these sensors exist in literature and are also available in the 

commercial domain [20]. 

Furthermore, these sensors need a DC supply for sensing current, as the 

fundamental principle requires an electric field to be applied across the hall element. Hall-

effect sensors are widely used in power electronics converters and motor drive applications 
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where high sensitivities and bandwidths are required along with the capability to measure 

AC and DC currents. Examples of commercially available Hall-effect sensors are shown in 

Figure 2.4(b). However, Hall-effect sensors do not find widespread applications in utility 

domain.   

 

 

  

a)  b)  

Figure 2.4: a) Operating principle of Hall-effect sensors, b) Commercial Hall-effect 

sensors by LEM (measures up to 3000 A (LEM LF) and 15 kA (LEM LT)) [21] 

2.2.3 Magneto Resistive Sensors  

Anisotropic magnetoresistance (AMR), giant magnetoresistance (GMR) and collosal 

magnetoresistance (CMR) sensors work on the principle of change in resistance of current 

carrying magnetic material when a magnetic field is applied. The resistance increases with 

an increase in parallel magnetic field to the current flow while reduces with increase in 

traverse magnetic field.  

AMRs are arranged in bridge configuration for effective current measurement.  

Typical application is galvanically isolated current sensing in PWM regulated brushless 

motor. These sensors are manufactured by F.W. Bell and Sensitech with ranges from 5 to 

50 A [19]. 

On the other hand, GMR sensors have a very high sensitivity, and can be directly 

formed on integrated circuits. GMR has been used for current sensing in motors [22], [23]. 

2.2.4 Drawbacks of Existing Current Sensing Techniques 

Apart from the standard current sensing solutions listed above there are other 

current sensing technologies, such as Superconductive Quantum Interference Devices 
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(SQUID), etc. These techniques have found uses in measurement of magnetic fields in 

other applications like space research. However, they are not used in utility, motor drive, 

power electronics or power system applications due to high costs and difficulty of practical 

implementation. 

The current monitoring techniques reviewed above have major disadvantages which 

are listed below: 

• All techniques are expensive and aim at measuring current in specific utility assets  

• Some of the more prevalent techniques, such as CTs, are quite large and bulky 

• CTs require redesigning for different applications. An accurate and highly sensitive 

CT cannot measure large currents; while, a CT which measures large currents is 

not very accurate  

• Except for rogowski coil, there is no other technique which has the flexibility of 

being used on a variety of assets. Most of the techniques, especially the most 

widely used CTs, are limited by the geometry of the asset 

• Even rogowski coils have strict design constraints as they have higher errors  

• Techniques, such as hall-effect sensors and magneto resistive sensors are usually 

not used in utility applications which require monitoring high currents. Moreover, 

they have the problem of offsets and other design challenges  

• MOCTs are rather complex and quite expensive.  

• Some techniques, such as SQUIDs are quite complex and have not found interest in 

the utility arena due to complexity and cost of installation 

Furthermore, if at all used, these techniques are installed on only a few critical 

utility assets as most of these methods are quite expensive. Moreover, presently these 

techniques use power line communication or some form of wired network for data 

transmission. Wired communication adds to the complexity of the already obscure problem 

and increases overall cost and maintenance, if it were to be deployed on a grid wide scale. 

It was highlighted earlier that information on utility assets is essential to improve 

reliability. However, the present state of technology suggests that it is close to impossible 

to deploy existing monitoring solutions on a grid wide scale comprising a variety of utility 

assets.  
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2.2.5 Current Sensor by Promethean Devices LLC 

Recently, an interesting approach to sensing current in overhead three-phase 

conductors was developed by Promethean Devices LLC. It is worth including this 

approach in the literature review as the approach is quite unconventional and uses an 

intelligent technique of sensing current. The current sensor developed by Promethean 

Devices LLC is called the RT-TLM (included in Table 2.1). This technique can be used for 

computation of current in a three phase conductor system having a geometry shown in 

Figure 2.5  [24]. 

 

 

 

(a) (b) 

Figure 2.5: (a) A new concept of current measurement in three phase transmission 

lines using two search coils, (b) geometry of the current measurement scheme 

Figure 2.5(b) shows a pair of search coil Cx and Cy kept right below the middle 

conductor (phase b). Using this figure, the magnetic fields produced by phases a, b and c, 

that links with the two coils are given by  
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The total magnetic field linking with Cx is given by 

0 120 240x ax bx cxH H H H= ∠ + ∠ + ∠  (16) 

Replacing Hax, Hbx and Hcx from (10) - (12) the magnitude of Hx is given by 
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Diving (17) and (18) gives 
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Equation (19) can be used to compute the value of h given that d is known. Further, 

the voltage induced on the coil is directly proportional to the magnetic fields linking with 

the coil. Using the values of voltage induced the height of the conductor from the ground 

can be determined. Finally, from (18) the RMS value of I can be found as 
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π

+
=  (20) 

Equation (20) above gives a closed form solution for current. However, this current 

is for a particular geometry and is not applicable for a different geometry. Moreover, its 

calculation requires the knowledge of d (distance between the two conductors). Also, it 

was assumed in the above calculations that h and d is fairly constant and is the same for 

all conductors, which may not be the case. If the geometry of the three phase conductors is 
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changed, the positioning of the sensors has to be changed to compute a meaningful 

solution.  

Therefore, the above approach alone cannot give enough information to compute the 

value of the conductor currents. The patent makes use of three different pairs of coils 

giving information on the current flowing in the overhead conductors. Moreover, the 

concept makes use of an iterative approach for computation of current phases and 

magnitudes. In the most general sense the voltage induced on the coils can be represented 

as 
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The technique used by Promethean devices gives some additional insight on 

potential techniques of designing intelligent sensing algorithms. However, this technique 

can only be used with overhead conductors. In fact, in the presence of far fields due to 

other distant assets, the technique would fail. Furthermore, it requires computationally 

intensive algorithm for determining the current values; therefore, the sensor requires more 

power for operation.  

2.2.6 Newer Current Sensing Techniques 

Another interesting technique uses a circular array of magnetic sensors around a DC 

busbar [25]-[26]. This technique requires solving four variables in a set of non-linear 

equations, which can be implemented on a DSP. However, due to the computational 

intensive nature of the algorithm, it cannot be implemented on a low-power sensor. The 

paper deals with a method to reduce cross-talk from far-fields; however, the issue of 
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makes the sensor unwieldy. 
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calibration is not discussed as the paper assumes a circular geometry and approximates the 

circuital law. Therefore, the sensor itself needs to wrap around the busbar, which 

makes the sensor unwieldy. Finally, the algorithm has been shown to operate with DC 

REVIEW OF METHODS FOR VOLTAGE SENSING

Voltage is another important parameter for utilities and if low-cost

functionality is added to the smart sensor, it would be a highly beneficial feature having 

In the past, voltage measurement of high voltage assets up to 765 kV has been 

accomplished with the use of potential transformers (PT) and capacitively coupled voltage 

. A CCVT comprises a capacitor divider circuit, and the voltage 

induced on both the capacitors is proportional to the asset voltage, as shown in 

Thus, the asset voltage can be determined by measuring the voltage across one of the 

capacitors. However, as this technique requires two physically connected capacitors across 

a high voltage asset and ground, it has stringent insulation requirements. This 

increases the design challenges, size and cost of these sensors. In the present form, it is not 

feasible to use this technology for voltage sensing in low-cost sensors.  

 
 

(b) 

: a) Conventional capacitive divider voltage sensing operating principle, b) 

[10] and Trench [13] 

To reduce the insulation requirements of the voltage sensor, the sensor can be 

floated at the same potential as the asset, as shown in Figure 2.7. In this case

calibration is not discussed as the paper assumes a circular geometry and approximates the 

circuital law. Therefore, the sensor itself needs to wrap around the busbar, which 
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induced on both the capacitors is proportional to the asset voltage, as shown in Figure 2.6. 
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To reduce the insulation requirements of the voltage sensor, the sensor can be 

. In this case, the air 
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between the sensing plate S1 and ground acts as a dielectric medium between capacitance 

to ground. The capacitor C1 is then used to measure the voltage of the conductor. A low 

impedance integrating amplifier between the sensing plate and the conductor can be added 

which brings the sensing plate to the asset potential and effectively eliminates C1 from the 

circuit. The displacement current in capacitor C2 flows through CF of the op-amp and 

results in a voltage output across the op-amp which is directly proportional to the asset 

voltage. A major drawback that ensues with this approach pertains to deposition of water 

drops or snow on the sensing plate, changing the displacement current flowing through the 

op-amp. To minimize the errors due to this effect, the width and length of the sensing 

plate has to be very large as compared to the gap between the two sensing plates; this 

solution has been implemented in [27]-[28]. However, this approach is not immune to the 

effect of tree branches in the vicinity of the asset or the presence of multiple assets in the 

vicinity. Moreover, the physical geometry requirements to reduce spurious external effects 

are demanding and tend to increase the overall size of the sensor.  

 

  

Figure 2.7: Voltage sensor floating at the same potential as the conductor 

Recently, to tackle the effects of vegetation, distance to ground, nearby assets, a 

novel method of using a circular array of capacitor plates was introduced [29], as shown in 

Figure 2.8. The main idea of this method is the use of multiple capacitors (six capacitor 

plates) for eliminating the effects due to external conditions in voltage measurements. The 
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displacement current flowing through each of the capacitor plates has information 

embedded in it related to external conditions, such as geometry of nearby conductors and 

vegetation. An algorithm analogous to rotating reference frames in electrical machines has 

been devised for extracting the information of the nearby asset geometry from the six 

displacement currents. The approach presented in this research has been validated in 

simulations. However, it has not been demonstrated experimentally. This approach suffers 

from a major drawback in that it requires six capacitor plates distributed in space 

encircling the conductor which increases the size of the sensor. Moreover, this approach 

can only be used with conductors and does not have the flexibility of being used in 

conjunction with other assets. Furthermore, the algorithm is fairly involved and requires 

increased computation power to solve for the voltage, phase angle, and conductor 

clearance. The increased computation demands more power for operating the sensor, and is 

a cause for concern in a self-powered low-cost sensing application. In addition, the 

algorithm is based on the premise that the conductor is a part of a three phase system and 

cannot operate in a single phase electrical system.  

 

Figure 2.8: Voltage sensor using circular array of capacitor plates surrounding the 

conductor 
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All in all, different techniques exist in the market and in research for sensing voltage 

in high voltage utility assets. However, none of the techniques provide a flexible low-cost 

solution for voltage sensing.  

2.4 REVIEW OF WIRELESS UTILITY SENSORS 

The transformation of the power grid from a less informed or a dumb system to a 

smart and more intelligent system is imperative. Cognizant of the present scenario, there 

have been some improvements in the sensing technology for utility assets. Research in the 

area of asset monitoring has led to the development of some solutions in the commercial 

domain, which use wireless communication for data transmission. Wireless communication 

has some conspicuous advantages as compared to wired networks as it doesn’t require 

additional space, it is less expensive to deploy, additional wireless equipment can 

automatically connect into an existing wireless network, it is mobile, portable, and less 

susceptible to ground potential [30]. Some of the newer technologies which utilize wireless 

communication and are available in the market and in research are presented in Table 2.1. 
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Table 2.1: Market Research of Wireless Current Sensor Units 

Product 

(Company) 
Description Picture 

Power Line 

Sensor 

(Protura) [31] 

• Measures conductor temperature, ambient temperature and distance to 

ground. 

•  Sends the information using General packet radio service (GPRS) 

• Powered by a current transformer which scavenges power from the 

magnetic field around the transmission line. Further, an auxiliary supply 

of 12V is also available onboard.The harvesting circuit powers the sensor 

when the current in the line is more than 55 A. Below this current the 

auxiliary supply powers the device. 

• The auxiliary supply comprises a rechargeable battery system. Charging 

of the battery begins when the current in the line is above 90 A and the 

total charge time is 6 hours. 

• The power line sensor measures 37 cm in diameter, 120 cm long and 

weighs 34 Kg. 

 

 

Power Donut 

(USi) [32] 

• Measures current, voltage, and conductor temperatures. The data is saved 

on-board and transmitted on demand using Global system for mobile 

communication (GSM) wireless cell phone technology. 

• Powered by magnetic flux coupling from the conductor and operates at 

voltages up to 500 kV.  It is powered from a minimum start up current of 

50 amperes and functions on battery for 12 hours when line current is less 

than 50 amps. Charging begins when the line current is above 120 

amperes and has a total charge time of 6 hours. 

• Dimensions: 32 cm in diameter, 14 cm in thickness and weighs 10 kg. 
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Table 2.1 continued 

Product 

(Company) 
Description Picture 

GridSync 

(ABB) [33] 

• Measures current and voltage.  

• Designed to be used with a wide range of communication applications.  

• Requires an external power supply. 

• Dimensions: t measures 56cm x 38 cm x 17.8 cm and weighs 41 Kg. 

 

VaultSense 

Wireless 

Current 

Sensor 

(Eaton) [34] 

• This wireless current sensor clamps around secondary cables in 

underground vaults and reports current measurements every thirty 

seconds.  

• Powered inductively through current that runs through the power cable 

on to which the sensor clamps. 

• Current measurement range: 40A – 1000A. 

• Voltage rating range: 600V (AC). 

• Unit dimensions: 57 mm x 98 mm. 

• Temperature operation range: -40°C to +70°C. 

• ZigBee® wireless communication (IEEE 802.15.4, 915 MHz or 2.4GHz). 

  

WSO 

Wireless 

Sensor for 

Overhead 

Lines (SEL) 

[35] 

• Monitors load current, temperature, fault threshold, and outage history. 

• Reports to SCADA via radio communications network. 

• Fault-Sensing Range: 50 to 1200 A. 

• System Voltage Range (L-L): 4.16 to 34.5 kV. 

• Powered by batteries. 

• Approximate Weight: 570 g.   
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Table 2.1 continued 

Product 

(Company) 
Description Picture 

LightHouse 

MV Sensor 

(Tollgrade) 

[36] 

• Measures current, before, during, and after significant events. 

• Inductively powered and has the ability to store energy which maintains 

communications in the event of an outage.  

• Operating voltage: 4 – 35 kV. 

• Conductor diameter range: 4.1 mm – 26 mm. 

• Case Dimensions (HxWxD): 152 mm x 305 mm x 127 mm. 

• Antenna Cover Height: 210 mm. 

• Weight: 2.5 kg. 

• Operating Temperature: -40 C to 50 C. 

• Energy Storage: Maintenance free ultracapacitors. 

• Operating current range Operating : 12 to 600 A. 

 
 

Real-Time 

Transmission 

Line Monitor 

RT-TLM 

(Promethean 

Devices LLC) 

[37] 

• Measures 3-Phase currents, conductor clearance, and maximum conductor 

temperature. Uses wireless, encrypted data communication and secure 

data storage. 

• Uses solar-battery power supply.  

 
 

Power Line 

Sensor using 

Backscatter 

(EPRI, SwRI, 

TVA) [38] 

• Measures the present temperature, the present line current, the peak 

temperature and the line current measured at the time of the peak 

temperature. 

• Uses the radio backscatter technology.  

• Powered through line current for currents greater than 80 A. However, it 

requires backup batteries. 
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Table 2.1 continued 

Product 

(Company) 
Description Picture 

UNC 

Charlotte, 

TVA and 

EPRI [39] 

• Transformers: Transformer surface temperatures are continuously 

monitored in order to detect anomalous conditions. 

• Circuit breakers: Oil-filled circuit breaker surface temperatures are 

continuously monitored, and relative tank temperature differences are 

used to indicate fault conditions. 

• Transformer bushings: A bushing monitoring node that captures 

representative data for measuring phase differences and transmits over 

the wireless network has been developed. 

• Ambient temperature sensing. 

• Uses MICAz motes that are battery operated except for a few sensor 

nodes which are equipped with solar energy harvesting. 

• Reporting frequency of once every 15 minutes. 

  

Line IQ 

previously 

called Line 

Tracker (Grid 

Sense) 

[40] 

• Measures load profile, line status, voltage, fault waveforms, ambient and 

conductor temperature, time stamped event recording. 

• Multiple wireless communication options 

• Line voltage < 138 kVp-p 

• Can clamp onto conductors upto 32 mm 

• Solar powered with battery back up 

• Housing material: UV stabilized Polycarbonate and/or aluminum diecast  

• Weight = 2.2 kg 

• Dimensions: 35 x 13 x 13 cm 
 

Line Sentry, 

Load Sentry 

and PQ 

Sentry (Grid 

Sentry, LLC) 

 

• Power from magnetic field around conductor and uses super capacitors for 

backup. 

• Line and load sentry measures current, line temperature. 

• PQ sentry line current and temperature, and estimates voltage from fields 

• PQ sentry computes power factor, harmonics (upto 32nd), and power 
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Table 2.1 continued 

Product 

(Company) 
Description Picture 

[41] 

• Wireless data transfer through DNP 3.0 and iDEN cellular 

• Weighs less than 4 pounds 

• Current range = 10 – 1000 A 

• Temp. range = -55 C to 125 C 

• Voltage range = 1 kV to 36 kV 

• Clamps on to cable sizes up to 1.14 inches 

• Dimension: 30.5 cm x 13.9 cm 

• Weight = 1.45 kg 

 

 

Outage 

Advisor 

(Cooper 

Power 

Systems) 

[42] 

• Measures current up to 1000A (saturates above this) 

• Contains Lithium batteries having a life of 10-12 years accompanying 

inductive power 

• Dimensions: 14.5 cm x 9.3 cm 

• Similar product suite is VAR-Advisor which reports blown fuses on 

fixed/distributed capacitor bank 

 

AMP Master 

Monitor 2 

(Sentient 

Energy) 

[43] 

• Measures current, temperature and waveform capture 

• Battery backup  

• No information on size, weight, technical specification available 

 



34 

Wireless communication enabled sensors presented in Table 2.1 are based on the 

conventional methods of current and voltage monitoring presented in Section 2.2. 

Therefore, they face the same challenges that are faced by the fundamental approaches. 

Most of them are bulky, large and expensive. In fact, most of the commercially available 

wireless current sensors are developed to monitor only conductors or cables. They cannot 

be used in other applications, such as monitoring transformers, bus-bars or a slew of other 

utility assets.  

All in all, it is clear that there is a strong need for the development of low-cost 

utility asset monitoring wireless sensors which can be massively deployed on the grid.  

2.5 ENERGY HARVESTING FOR WIRELESS SENSORS 

A feature observed in the review from Table 2.1 is that most of the wireless 

communication enabled sensors utilize power hungry communication protocols. These 

protocols require high power for transmission and reception of signals, and also need 

relatively higher powers during quiescent conditions. Some of these sensors require 

batteries for operation; while, some other utilize magnetic field present around the asset 

for harvesting power, but still use batteries for backup power. Consider a typical scenario 

where the active mode power requirement of the sensor is 25 mA and the sleep mode 

requirement is 100 µA [44]. The sensor stays in the active mode for 1 sec and operates 

after every 10 min. If the sensor is sourced with a 3.7 V, 600 mAh battery, it can be shown 

that the battery will not last for more than 180 days (nearly half a year). The batteries 

would require replacement after every few months and will discourage utilities from 

implementing sensing technologies on their assets. Therefore, relying solely, or even, partly 

on batteries for powering these sensors is not a feasible solution for implementing sensors 

on multiple assets in a substation and in general on the utility grid. 

The simple analysis performed above shows that the sensing technology can be made 

feasible for monitoring the power grid assets only if the sensors were to derive power 

autonomously from the environment. A slew of energy sources are available near the 
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utility assets. All the sources provide different power densities and are associated with 

different challenges. It is essential to understand the challenges associated with each 

technique and investigate the optimal source for powering utility sensors.  

This section presents a review of the different energy harvesting technologies that 

exist in the literature. In the review, an effort has been made to highlight the power 

density of all these techniques along with their benefits and limitations applied to utility 

assets.  

2.5.1 Mechanical Energy Harvesting 

Mechanical vibrations can be converted to electrical energy using a number of 

techniques. In the literature, these have been broadly divided into three groups:  

• Piezoelectric Technique - uses the piezoelectric property of a material to generate 

electric potential under mechanical stress. This method is shown in Figure 2.9. 

• Inductive spring mass system (also called a microgenerator) - uses Faraday’s law of 

electromagnetic induction by placing a magnet attached to a spring inside a coil. 

Vibration of the magnet causes an induced voltage in the coil. This method is 

shown in Figure 2.9. 

• Electrostatic method - relies on changing the capacitance of a vibration dependent 

variable capacitor. 

In general, the governing equation for energy from mechanical vibration is given by  

21

2
E Kx=

 
(25) 

where E is the energy stored harvested, x is the displacement of the harvester, F is the 

external force applied, and K is the stiffness-constant. 

Designing a generalized energy harvesting system that operates for an arbitrary 

vibrating source becomes challenging as the efficiency with which the energy is harvested 

depends on the resonant frequency of vibration, which may not be the same for the 

different sources. Some techniques developed to tackle these issues are found in the 

literature [45] - [51]. Many energy harvesters based on these fundamental principles have 

also found market applications, as shown in Figure 2.10 [52] - [58]. 



(a) 

Figure 2.9: (a) Basic principle of operation of a piezoelectric energy harvester

basic principle of operation of a microgenerator

 

 

(a)  

Figure 2.10: (a) Piezoelectric harvester by AdaptivEnergy 

Perpetuum [57], and (c) electrostatic energy harvesting shoe

Institute (SRI) [59]  

2.5.2 Thermal Energy Harvesting

Systems, environments, or objects at different temperatures offer the opport

harvesting energy through heat transfer. The devices used to scavenge the energy due to 

temperature difference are called thermo

energy harvesting. A thermo

two dissimilar metals joined at two junctions maintained at different temperatures produce 

an electrical voltage across the junction. The resultant voltage is proportional to the 

difference in temperature between the hot and the cold junct

Carnot cycle imposes 

energy can be harvested from a temperature gradient. Carnot efficiencies are limited for 
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 (b)  

Basic principle of operation of a piezoelectric energy harvester

of operation of a microgenerator 

  

(b)  (c) 

(a) Piezoelectric harvester by AdaptivEnergy [55], (b) microgenerator by 

, and (c) electrostatic energy harvesting shoe by Scientific Research 

Thermal Energy Harvesting 

Systems, environments, or objects at different temperatures offer the opport

harvesting energy through heat transfer. The devices used to scavenge the energy due to 

temperature difference are called thermo-generators and this concept is called thermal 

energy harvesting. A thermo-generator is based on the Seebeck effect, w

two dissimilar metals joined at two junctions maintained at different temperatures produce 

an electrical voltage across the junction. The resultant voltage is proportional to the 

difference in temperature between the hot and the cold junction.  

Carnot cycle imposes a fundamental limit to the maximum efficiency at which 

energy can be harvested from a temperature gradient. Carnot efficiencies are limited for 

 

 

Basic principle of operation of a piezoelectric energy harvester, (b) 

 

c)  

, (b) microgenerator by 

by Scientific Research 

Systems, environments, or objects at different temperatures offer the opportunity for 

harvesting energy through heat transfer. The devices used to scavenge the energy due to 

generators and this concept is called thermal 

generator is based on the Seebeck effect, which states that 

two dissimilar metals joined at two junctions maintained at different temperatures produce 

an electrical voltage across the junction. The resultant voltage is proportional to the 

a fundamental limit to the maximum efficiency at which 

energy can be harvested from a temperature gradient. Carnot efficiencies are limited for 
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small ∆T. For example, going from body temperature (37o C) to a cool room (20o C) yields 

only 5.5% efficiency [59]. 

In order to increase the effective power output from a thermo-generator, good design 

practices have to be undertaken. Most of these design practices pertain to improving the 

quality of the thermoelectric material, or selecting an optimal shape and geometry. These 

design practices are discussed in literature [60] - [67]. The principle of thermal energy 

harvesting has also found niche applications in the commercial domain, as shown in Figure 

2.11 [68] - [71]. 

  

(a)  (b)  

Figure 2.11: (a) Harvests 30 µW at ∆∆∆∆T=5 oC by Thermolife energy corporation [68], 

(b) Harvests 470 mW/cm3 at ∆∆∆∆T=100 oC by Tellurex [71]. 

2.5.3 Solar Energy Harvesting 

Solar energy harvesting has been prevalent for a long time and is a mature 

technology. Solar energy can be harnessed with the help of a photovoltaic (PV) system 

that converts sunlight into electricity. Solar panels are characterized by two parameters, 

the open circuit voltage (Voc) and the short circuit current (Isc). A solar panel behaves as a 

voltage limited current source. As the amount of incident solar radiation decreases 

(increases), the value of Isc also decreases (increases). However, Voc remains almost 

constant. Due to its current source-like behavior, it is difficult to power the load system 

directly from the solar panel. Hence, an energy storage element, such as a rechargeable 

battery or an ultracapacitor, is used to store the energy harvested by the panel and 

provide a stable voltage to the system [72]. 

A perennial supply of sunlight is necessary for harvesting solar energy which may 

not be feasible all the time. Moreover, solar cells suffer from the major disadvantage of 
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very low efficiency of energy conversion (8-16%). Nevertheless, PV modules are quite 

popular and myriad products are available in research and in the market, as shown in 

Figure 2.12 [73] - [78]. 

 
 

(a)  (b)  

Figure 2.12: (a) Solar charger by ICP Solar harvests 2 mW/cm3  [77], (b) solar charger 

by Solio harvests 3.7 mW/cm3  [78]. 

2.5.4 Electromagnetic (EM) Wave Energy Harvesting 

With the proliferation of wireless technologies, such as Wireless fidelity (WiFi), 

Bluetooth, radio frequency (RF), etc., EM waves have become potential candidates for 

energy scavenging. The concept of EM wave based energy harvesting is shown in Figure 

2.13. The power density of electromagnetic waves is equal to  

2

o

E
W

Z
=  (26) 

where Z0 is the radiation resistance of free space (377 Ω) and E is the local electric field 

strength in volts/meter. Thus, an electric field of 1 V/m yields 0.26 µW/cm2. However, 

electric fields on this order are rare except when close to a powerful transmitter; therefore, 

harvesting energy from EM waves has been a difficult problem until now [59]. 

A solution to this problem can be the deliberate transmission of RF energy solely for 

the purpose of powering devices. This practice is commonplace in Radio frequency 

identification system (RFID) which derives energy inductively, capacitively or radiatively 

from the tag reader.  

There are two different principles on which RFID tags are powered, active and 

passive [79]. Active RFID tags are powered by batteries. Passive RFIDs derive power 
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autonomously using the RF signals from the base station. The passive concept is used in 

the P2100 and P1100 power harvester receiver modules manufactured by Power Cast [80]. 

 

 

(a)  (b)  

Figure 2.13: a) Operating principle of electromagnetic energy harvesting, b) electro-

magnetic energy harvester by Powercast [80]. 

2.5.5 Magnetic Field Energy Harvesting  

The magnetic field near utility assets produced by the AC current flowing through 

these assets can be used to power sensors installed in the vicinity. The principle of 

Faraday’s law of electromagnetic induction can be used to convert the magnetic field 

energy to electric energy. If an air-cored coil is considered to envelop a utility asset 

carrying i amperes of RMS current such that i is given by, 

( )cosi I tω=  (27) 

The voltage induced across the coil terminals is given by, 

0 sin( )
An

v I t
l

µ
ω=

 
(28) 

The power harvested by the air-core coil when a load RL is applied across the terminals of 

the winding is given by, 

2 2 2 2
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R l

µ
=

 
(29) 

where I is the amplitude of the current, l is mean length of magnetic field lines, µo is the 

permeability of free space, A is the area of cross section of the coil, and n are the number 

of turns. 
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2.5.6 Electric Field Energy Harvesting 

According to Maxwell’s equation, a time varying electric field produces a 

displacement current given by 

E
d

d
I

dt

φ
ε=

 
(30) 

where Id is the displacement current, ε is the electric permittivity, and φE is the electric 

flux. 

This displacement current can be used to charge a pair of capacitor plates to store 

the electric field energy in the capacitor. The stored energy is given by  

21

2
E CV=

 
(31) 

where E is the energy stored in the capacitor, C is the capacitance of the plates, and V is 

the voltage across the plates. The concept of electric field energy harvesting was proposed 

in this research and theoretical results have been presented in later sections. Recently, an 

experimental validation of this concept was implemented [81]. The idea presented in the 

paper is similar to the one proposed in this research and is contemporary with this 

research. The paper suggests that a maximum energy on the order of 148 µJ/m3 can be 

harvested in a 400 kV substation comprising maximum electric field strength of 5.8 kV/m, 

nearly 10 m above the ground plane [82]. There is minimal research in the area of electric 

field energy harvesting and presently no products that utilize this technique exist in the 

market. Analysis and feasibility of implementing this technique has been presented in 

Section 3.2.   

 

Figure 2.14: Electric field energy harvesting experimental setup [83] 
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A summary of the power density and performance of all the discussed energy 

harvesting techniques is presented in Table 2.2. 

Table 2.2: Typical Power Densities from Different Energy Harvesting Sources 

Source Power Density / Performance 

Vibration Piezoelectric generator: 375 µW/cm3 at 120 Hz [84] 

Microgenerator: 800 µW/cm3 at 110 Hz and 200 µm amplitude  [85] 

Electrostatic: 800 mW at 3 mm compression and 2 steps per sec [59] 

Thermal 470 mW/cm3 at ∆T=100 oC [69] 

Solar 1 mW/cm2 in sunlight and 1 µW/cm2 in bright indoor light  [86] 

Electromagnetic waves 200 mW @ 902-928 MHz with 0-20 RF dBm input power [80] 

Magnetic field CT : 1-3 W/g at 200A primary current [29] 

Electric field 8.8 mW/m3 in a 400 kV substation [83] 

 

2.6 POWER CIRCUITS FOR ENERGY HARVESTING 

APPLICATIONS 

Most of the energy harvesting technologies that were identified in Section 2.5 

produce low open circuit voltages. Some examples of open circuit voltages generated by the 

various energy harvesting technologies are given in Table 2.3. 

Table 2.3: Typical Open Circuit Voltage for Various Energy Harvesting Sources 

Energy Harvesting 

Source 

Typical open circuit 

voltage  

Operating conditions/comments 

Thermopile 330 mV DC [87] Produced 38 µW/mm2 power 

Single solar cell 500 - 700 mV DC [88] Si solar cells 

Microgenerator 400 mV RMS [89] 108 Hz vibrations 

Rogowski coil 19 mV RMS (based on 

(29)) 

number of turns is 1000, area of cross section of 

coil is \ cm2 (radius of coil is 1 cm), mean length 

of magnetic field lines is 4\ cm (diameter of 

conductor is 3 cm), and RMS current in the 

conductor is 50 A at 60 Hz 

 

Table 2.3 shows that the voltages obtained by the energy harvesters are not enough 

for operating sensor electronics which usually have operating range of 2 – 3.3 V DC. 

Therefore, depending on the application it becomes essential to have either a DC/DC or 

AC/DC/DC boost converter that can boost the voltage to the levels required by the 

sensor electronics. This section presents a review of the power electronics techniques that 
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have been used in the past for obtaining pertinent voltage boost functionality in different 

energy harvesting applications. 

 

2.6.1 DC/DC Boost Converters 

In case of an energy harvesting source that provides DC voltage (thermopiles, solar 

cell, etc.), a DC/DC boost converter is required. This functionality can be either provided 

with a conventional charge pump or an inductive boost converter. Charge pumps can also 

be used for AC/DC boost conversion.  

A conventional inductive boost converter is shown in Figure 2.15(a). The voltage 

output of an ideal inductive boost converter is given by  

1
s

o

V
V

D
=

−  
(32) 

where Vs is the supply voltage and D is the duty cycle. 

(a)  (b)  

Figure 2.15: (a) Conventional DC/DC boost converter, (b) Synchronous DC/DC boost 

converter 

However, with the introduction of parasitic elements the boost functionality of these 

converters becomes limited. Moreover, at lower input voltages these converters have a very 

low efficiency due to forward drops of diodes. Synchronous boost converters have been 

proposed in the past for low voltage applications, shown in Figure 2.15(b) [90]. However, 

to reach higher voltage levels they require close to ideal devices, low forward drop diodes, 

ideal gating signals and start-up circuits.  

Another approach of boosting voltages is through the use of charge pumps. 

Historically, the Cockroft Walton charge pumps have been widely used for achieving high 
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DC voltage from an AC input, shown in Figure 2.16. The output voltage of a conventional 

Cockroft Walton charge pump is given by (33) and (34) [91]. 

  

(a)  (b)  

Figure 2.16: Cockroft-Walton charge pump topologies, (a) Even multiplier, (b) Odd 

multiplies 
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In (33) and (34), Vi is the peak of AC voltage oscillating with frequency f, Io is the 

load current, and the number of capacitors is n-1. The above circuit equations assume that 

Cp (parasitic capacitance) is negligible as compared to the main charge pumping 

capacitors. It can be observed from (33) and (34) that a higher voltage multiplication can 

be obtained by increasing the number of capacitors in the charge pump. Further, the 

voltage multiplication is not exactly n times the input voltage as the second term reduces 

the effective output term. Therefore, with an increase in load current, or frequency of 

oscillation of the source, effectively reduce the voltage multiplication. Moreover, the above 

analysis also does not include the forward drops of diodes which also reduce the effective 

output voltage. 

 In addition, in the Cockroft Walton charge pump, effective multiplication of voltage 

occurs only when the coupling capacitors are very large as compared to the parasitic 

capacitances Cp. If this constraint is not satisfied, the voltage boost is limited to twice the 

input voltage irrespective of the number of stages of the charge pump [92]. 
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A newer charge pump topology has been proposed in the past called the Dickson 

charge pump and is shown in Figure 2.17 [92]. 

 

Figure 2.17: Dickson charge pump topology 

 The output voltage of this charge pump topology is given by 

( )( )1 o
o in T

nI
V N V V

Cf
= + − −  (35) 

where VT is the threshold voltages of MOS transistors. If this technology is used in 

integrated circuits the diodes are realized using MOS transistors. However, due to the 

body effect the threshold voltage (VT) of the MOS transistors increase with an increase in 

the number of stages. Increase in VT leads to decrease in Vo; consequently, a decrease in 

voltage step of each stage causes a reduction in the overall efficiency of the converter. 

Numerous topologies for effective charge pumps have been proposed in the past [93] - [98]. 

However, the charge pump approach by itself does not seem to be the optimal solution to 

low voltage energy harvesting applications as multiple stages lead to increase in 

complexity, low efficiency, and increase in the total diode drop. All these challenges pose 

major limitations when implementing the technique of charge pumps in energy harvesting 

applications where the amount of energy is limited and needs to be used judiciously. 

 A recent research presented in [99] developed a hybrid configuration of a boost 

converter that uses an inductive boost converter followed by a two stage charge pump. 

The authors claim that the converter can boost voltages from 0.2V to 1.2 V for a 

thermopile application. A block diagram of this approach is given in Figure 2.18. The 

boosted voltage is still not sufficiently high for operating electronics upto 3.3V DC. Some 
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other research efforts have tried to analyze and implement charge pumps in other energy 

harvesting applications also [100] - [101]. 

 

Figure 2.18: Hybrid charge pump-inductive step up converter architecture 

2.6.2 AC/DC Boost Converter 

As highlighted earlier that some energy harvesting sources produce AC voltages. 

Conventionally, simple AC/DC bridge rectifiers followed by a DC/DC boost converter 

have been used to realize boost functionality for AC/DC boost conversion, shown in 

Figure 2.19. 

 

Figure 2.19: Conventionally used AC/DC boost converter for energy harvesting 

applications 

However, this circuit is not an effective solution for energy harvesting application 

due to the following reasons –  

1) In most energy harvesting applications, the open circuit voltages induced at the 

energy harvester terminals are on the order of mVs which is even lower than the 

forward threshold voltage of diodes (0.3 – 0.7 V) in the diode bridge rectifier. This 

poses a big challenge for functioning of the converter under lower voltages. 
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2) The circuit requires two energy conversion stages, AC to DC and DC to DC. This 

leads to reduction in overall efficiency of the converter.  

3) The semiconductor device count of this circuit is also relatively large. As lowering 

the cost is one of the major drivers for designing utility sensors, this solution is 

clearly not optimal. Its cost can be reduced further by reducing the component 

count. 

The main idea is to reduce the number of energy conversion stages so that the 

efficiency of the circuit can be improved without compromising the voltage boost 

functionality.  

Consider a simple boost converter shown in Figure 2.15(a). This converter operates 

only for positive input voltages. If the number of power conversion stages is to be reduced, 

the circuit shown in Figure 2.15(a) will be required to operate even at negative input 

voltages. One simple solution to this problem is appending another boost converter in 

parallel with the existing boost converter as shown in Figure 2.20. The parallel boost 

converter provides boost functionality during the negative cycle of the source voltage Vs. 

The operation of this converter is briefly discussed in Table 2.4. This converter allows 

direct AC/DC boost conversion and reduction of the number of energy conversion stages 

to only one. However, it requires two separate inductors for operation. Moreover, it has an 

increased component count. Furthermore, the switches need to have isolated gate drive 

circuits for practical implementation. The gate drive problem can be solved by selecting S1 

to be an n-channel MOSFET and S2 as a p-channel MOSFET as opposed to two n-

channel MOSFETs. This converter was proposed in [102]. 

 

Figure 2.20: Direct AC/DC boost converters for energy harvesting applications 
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Table 2.4: Modes of Operation of Direct AC/DC Boost Converter of Figure 2.20 

Mode Switch Status Operation 

Mode 1: 0<t<\π 

S1 ON, S2 OFF Charging of L1 

S1 OFF, S2 OFF 
Energy stored in L1 is transferred to the 

load. 

Mode 2: \π<t<2π\ 

S1 OFF, S2 ON Charging of L2 

S1 OFF, S2 OFF 
Energy stored in L2 is transferred to the 

load. 

 

Table 2.4 shows that the converter requires the knowledge of voltage polarity of the 

supply for proper operation (as switches S1 and S2 are pulsed alternately in positive and 

negative half cycles respectively). Hence, the converter requires a relatively complex 

control. A complex control strategy results in the use of additional active circuit 

components and increases power consumption. As the circuit is required to operate at low 

power levels, it becomes difficult to justify the use of this converter in practical 

applications.  

Recently, based on the idea introduced in [102], direct AC/DC boost converters for 

micro-generators have been proposed [89], [103], [104], shown in Figure 2.21. These 

converters are contemporary to the research presented in this proposal. However, they face 

some additional problems. Almost all proposed topologies require batteries, multiple diodes 

and capacitor combination for start-up; therefore, they cannot be used for utility 

applications. 

  

Figure 2.21: Recently proposed AC/DC boost converters for low-voltage energy 

harvesting applications 
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2.7 CONCLUSIONS 

In conclusion, the state-of-the-art sensing technology focuses at single point (single 

asset) solutions. The conventional techniques, such as CT, MOCT, PT, CCVT, and 

EOVT, for current and voltage sensing are bulky, large, have strict insulation 

requirements and are expensive. In addition, these conventional methods utilize expensive 

wired communication techniques for data transmission which limits their massive 

deployment on the grid.  

A few sensing solutions that use some form of wireless communication are also large, 

bulky and expensive. The high costs limit their widespread deployment on the utility grid. 

Furthermore, most of these technologies are customized solutions for a particular asset and 

cannot be used on different kinds of asset. They have high installation and field calibration 

costs, and require regular maintenance as they are not completely self-powered. They need 

batteries for operation which limits their effective life.  

As discussed in Section 2.5 novel energy harvesting techniques can be potentially 

used to make these sensors maintenance free. However, due to circuit level constraints 

identified in this section it has been difficult to develop low-cost maintenance free and 

flexible sensing solutions for monitoring current, voltage and temperature in utility assets.  
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CHAPTER 3                                                 

ELECTRIC AND MAGNETIC FIELD ENERGY 

HARVESTING  

3.1 INTRODUCTION 

It was identified in Chapter 2 that if a typical sensor node were to derive its power 

from a battery, the battery would be depleted in less than a year. If these sensors were to 

be deployed on hundreds of thousands of assets on the grid, it would become close to 

impossible for the utilities to replace the batteries in all these sensors after every few 

months. A thorough literature review of all the state-of-the-art energy harvesting 

technologies for self-powering sensors in various applications, for instance, smart homes, 

substation sensing, habitat monitoring etc. was presented in Section 2.5. However, it was 

found that barring a few contemporary solutions, none of the technologies were focused at 

utility asset monitoring. As most of the sensors presented in the literature review require 

batteries for either powering, start-up or backup, it was considered worthwhile to develop 

and test energy harvesting solutions for powering sensors for utility assets. 

Usually, near a substation environment or any utility asset, high magnitudes of 

electric and magnetic fields are present. Any approach that scavenges the energy from 

these fields and transforms it into useful electrical energy can be used to power the sensor 

nodes.  

This chapter presents a comparison between different techniques that can be used to 

harvest energy present near utility assets. Analytical and experimental results are 

presented, and the application space for each technique is identified. 

3.2 ELECTRIC FIELD ENERGY HARVESTING 

The electric field emanating from an energized utility asset, such as a high voltage 

overhead cable, can be used to harvest power. The time varying electric field produces a 
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displacement current which can be used to charge the plates of a capacitor if kept close to 

the energized asset. To analyze such a system, consider two plates kept close to a current 

carrying high voltage conductor such that the plate nearer to the conductor is shorted to 

it. The plates are square in shape with width w, and the two are d distance apart. The 

conductor is D distance above the earth. This configuration is shown in Figure 3.1, and its 

equivalent circuit is depicted in Figure 3.2. 

  

(a) Front view (b) Cross sectional view 

Figure 3.1: Parallel plate system for electric field harvesting 

 

Figure 3.2: Equivalent circuit of the electric field energy harvesting system 

The two plates essentially form a parallel plate capacitor which has a capacitance 

given by (36). The computed value of capacitance C1 is valid if the distance between the 

two plates is small as compared to the size of the plates, and the distance of the plates 

from the earth is large. In a realistic scenario, due to the presence of fringing at the edges 
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of the plates, the value of actual capacitance is bound to deviate from the theoretical 

value.  

The value of capacitance C2 can be found by using the method of images and 

considering only the capacitance of the conductor over ground. The expression for C2 is 

given in (37). Computation of accurate capacitances, when fringing effects are taken into 

account, requires the use of numerical method and finite element analysis (FEA). It was 

found that the capacitances found using these classical expressions differ by a large 

amount from the simulated values using FEA software (ANSYS® Maxwell). Hence, it was 

decided to make use of the FEA simulations to compute the value of capacitances. With 

the knowledge of these capacitances, the peak power can be found using (38) and (39). A 

sample ANSYS® Maxwell FEA simulation for the considered system is shown in Figure 

3.3.  

2
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o rw
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d

ε ε
=

 
(36) 
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(37) 
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C C
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+  
(38) 

1

2
1peak CP CVω=

 
(39) 

In (36), (37) (38) and (39), Vac is the RMS line voltage, Vc1 is the RMS voltage 

across capacitance C1, εr is the dielectric constant, w is the width of the plate and ω is 

frequency of supply in radians per second.  
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Zoomed out view Zoomed in view 

Figure 3.3: ANSYS® Maxwell 2D simulation of the two plate energy harvesting system 

The range of values of d, w, D, εr and Vac over which the peak harvested power was 

computed are given in Table 3.1. To test the feasibility of the concept, a total of 1800 

distinct simulations were run and power for every parameter combination was computed. 

The effect of variation of d, w, D, εr and Vac on the power harvested is shown in Figure 

3.4.    

Table 3.1: Range of Values of Parameters w, d, D, εεεεr  and Vac which were Simulated 

using ANSYS® Maxwell 

Parameter Minimum value Step size Maximum value 

w 1 cm 0.5 cm 15.5 cm 

d 1 mm 0.5 cm 14.6 cm 

D 7.5 m 7.5 m 15 m 

εr 1 1 2 

Vac 25 kV 44 kV 69 kV 
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a) @ D = 15 m, Vac = 25 kV, εεεεr = 1 b) @ D = 7.5 m, Vac = 25 kV, εεεεr = 1 

  

c) @ εεεεr = 2, D = 15 m, Vac = 25 kV d) @ Vac = 69 kV, εεεεr = 1, D = 15 m 

Figure 3.4: Sensitivity analysis of power harvested from electric field with respect to 

change in dielectric constant, distance between plates, plate size and voltage 

The following trends can be observed from Figure 3.4: 

1. The harvested power increases non-linearly with an increase in width of the plate 

w and distance between the plates d. 

2. A decrease in the distance between the conductor and the earth D increases the 

power harvested by the plates marginally.  

3. The harvested power increases dramatically with an increase in voltage as it 

follows a squared relationship.  

The plots show that at higher voltages, power on the order of hundreds of mWs can 

be harvested from the two-plate system. However, it should be noted that the power 

density of the system is very low. As a matter of fact, the power density reduces 

dramatically with an increase in size of the plates. Consider, for instance, the width of the 

plates and the distance between the plates to be 15 cm each, then at 25 kV around 27 mW 

of peak power can be harvested. However, the power density is only 7.4 µW/cm3. If the 
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voltage is increased to 69 kV, the power density becomes close to 59 µW/cm3 , which is 

still quite low.  

To validate the concept of E-field energy harvesting, two different experiments were 

conducted. The first experiment was conducted at low voltages, up to 145 V in the lab, 

while the second experiment was conducted at voltages up to 35 kV in a high voltage test 

facility at NEETRAC.  The results of the first experiment are given here as a baseline 

case. However, the results of the second experiment are detailed in Chapter 7 as it finds 

more relevance with the voltage sensor, which will be evident at the end of this section. 

For the first experiment, a setup was built in the lab. The schematic of the setup is 

shown in Figure 3.5(a). The actual setup is shown in Figure 3.5(b). The setup comprises 

three plates; the top plate mimics a utility asset and is connected to a variac, the middle 

plate is the energy harvesting plate which gets charged by the displacement current, the 

bottom plate is kept at the ground potential. The sizes of the plates and the distance 

between them are given in Table 3.2. 

  

(a) (b) 

 Figure 3.5: (a) Schematic of E-field energy harvesting test setup, (b) Actual lab test 

setup used to validate the concept of E-field energy harvesting 

Table 3.2: Dimensions of the Lab Test Setup for Validating E-field Energy-harvesting 

Top Plate 

Dimensions 

(lxbxt) (mm) 

Middle Plate 

Dimensions 

(lxbxt) (mm) 

Bottom Plate 

Dimensions 

(lxbxt) (mm) 

Top-to-Middle 

Plate Distance 

(mm) 

Middle-to-

Bottom Plate 

Distance (lxbxh) 

(mm) 

152 x 152 x 1 152 x 152 x 1 215 x 254 x 1 24 100 
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The energy was harvested by rectifying the AC voltage induced on the middle plate 

with respect to the ground plane to form a DC voltage across a DC capacitor. To compute 

the power harvested, the DC capacitor was discharged using different known load 

resistances (RLi) and the voltage across the load resistor was measured. The power 

harvested was computed using V2/RLi. The circuit schematic of the electric field energy 

harvesting setup is shown in Figure 3.6. The harvested power and power density under 

different conditions are shown in Figure 3.7. 

 

Figure 3.6: Circuit schematic of the electric field energy harvesting system 

(a) Power (b) Power density 

Figure 3.7: Plots showing power and power density of the electric field energy 

harvesting system at different loading levels and asset potential. 

The experimental results validate the concept of electric field energy harvesting 

using a simple parallel plate capacitor. The maximum power that was harvested using the 

developed system was close to 20 mW, which may be sufficient for certain low duty cycle 

sensing applications. However, the power density was found to be quite low, around 12.5 
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µW/cm3. A note of caution is that the harvested power found from these experiments may 

not be representative of a true system as the relative distances in a practical scenario may 

be quite different, which would impact the harvested power. Nevertheless, the 

experimental results show promise in the concept.  

Considering the simulation and experimental results, it seems that this technique is 

quite challenging to be made practical for many applications. It might still have niche 

applications for very high voltage conductors, where even with a smaller sized system 

relatively more power can be harvested. For instance, at 345 kV voltage levels, 3 cm plate 

width and 1 cm distance between the plates, 200 mW of power can be harvested. Provided 

that voltage sensing is of interest in many utility assets, electric field energy harvesting 

can be a viable option for powering medium and high voltage sensors.   

3.3 MAGNETIC FIELD ENERGY HARVESTING USING 

PIEZOELECTRIC MATERIAL 

Another approach that was investigated involves harvesting the magnetic field 

present near utility assets. Two different methods were used to harvest the magnetic field 

energy, the first method used a piezoelectric and magnet system, and the second method 

used an open ferromagnetic core-coil arrangement.  

To test the first method, a system was designed where a magnet was attached to the 

edge of a piezoelectric bimorph bender (PZB) and kept in the varying magnetic field of an 

AC current. A PZB consists of a passive metal substrate glued to a piezo-ceramic strip. 

Under the influence of the time varying magnetic field of the AC current the magnet 

vibrates. The time varying oscillation of the PZB produces a proportional AC voltage. 

This concept is shown in Figure 3.8. The frequency of mechanical vibration of the magnet 

is the same as the alternating magnetic field frequency. Therefore, the voltage produced at 

the terminals of the piezoelectric material is also at 60 Hz. In essence, the magnetic field 

energy is converted to electrical energy through the vibrational kinetic energy of the 

piezoelectric bender. 
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Figure 3.8: Operating principle of piezoelectric based magnetic field energy harvesting 

To ensure maximum energy transfer, the PZB should to be kept at an angle of 45 

degrees to the magnetic field lines of the conductor and very close to it [105]. Furthermore, 

as the PZB is sharply tuned at the resonant frequency, an experiment was conducted to 

investigate the resonant frequency of the PZB-magnet system. Different combinations of 

PZBs and NdFeB (Neodymium Iron Boron) magnets were tested with a variable frequency 

source, and a frequency response plot was computed. These plots are shown in Figure 3.9. 

The technical specifications of the PZB strips and NdFeB magnets are given in Appendix 

A.   

It can be observed that the rate of reduction of voltage is greater than 35% per Hz, 

when moving away from the resonant frequency, in all the cases. Moreover, all the systems 

have different resonant frequencies. The system that gave resonance frequency closest to 

60 Hz was chosen to perform energy harvesting studies. 

Next, a set of experiments were performed to estimate the amount of energy that 

can be obtained from the PZB-magnet system. The first experiment was aimed at finding 

the voltage levels obtained at different primary currents. The result of this experiment is 

shown in Figure 3.10. As expected, with an increase in primary current the voltage 

developed at the PZB terminals also increases.  

Another experiment was performed to estimate the power transfer capability of the 

PZB-magnet system. The result of this experiment is shown in Figure 3.10. It can be 
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observed that, at a load resistance of 50 kS, maximum energy is transferred. This shows 

that the source impedance of the PZB is very high (close to 50 kS).  

(a) Configuration 1 has resonant 

frequency close to 64 Hz 

(b) Configuration 2 has resonant 

frequency close to 78 Hz 

 

(c) Configuration 3 has resonant frequency close to 60 Hz 

Figure 3.9: (a), (b) and (c) show change in resonant frequency of PZB-magnet system 

with a change in configuration 

  

(a)  (b)  

Figure 3.10: (a) Voltage at PZB terminals at different primary currents, (b) Power 

harvested at different load levels when primary current is 600  
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Finally, the PZB-magnet system was used to drive a load that emulated a sensor 

node operation. The equivalent circuit of the setup used for this experiment is shown in 

Figure 3.11(a). The actual setup is shown in Figure 3.11(b). The PZB-magnet system 

converted the magnetic field energy to DC power using an energy harvesting circuit and 

stored it in a 6.6 mF capacitor. A typical sensor node operation was emulated using a 

single pole double throw switch (SPDT). When the capacitor voltage reached 5V, the 

SPDT was switched to a low impedance load and the capacitor discharged. In this way the 

active mode of the sensor was emulated. On the other hand, when the capacitor voltage 

went below 3V the SPDT was switched to a high impedance load, this way the sleep mode 

of the sensor was emulated. The charging and discharging of the capacitor under the 

described operation regime is shown in Figure 3.12. The results of the experiment are 

shown in Table 3.3. 

(a) (b) 

Figure 3.11: (a) Circuit diagram of the PZB-magnet test setup, (b) Experimental setup 

of the PZB-magnet system. 

 

Figure 3.12: Graph showing the typical operation cycle of a sensor node powered with 

a piezoelectric energy scavenging source. 
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Table 3.3: Piezoelectric-based Magnetic Field Energy Harvesting Test Results 

Primary 

Current 

(Amps) 

Load 

(ohm) 

Tx/Rx 

Time 

(sec) 

Communication 

Delay Time 

(min) 

Duty Cycle 

(%) 

Average 

Power (RW) 

600 

560 2 

13.42 

0.248 65.4 

1000 4 0.494 65.2 

1500 6 0.741 60.7 

800 560 2 10.36 0.32 84.4 

1000 560 2 8.12 0.41 108.24 

 

The capacitor is discharged from 5V to 3V every time it is loaded (which 

corresponds to the case when the sensor is transmitting/receiving data), which results in 

the harvested energy given by  

( )2 2
1 2

1
52.8 mJ

2
E C V V= − =  

Considering the time taken for this discharge to be 2 sec (see Table 3.3), the 

effective power delivered is 26.4 mW. Therefore, although the average power of the entire 

charge discharge cycle is very low, the effective power is sufficient for a sensor node 

operation. 

 This experiment demonstrates that even though a piezoelectric bimorph bender has 

the disadvantage of very high source impedance resulting in a low-power output, it might 

prove to be feasible for an application that requires a very low duty cycle. However, this 

approach would require mechanical protection under primary side faulted conditions as the 

PZB displacement is directly proportional to the magnitude of the current. Complex 

mechanical design and a fairly low power density restrict the use of this approach to only 

a select applications. 

3.4 MAGNETIC FIELD ENERGY HARVESTING USING 

ELECTROMAGNETIC INDUCTION 

The second method to harvest magnetic field energy is through the use of the 

Faraday’s law of electromagnetic induction. In this experiment, different configurations of 

coils wound around a core were placed near (or wrapped around) a current carrying 
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conductor. The current in the conductor was varied over a range of 100 A – 1000 A. The 

open circuit and short circuit tests were conducted on all the core-coil assemblies to find 

the maximum power harvested in all possible operating conditions cases. The schematic 

used for performing the experiments is given in Figure 3.13. Equation (40) was used for 

computing the maximum power harvested. The results of the experiment are summarized 

in Table 3.4. Further, Table 3.5 gives a qualitative comparison between the different core-

coil assemblies that were tested. Maximum power plots generated from all the 

configurations are shown in Figure 3.14. 

 

 

Figure 3.13: Circuit schematic of the EM-Induction test system 

 

 

max
4

oc scV I
P =

 
(40) 

where Voc = V as R tends to infinity,  

Isc = A as R tends to zero 
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Table 3.4: Magnetic Field Energy Harvesting using Different Core Configuration. 

Note: CRGO is Cold Rolled Grain Oriented Steel 

Type of Coil 
No. of 

turns 

O.C. Voltage 

at 200A 

primary 

current (V) 

OC Voltage 

at 1000A 

Primary 

Current (V) 

 

Max. 

Harvestable 

Power at 

1000A 

(mW) 

Picture/Test 

Set up 

Rogowski Coil 18 0.03 0.16 8 

 

28AWG wire wound 

on a Wooden Core 
200 0.24 1.21 29.8 

 

28AWG wire wound 

on a hollow semi 

cylindrical CRGO 

Silicon Steel Core 

250 0.37 1.77 210.2 

28AWG wire wound 

on a Flux 

Concentrator 

300 0.50 2.64 257 

 

 

 

Table 3.5: Qualitative Comparison between the Tested Core-Coil Assemblies  

Type of Core-

Coil Assembly 

Absolute 

Harvested Power 

Power 

Density 

Voltage 

Induced 

Sensor 

Linearity 

Rogowski Very low Very low Very low Extremely high 

Wooden Low Low Low Extremely high 

Semi-cylindrical High High Sufficiently high High 

Flux Concentrator Very high Very High High High 
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Figure 3.14: Maximum harvestable power from different core-coil configurations for 

different primary currents. 

As can be seen in Table 3.4, both the rogowski coil and wooden core-coil have very 

low energy densities and low voltages induced. The experimental results show that the flux 

concentrator (XFC), an x-shaped core, has the ability to concentrate the nearby flux in 

the most efficient manner. A zoomed in view of XFC is shown in Figure 3.15. 

 

 

Thickness = 18mm 

 

 

Figure 3.15: Zoomed in view of the x-shaped flux concentrator (XFC) 

The open circuit voltage (OCV) and short circuit current (SCC) of the XFC is a 

linear function of the primary RMS current. As the XFC does not form a closed loop 

around the asset, it does not saturate easily and has a highly linear characteristic. 

Linearity up to 1000 A has been tested in the laboratory and is shown in Figure 3.16. 

Therefore, the XFC can also be used as a current sensor (the fundamental principle being 
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very similar to a CT). If curve fitting techniques are used to find the equation of a line 

which fits the SCC and OCV versus primary current curves, the linear equations given by 

 

  
20.3776  with R 0.9996sc pI I= =

  (41) 

22.5304  with R 0.9992oc pV I= =
 (42) 

are obtained. Both these equations have a high goodness of fit (R2 very close to 1) which 

shows high linearity over the range shown in the plot. As the core is open, it is expected to 

have a high linearity over a fairly wide range.  

Furthermore, as the XFC does not require clamping around the asset unlike a CT; it 

can be either kept in the vicinity of or stuck on the asset for monitoring the current. As 

the XFC can function by simply sticking on the asset, it provides a novel method of 

measuring current. Therefore, the open core-coil assembly based current sensor-cum-energy 

harvester is termed as the Stick-on sensor in this research.  

 

 

Figure 3.16: Graphs show linearity of the XFC with primary current over a wide range 

3.5 CONCLUSIONS 

In summary, several techniques were explored for electric and magnetic field energy 

harvesting. A technique that exploits the electric field available near a current carrying 

conductor was analytically investigated. This technique shows that sufficient amount of 
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energy can be harvested from the electric field to power a sensor node. However, the size of 

such a device would be quite large. Therefore, it finds use in a niche group of high voltage 

applications. Experimental results show promise in the proposed electric-field energy 

harvesting technique.  

Different techniques of energy harvesting using the magnetic field around a current 

carrying conductor were tested. The PZB-magnet system was used to scavenge energy by 

converting the magnetic field energy into mechanical energy and then to electrical energy. 

It was shown that in a typical sensor node operation, a maximum energy of 26.4 mW can 

be provided using this technique. It was identified that due to the high source impedance 

of the PZB it was not possible to supply continuous power to the load. Therefore, this 

technique is suitable in cases where a relatively low-duty cycle of operation is acceptable.  

Finally, different configurations of cores with wire wound around them were tested 

based on the principle of electromagnetic induction. An x-shaped core referred to as the 

flux concentrator (XFC) was found to provide a maximum power of 257 mW. The XFC is 

small in size and does not require clamping around the utility asset. Moreover, it has the 

maximum energy density among all the considered energy harvesting techniques. In 

addition, the voltage induced at the XFC terminals is directly proportional to the current 

in the asset. Therefore, the XFC can be used for the dual purpose of energy harvesting and 

current sensing.  
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CHAPTER 4                                                      

STICK-ON SENSOR DESIGN AND DEVELOPMENT 

4.1 INTRODUCTION 

The x-shaped flux concentrator (XFC) proves to be an attractive approach for 

harvesting magnetic field energy present near utility assets. However, enough energy may 

not warrant reliable operation of the sensor at all times. The electronic circuits on the 

sensor board require regulated DC voltage supply (typically 2 – 3.3V) for operation. 

However, the XFC provides an open circuit voltage (OCV) of 125 mV at 50 A of 

conductor current; this OCV is not even sufficient to overcome the forward threshold of 

semiconductor switches and diodes. A transformer can be used to step – up the voltage. 

However, as the current in the assets vary over a wide range the voltage stress on the 

transformer may become very high at higher currents. This limits the step-up function of 

the transformer. The main role of the transformer can be to provide enough voltage-boost 

to surpass the forward threshold of the semi-conductor devices. After the first stage, the 

voltage can be boosted further by using a power electronics converter. Some power 

electronic converter designs were presented in Section 2.6, but all of them suffer from 

major limitations and are not suited for utility applications that require long life and 

battery-free operation.  

In this chapter, a novel power management circuit that suits utility requirements of 

high reliability, low maintenance, and low-cost is proposed. Further, simulation and 

experimental results are presented with detailed design of the proposed concept of a 

universal Stick-on sensor.   

4.2 A 0.2V-3.3V AC/DC BOOST CONVERTER 

This research proposes a novel technique of realizing boost functionality in energy 

harvesting applications. The proposed converter is shown in Figure 4.1. This circuit uses a 
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bi-directional switch connected in a common source configuration. The switches can be 

pulsed together and do not require a floating gate circuit as the ground of the circuit is 

common with the source of the MOSFETs. Hence, this converter has a relatively simple 

gate drive circuit. Moreover, the circuit requires only one inductor as an energy transfer 

element. As the transformer is already a part of the energy harvester system, the circuit 

uses the leakage inductance of the energy harvester and transformer as the energy transfer 

element and does not require an external inductor. This helps in making the circuit 

compact. The operation of the converter is briefly presented in Table 4.1 and depicted in 

Figure 4.2.  

The proposed converter can be operated in either the continuous conduction mode 

(CCM) or the discontinuous conduction mode (DCM). The conceptual waveforms that are 

realized in both these modes are given in Figure 4.3. These figures show the voltage across 

the secondary of the transformer (VT), current in the secondary of the transformer (iT), 

current in the two diodes (iD1, iD1), and devices conducting in each interval. It should be 

noted that since the source is AC, for certain operating conditions, the converter can 

operate in a combined CCM and DCM mode as well.  

 

Figure 4.1: Proposed 0.2 V to 3.3 V AC/DC boost converter with a wide operating 

range. 
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Mode 1, Switches S1 and S2 are ON Mode 1, Switches S1 and S2 are OFF 

Mode 2, Switches S1 and S2 are ON Mode 2, Switches S1 and S2 are OFF 

 

Figure 4.2: Modes of operation of the AC/DC boost boost converter 

Table 4.1: Summary of Operation of the Proposed AC/DC Boost Converter 

Mode Switch Status Primary Side Secondary Side 

Mode 1: 

0<ωt<π 

S = 1 

(SW1 and SW2 

both are ON) 

Current goes into the 

dot of the 

transformer 

Current comes out of the dot and 

flows through S1 and DS2. This leads 

to short circuit of the transformer 

secondary and hence charging of the 

transformer leakage inductance. 

S =  0 

(SW1 and SW2 

both are OFF) 

Same as above 

Current comes out of the dot and 

flows through D1, output load and 

Ds2. This leads to transfer of energy 

stored in the leakage inductance to 

the load. 

Mode 2:  

π<ωt<2π 

S = 1 

(SW1 and SW2 

both are ON) 

Current comes out of 

the dot of the 

transformer 

Current goes into the dot and flows 

through S2 and DS1. This leads to 

short circuit of the transformer 

secondary and hence charging of the 

transformer leakage inductance. 

S = 0 

(SW1 and SW2 

both are OFF) 

Same as above 

Current goes into the dot and flows 

through D2, output load and the Ds1. 

This leads to transfer of energy 

stored in the leakage inductance to 

the load. 
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Figure 4.3: Waveforms of transformer voltage, current and diode currents in pure 

CCM and pure DCM mode 

4.2.1 Voltage Boost Analysis 

Let the input voltage, Vf  be assumed to be sinusoidally varying as 

( )sinf mV V tω=  (43) 

Two different modes of operation need to be considered for computing the output 

voltage of the converter. In CCM, the current through the inductor is time varying at the 

frequency of supply with ripple at the switching frequency. However, it should be observed 

that the converter will not be able to operate in pure CCM at all times as at lower 

inductor currents the converter is bound to enter DCM. Therefore, it is difficult to 

compute a closed-form expression for the output voltage. Nonetheless, an approximate 

CCM output voltage can be derived using a large signal (RMS) approximation of the 

circuit given by 

( )2
1

2 1

CCM m
o

L

nV D
V

R R D

 −  =   + − 
 (44) 

While, in the case of pure DCM, the inductor current goes to zero after every switching 

period; therefore, volt-second balance can be applied in one switching period. Again using 

a large signal model the output voltage in DCM is given by 
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2

2

2
1 1

2 2

DCM m
o

s

nV D R
V

f Ln

  = + +    
 (45) 

where n is the transformer turns ratio, RL is the equivalent series resistance of the 

inductor, D is the duty cycle, R is the load resistance, L is the inductance, fs is the 

switching frequency, and Vo is the output voltage.  

Equations (44) and (45) can be written as 

o mV HV=  (46) 

where H is the boost operation function in CCM or DCM. Depending on the mode of 

operation H is a function of parameters R, RL, n, L, fs and on the duty cycle D.  

Detailed simulations studies were performed to test the voltage boost functionality 

of the converter and test the results with the computed analytical models. 

4.2.2 Simulation Study 

Simulation of the proposed converter was performed in Synopsys SaberTM to validate 

the concept. The results of the simulations are shown below.  

4.2.2.1 DCM Operation 

In the simulation, circuit parameters were chosen to mimic a realistic scenario. The 

chosen circuit parameters are shown in Table 4.2.  

 Table 4.2: Circuit Parameters Chosen for Simulation 

Parameter Value Description 

VF 0.2 Vpeak Flux concentrator voltage 

fs 2 kHz Switching frequency 

LF 10 µH Flux concentrator leakage inductance 

N1:N2 1:20 Transformer step up ratio 

C 10 µF Filter capacitance 

R 10 kS Load resistance 

RdsON 60 mS On state resistance of MOSFETs 

VdON 0.3 V Diode On state voltage 
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The conformance of computed analytical voltage boost expression (45) with the 

simulation results is shown in Figure 4.4(a). A relatively small inductor ensures pure DCM 

operation of the converter. An example time domain plot of input voltage, output voltage, 

transformer secondary voltage and diode current is shown in Figure 4.4(b). 

The simulation results show that the converter is able to boost voltages as low as 0.2 

V to output voltages much greater than 3V. Moreover, with an increase in duty cycle, the 

output voltage also increases. Figure 4.4 shows that large output voltages can be achieved 

at the cost of higher current in switches, as the inductance is relatively small. In a 

practical application, the harvested power is limited. Therefore, as the load current 

increases, the input voltage reduces to keep power limited to its maximum value, which 

consequently, reduces the output voltage. 

(a) (b) 

Figure 4.4: (a) Comparison of simulation results versus analytical results for output 

voltage in DCM Results at D = 50%, (b) Voltage at the output is nearly 40 V. The 

converter operates in DCM. 

4.2.2.2 Combined CCM and DCM Operation 

To simulate a case with combined CCM and DCM operation, the value of flux 

concentrator leakage inductance was increased to 0.5 mH with all the other circuit 
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parameters remaining the same as in Table 4.2. A plot of output voltage obtained from 

simulation results versus analytical results is shown in Figure 4.5(a). The validation of the 

combined CCM and DCM operation of the converter at different duty cycles is shown in 

Figure 4.5(c) and (d). 

The output voltage of the converter decreases at higher duty ratios due to the small 

equivalent series resistance (ESR) of 1 mS included with the inductor. In practical 

applications, the transformer and XFC will have a larger ESR which can dramatically 

change the output voltage characteristics. Output voltages obtained at two different values 

of ESRs (1 mS and 200 mS) are compared in Figure 4.5. It can be seen that the converter 

has characteristics very similar to a DC/DC converter and the output voltage dramatically 

reduces with an increase in ESR. 
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(a) (b) 

(c) (d) 

Figure 4.5: (a) Comparison of output voltage obtained using simulation results in 

combined CCM and DCM versus analytical results in pure DCM, (b) Results at D = 

20%. Voltage at the output is nearly 4 V. The converter operates mostly in DCM as 

the duty cycle is low, (c) Comparison of output voltage obtained using rL = 1 mP, and 

rL = 200 mP, (d) Results at D = 70%. The voltage at the output is nearly 11 V. The 

converter operates mostly in CCM as the duty cycle is high.  
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4.3 POWER CIRCUIT DESIGN 

The successful voltage boost operation obtained from the simulation of the proposed 

converter topology motivated the development of an experimental prototype of the 

proposed converter. The prototype was constructed to validate the operation of the 

proposed converter in practice. Certain important practical issues such as, black-start, 

operation in an outage, multi-source energy harvesting, wide operation range, were also 

addressed. Moreover, solutions to these issues were incorporated in the proposed power 

circuit to form a robust power management system that is devoid of any batteries and 

that requires no maintenance.  

Finally, a self-powered wireless Stick-on sensor for monitoring asset current, surface 

temperature and ambient temperature was fabricated and was powered with the help of 

the developed power management system. The details of fabricating the self-powered 

wireless sensor are given in the sections to follow. Furthermore, various tests to validate 

effective operation of the power circuit and the sensor were also conducted, and are 

discussed in the following sections.   

4.3.1 Black-Start Functionality 

One of the major functionalities required by utilities for smart sensors is to have the 

sensors start automatically after an outage condition. Consider a situation when the utility 

asset carries no current; therefore, it has no magnetic field around it. In this situation, the 

voltage built up on the DC capacitor will be discharged in some time after the power 

outage and the DC supply would reduce to zero. Note that a similar situation will be 

observed when the sensor is installed for the first time on a utility asset. Even if after some 

time the utility asset is re-energized, as there is no DC supply on the power circuit to 

begin with, no gating pulses would be generated. In the absence of gating pulses, the 

voltage boost functionality will not be realized and the sensor would not operate. 

Therefore, generation of gating pulses for the MOSFET switches is a major challenge for 

self-starting the power circuit.  
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A simple solution is proposed to solve this problem by using a push-pull circuit that 

builds the output voltage and gating pulses using a positive feedback. As shown in Figure 

4.6, an astable multivibrator having a wide operating range and that can start pulsating at 

relatively low voltage (< 1V) can be used to realize this functionality. The astable 

multivibrator along with the transformer essentially creates a boot strapping system that 

builds up the output voltage with even a small amount of input voltage. In this manner, 

when the sensor is powered for the first time or after an outage, the power circuit is able 

to boot-strap a potential slightly above the gate-source threshold of the MOSFETs. Once 

the MOSFETs start switching, a boost in the output voltage is observed.  

 

Figure 4.6: Modified astable multivibrator used for self-start 

The astable multivibrator can be designed using the following equations:  

23 4
23

23 4 23 4

iHL OH

R R
V V V

R R R R

      = +     + +   
 (47) 

23 4
23

23 4 23 4

iLH OL

R R
V V V

R R R R

      = +     + +   
 

(48) 

where R23 is the thevenin equivalent of R2 and R3 given by,  

2 3
23

2 3

R R
R

R R
=

+
 

(49) 

V23 is the thevenin equivalent source given by 
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3
23

2 3

R
V V

R R

  = +    + 
 

(50) 

VOH is the voltage when the output is in the high state 

VOL is the voltage when the output is in the low state 

ViHL is the Vin- required to transition from VOH to VOL at the output  

ViLH is the Vin- required to transition from VOL to VOH at the output.  

The time taken by the capacitor to charge from ViLH to ViHL at Vin- is given by  

arg ln iHL OH
ch e

iLH OH

V V
t

V V
τ

 −  =    − 
 

(51) 

where τ = R1C 

Also, the time taken by the capacitor to discharge from ViHL to ViLH at Vin- is given 

by 

arg ln iLH OL
disch e

iHL OL

V V
t

V V
τ

 −  =    − 
 

(52) 

Duty cycle is given by 

arg

arg arg

ch e

disch e ch e

t
D

t t
=

+
 

(53) 

Using the above equations the values for R1, R2, R3, R4, and C1 were selected such 

that the frequency of oscillations of the multivibrator output was 2 kHz at a 50% duty 

cycle. The values of all the components are shown in Table 4.3. 

Table 4.3: Component List for the Modified Astable Multivibrator Figure 4.6 

Component Name Value Part Number / Company 

M Comparator MCP 6541 / Microchip 

R2,R3 1 MS N.A. 

R1, R4 510 kS N.A. 

C 470 pF N.A. 

T1 NPN Transistor ZTX1047A / Zetex 

R5 100 kS N.A. 
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4.3.2 Operation in an Outage 

One of the major applications of these low-cost sensors is to inform the control 

center, a data collector, or utility operators, about loss of power on a particular asset. This 

could help utilities to promptly identify the point of failure, estimate the root causes of 

failure using the recent history of the sensed parameters, and take expeditious actions such 

as asset replacement or maintenance to resume normal operation of the asset.  

One way to operate the sensor in the absence of any magnetic field is through the 

use of an on-board energy storage element. Given that the in an outage, utilities need the 

sensor to operate at-least once to inform about the outage, the energy storage requirement 

is dramatically reduced. Energy on the order of 100 mJ may be sufficient for this purpose 

and can be served by an ultra-capacitor. The advantage of using an ultra-capacitor over a 

battery is that the charge-discharge cycles of an ultracapacitor are several thousand times 

greater than a battery. Large number of charge-discharge helps in achieving long life (up 

to 20 years) for the sensor. The proposed power management uses a 1 F ultracapacitor as 

the backup source.  

The challenge with using an ultracapacitor is that it cannot be connected directly 

across the DC bus of the power circuit. To understand the reason, take an example of an 

outage. Suppose, the ultracapacitor discharges completely during the outage. When power 

resumes, the ultracapacitor appears as a low impedance load and restricts the circuit to 

develop the required voltage at the output till the ultracapacitor is charged. Charging of 

the ultracapacitor may take hours depending on the magnetic field energy available. 

During this time, the sensor would not get sufficient voltage; therefore, it would not 

operate.  

The problem at hand can be solved by providing a constant current charging to the 

ultracapacitor as shown in Figure 4.7. The charging is governed by  

1 2c D D BE
u

E

dV V V V
C

dt R

 + −  =    
 

(54) 
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where VD1 and VD2 are diode forward drops, VBE is the base to emitter voltage of the pnp 

transistor, and Vc is the ultra-capacitor voltage. Overcharging is avoided by clamping the 

ultracapacitor to the bus voltage through diode D3 when enough energy is available in the 

field. The components used to build the ultra-capacitor charging circuit are given in Table 

4.4. 

 

Figure 4.7: Ultracapacitor charging circuit 

Table 4.4: Component List for the Ultracapacitor Charging Circuit 

Component Name Value Part Number / Company 

D1, D2 General Purpose Diode 1N4148 / Vishay 

D3, D4 Schottky Diode 1N5818 / Vishay 

T General Purpose PNP Transistor 2N3906 

RE 15 kS N.A. 

RB 1 MS N.A. 

Cu 1 F PB-5R0V105-R / PowerStor 

4.3.1 Multi-source Energy Harvesting 

Most utility assets are present in open areas with abundance of sunlight. Hence, 

solar energy can act as another energy source for the sensor. However, solar energy has a 

diurnal variation and cannot be used as a primary source. It can, however, be used as a 

source of trickle charge for the ultracapacitor. In this way, the rating, size and cost of the 

solar cell can be kept very low, and minimal dependence on solar power can be realized. 

This is one way of including multiple sources of energy harvesting for powering the sensor. 

In this sub-section a method to design and integrate a solar cell to the existing energy 

harvesting circuit is elucidated.  
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4.3.1.1 Solar Cell Model 

A solar cell can be represented by a circuit model shown in Figure 4.8 [106]. The 

characteristic equation of the circuit is given in (55) 

 

Figure 4.8: Equivalent circuit model of a solar cell 

( )

1
so so sq V I R

so so snKT
so L o

sh

V I R
I I I e

R

+  + = − − −   
 (55) 

where Io is the saturation current of the cell and IL is the current due to the presence of a 

light source, Rs and Rsh are the parasitic resistances. The above circuit can be used to 

compute the value of OCV (Voc) and SCC (Isc) of the solar cell. To compute Isc, Rs and Rsh 

can be replaced with zero and infinity respectively, and V with zero. This gives  

sc LI I=  (56) 

To compute Voc, Iso can be replaced with 0 which gives   

ln 1L
oc

o

IKT
V

q I

  = +   
 (57) 

For selecting an optimal solar cell for the sensor it is important to understand the 

concept of the fill factor FF. Fill factor is defined as  

mp mp

oc sc

V I
FF

V I
=  (58) 

where, Vmp and Imp are the voltage and current at the maximum power point for the 

considered solar cell. In the past, empirical solutions for FF have been found for different 

conditions of normalized Rsh, Rs and Voc  [107]. The expressions are given in Table 4.5. The 

normalization is given by, 
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Table 4.5: Empirical Values of Fill Factors for Solar Cells 

Condition Empirical expression for the fill factor FF 

Rsh = ∞, Rs = 0, voc > 10 

 

( )ln 0.72

1
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o
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v v
FF

v

− +
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+
 

Rsh = ∞, Rs < 0.4, voc > 10 ( )
2

1 1.1
5.4

s
s o s

r
FF FF r= − +  

Rs+1/Rsh < 0.4, voc > 10 
0.7

1 oc s
s

oc sh

v FF
FF FF

v r

 +  = −   
 

 

In the case of the Stick-on sensor, the solar cell may not necessarily operate at the 

maximum power point at all times, yet it is important to select a solar cell which has a 

high fill factor. A high fill factor corresponds to high efficiency represented by  

 

oc sc

in

V I FF

P
η =  (60) 

where Pin is the solar power incident on the cell. Using the empirical expression for FF, the 

fill factor of the solar cell can be determined. A simple rule of thumb that can be followed 

while selecting a solar cell for the sensor is to select a cell with a higher Voc. 

4.3.1.2 Integration of Solar Energy Harvesting 

For the Stick-on sensor a solar cell having an OCV of 4 V and SCC of 2.5 mA, 

shown in Figure 4.10(a), was used. This solar cell is composed of 8 cells in parallel each 

having an OCV of 0.5 V. The current density of the considered solar cell is equal to 34.6 

mA/cm2. The maximum harvestable power of the solar cell was characterized in the 

laboratory for different operating conditions. One of the plots is shown in Figure 4.10(b). 

The ultracapacitor can be connected directly to the solar cell through a Schottky 

diode (D4), as shown in Figure 4.11.  Assuming the ultracapacitor is initially uncharged, it 

behaves as a short circuit. Finally, when the capacitor is charged up to the solar cell’s 
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OCV diode D4 opens. The trajectory of operation obtained on the V-I curve during 

charging of the ultracapacitor is shown in Figure 4.9.  

 

Figure 4.9: Trajectory of operation for trickle charging an ultracapacitor using a solar 

cell. 

 

 

a)  b)  

Figure 4.10:  (a) Mini-solar cell having an OCV of 4V and SCC of 2.5 mA was used as 

the solar harvester, (b) Maximum harvestable power from the solar cell under 

different insolation characterized in the lab 
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Table 4.6: Characterization Results of the Solar Cell at 25 oC 

Insolation 

(W/m2) 
Isc (mA) Voc (V) FFo 

Power at 

MPP 

(mW) 

Efficiency at 

MPP % 

200 0.34 3.7 0.79 1 8.6 

400 0.74 3.97 0.8 2.35 10.2 

600 1.18 4.04 0.8 3.8 11 

800 1.8 4.07 0.81 5.93 12.8 

1000 2.5 4.08 0.81 8.26 14.3 

 

 
 

Figure 4.11: Ultracapacitor charging circuit 

4.3.2 Wide Operating Range 

Another major requirement for these utility sensors is high reliability of operation. 

As the sensor can be used on assets that carry current in the range of 100 to 2000 A, it has 

to be ensured that apart from providing uninterrupted power, the power management 

system should also be able to protect the sensor from large voltage stresses that might 

develop at higher currents. This problem can be solved by using a zener diode at the 

output of the power circuit such that it clamps the voltage to be within the safe operating 

area (SOA) of the MOSFET switches and diodes. Further, a low dropout voltage regulator 

(LDO) is used to ensure that over the wide operating range a constant supply is provided 

to the sensor.  

The detailed diagram of the novel power circuit utilizing the proposed converter is 

shown in Figure 4.12.  
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Figure 4.12: Proposed overall power circuit diagram 

4.4 SENSING AND SIGNAL CONDITIONING CIRCUIT DESIGN 

The aim of this research is to develop a self-powered wireless Stick-on sensor for 

monitoring asset current, surface temperature and ambient temperature. The details on 

designing the current and temperature sensor along with the necessary signal conditioning 

circuitry are presented in this section.  

4.4.1 Current Sensor Design 

It was shown in Section 3.4 that the OCV and SCC of the XFC are linearly 

proportional to the conductor current. When using the OCV to measure higher currents, 

the voltage stress on the diode and MOSFET switches may increase and surpass their 

ratings. For this reason, it was deemed preferable to use the SCC for current 

measurement. The use of SCC for current measurement avoids unnecessary stress on the 

switching devices and diodes during measurement. The XFC plays a dual role of energy 

harvesting (during normal operation) and current sensing (during measurement), ensuring 

a compact design.  

The circuit used to measure the SCC is shown in. Whenever a current measurement 

is required, the microcontroller (MCU) generates a pulse that switches on the NPN 

transistor Tsc, which shorts the DC bus through resistance Rsc. The voltage developed 

across Rsc (Veh1-Veh2) is sent to a difference amplifier. The difference amplifier designs that 

were tested are given in Figure 4.13(b) and (c). 



84 

 

(a) 

 

 

(b) (c) 

Figure 4.13: (a) SCC measurement, (b) and (c) Two different difference amplifier 

implementations  

The equations that were used to design the difference amplifier shown in Figure 

4.13(b) and (c) are given by 

( ) 31
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The values selected for implementing the difference amplifiers in Figure 4.13(b) and 

(c) are shown in Table 4.7 and Table 4.8 respectively. 
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Table 4.7: Component List for Current Sensing Signal Conditioning in Figure 4.13(b) 

Component Name Value Part Number / Company 

Rs 510 kS N.A. 

Rp 10 MS N.A. 

Rg, R1, R2, R3 1 MS N.A. 

A Low Power Op-Amp TC1029  /  Microchip 

 

Table 4.8: Component List for Current Sensing Signal Conditioning in Figure 4.13(c) 

Component Name Value Part Number / Company 

R1 510 kS N.A. 

R2 1 MS N.A. 

A Low Power Op-Amp TC1029  /  Microchip 

 

The output of the difference amplifier is connected to the ADC channel of the MCU.  

Subsequently, the value of current is computed in the MCU using 

2

1

2 1

( )

T

sc

T

pri K

I t dt

I C
T T

=
−

∫
 

(63) 
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Plugging the value of Isc(t) in (63) 
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(64) 

where T1 is the time at start of the measurement, T2 is the time at end of the 

measurement and C’K is the constant of proportionality. 

During current measurement, diode D1 blocks the capacitor at the DC bus from 

being discharged. In essence, diode D1 decouples the sensor from the power converter. 

During this short duration, the sensor remains powered up using the charge on the DC 

capacitor. It should be noted that the gating pulses for the MOSFET switches generated 
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by the multivibrator need to be dropped to measure the correct SCC value. If the gating 

pulses are not dropped, the converter will keep operating and a pulsed current will be 

measured, which may not be indicative of the true current in the asset.   

When the measurements are complete, the MCU I/O signal goes low, consequently, 

the transistor switches off, gating pulses to the MOSFET switches are restored, and the 

normal operation resumes.  

4.4.2 Temperature Sensor Design 

The prototype developed in this research is also equipped with temperature sensing. 

Temperature measurement can be performed by using either, RTDs, thermistors, 

thermocouples or temperature transducer ICs. Every technique has its own pros and cons. 

For the fabricated sensor, the transducer IC is a good candidate as it has a linear 

relationship to the temperature, and provides a stable voltage source output which 

requires only a buffer amplifier circuit to follow, as shown in Figure 4.14. The sensed signal 

can be directly measured using a microcontroller, eliminating the need for any additional 

circuits, and reducing the power further. The goal was to measure the asset and ambient 

temperature. Temperature sensing was implemented only to demonstrate a proof-of-

concept design and is not a focus of this research.  

 

Figure 4.14: Buffer amplifier used for temperature sensing  

4.4.3 ZigBee® Radio and Microcontroller 

The Stick-on sensor uses TI’s CC2530 SOC solution for ZigBee®, shown in Figure 

4.15, which contains a high performance and low-power 8051 microcontroller core, 256 kB 

flash, 8 kB RAM, 12 bit ADC with 8 channels and a ZigBee® transceiver. It uses an 

Antenova Titanis swivel antenna designed for 2.4 GHz communication. 
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Figure 4.15: TI’s CC2530 SOC solution for ZigBee® 

4.5 SENSOR PROTOTYPE FABRICATION 

Two different versions of a self-powered wireless Stick-on sensor were fabricated in 

the lab. The sensor was designed to measure asset current, asset temperature and ambient 

temperature. The asset used for testing the sensor was an ACSR conductor that had the 

capability to carry up to 1500 A current. The power and signal conditioning circuit 

schematic were routed using EagleTM. The schematic of the power circuit is shown in 

Figure 4.16. The circuit schematic for both the versions is the same. However, one circuit 

was implemented using mostly through-hole components while, the other was implemented 

using surface mount components to reduce the size. The layouts of the two versions and 

the fabricated circuits are shown in Figure 4.17. 

As parasitic resistances increase losses in the system, the circuits were designed with 

the objective of minimization of trace lengths between any two components. Further, to 

minimize size of the sensor, headers were provided on the main circuit board to mount the 

CC2530 module. The final circuit boards connected to the CC2530 modules are shown in 

Figure 4.18.  

The list of components used for building the power circuit along with their values is 

shown in Table 4.9. Note that the parameters of the flux concentrator and the transformer 

were computed using standard open-circuit and short-circuit tests.  

 

 

 



Figure 4.16: Eagle schematic for (a) power circuit, and (b) signal conditioning circuit.
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(a) 

(b) 

: Eagle schematic for (a) power circuit, and (b) signal conditioning circuit.

 

 

: Eagle schematic for (a) power circuit, and (b) signal conditioning circuit. 
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(a) (b) 

 

(c) 

Figure 4.17: (a) and (b) show layouts for the Stick-on sensor circuit board, c) actual 

circuit boards kept side by side for comparison of size. 

 

 

 

 

 

 

 

(a) (b) 

Figure 4.18: (a) Bottom View of the PCB (through-hole version) with the micro- 

controller and transceiver attached to it, (b) Surface mount version  

 

 

46.5 mm

52.2 mm
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Table 4.9: Power Circuit Parameters 

Component Value / Rating 

Flux Concentrator 

Type = XFC  

NF = 300 

LF = 7.62 mH 

RF = 5.93 S 

Transformer 

L1 = 0.285 mH 

L2’ = 0.285 mH 

R1 = 1.3 S 

R2’ = 1.3 S 

Schottky Diodes 
VRRM=30V 

Forward Drop = 0.55V (@1A) 

N-channel Mosfet 

V(BR)DS= 35V 

ID = 13A 

VGSth=1V 

RDSon = 60mS (@VGS = 10V, ID=3.7A) 

Forward drop of body diode = 0.95V (@ VGS=0, ID=3.7A) 

Capacitor 100 µF 

 

The developed circuit board was integrated to the XFC, and two temperature 

sensors. The final prototype of the Stick-on sensor and the test setup for demonstrating 

operation of the sensor is shown in Figure 4.19. The test setup comprised the sensor stuck 

on to the conductor and a remote coordinator (data collector) connected to a laptop 

through a serial-to-USB connector.  

 

 

(a) (b) 

Figure 4.19: a) Laboratory prototype of the Stick-on sensor kept close to a conductor, 

b) A functional Stick-on sensor mounted on a conductor with wire ties sends current 

and temperature signals to a remote coordinator. The coordinator is connected to a 

laptop and records the received data. 
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The functional block diagram of the developed Stick-on sensor is shown in Figure 

4.20. 

 

 

Figure 4.20: Functional schematic of the test setup 

 

4.5.1 Experimental Testing and Validation 

4.5.1.1 Voltage Boost Operation 

The boost functionality of the sensor at different duty cycle and 60 A of conductor 

current was tested. The results of the experiment are shown in Table 4.10. It can be 

observed that the voltage is boosted to sufficiently high values even at a low conductor 

current. The efficiency of the converter was calculated to be 75% at 200 A conductor 

current. The current and voltage waveforms at different points in the circuit are shown in 

Figure 4.21. 

Table 4.10: Converter Operation at Different Duty Cycle, Primary Current = 60 A, 

Load resistance= 50 kΩ, Switching frequency= 2 kHz 

AC Voltage (RMS Volts) Duty Cycle (%) DC Voltage (Volts) 

0.2 0 2.25 

0.2 10 2.5 

0.2 30 3 

0.2 50 3.5 

0.2 70 4.4 
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Figure 4.21: Screenshot showing VF - Flux concentrator voltage (0.2 V/Div.), VT – 

Transformer secondary voltage (2 V/Div.), IF  -  Flux concentrator current (10 

mA/Div.), IT – Transformer secondary current (2 mA/Div.), ID1 and ID2 – Diode 

currents (1 mA/Div.). The converter is operated with 50% duty cycle. 

4.5.1.2 Black-Start Demonstration 

As the current in the conductor was ramped up from 15 A to 60 A, the DC voltage 

is built up from 0.4 Vdc to 3.3 Vdc. In this manner, the overall power circuit was able to 

autonomously power up the sensor at primary currents as low as 60 A, as shown in Figure 

4.22.  

 

 

Figure 4.22: Black-start functionality: Vo – output voltage (1V/Div.), VF – Flux 

concentrator voltage (0.2 V/Div.), Time base – (2.5 Sec/Div. ) 

4.5.1.3 Wide Range of Operation 

The sensor has been tested for current measurement from 60 A to a 1000 A and the 

power circuit works reliably over the entire range. Figure 4.23 shows experimental results 

depicting flawless operation of the power circuit at 60 A, and 1000 A of conductor current. 

ID1

ID2
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It can be observed that in both the cases, the power circuit maintains a stable 3.3 V DC 

supply for the sensor.  

 

  
a) Operation at 60A primary current b) Operation at 1000A primary current 

Figure 4.23: Circuit operating at 60A and 1000A primary current, Vo – Output 

Voltage (2 V/Div.), SW1 – Mosfet Switch 1 Voltage (5 V/Div.) 

4.5.1.4 Current Sensing Operation 

Apart from harvesting magnetic field energy, the XFC was also used for current 

sensing as described in Section 3.4. A screenshot when the sensor starts the measurement 

of current is shown in Figure 4.24. It can be observed that as the astable multivibrator 

pulses are dropped, a rectified sine wave is obtained at the output of the converter which 

is sampled by the ADC of the MCU and current measurement is performed. When the 

measurement period is over, the pulses are restored.   

 

Figure 4.24: Different waveforms generated during current sensing 

Vo = 3.3 V DC

SW1 Voltage
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4.5.1.5 Stick-on Sensor Operation 

The remote data collector was responsible for establishing the ZigBee® network. 

Subsequently, the sensor joined the network. The sensor stayed in the sleep mode for most 

of the time, woke-up at certain intervals, sensed current, and temperature and sent the 

packets to the data collector. The data collector displayed the sensed results on a graphical 

user interface (GUI) developed in this research. The GUI displayed the time stamped 

current, and temperature data along with the min-max history. A sample GUI plot of 

sensed current and temperature is shown in Figure 4.25. 

 

Figure 4.25: Screenshot of the GUI that shows the sensed current and temperature 

results  

4.5.1.6 Power Consumption 

As discussed previously, for this application energy is limited and judicious use of 

the available energy is essential. The signal conditioning circuit was designed to ensure 

very low-power consumption. The microcontroller and transceiver were programmed using 

the appropriate power saving practices and utilizing low-power modes. Oscilloscope 

screenshots of the total power consumed by the Stick-on sensor during transmission of 
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data and during sleep mode is shown in Figure 4.26. A summary of power consumption of 

every component is shown in Table 4.11. 

  
a) Active mode current consumption b) Sleep mode current consumption 

Figure 4.26: Screenshot of current consumption during active and sleep mode 

Table 4.11: Power Consumption for Individual Components 

Device / Circuit Mode 
Current 

Consumption 

Power 

Consumption 

MCU and ZigBee® Transceiver 

Active 8 mA 26.4 mW 

Transmit 30 mA (max) 99 mW 

Sleep < 10 µA 33 µW 

Signal conditioning circuit for current 

measurement 
Quiescent 50 µA 165 µW 

Temperature sensors Quiescent 60 µA 198 µW 

4.5.1.7 Minimum Reporting Time 

Another test was performed to investigate the maximum reporting frequency and the 

minimum current level at which the sensor can remain self powered. The results are shown 

in Table 4.12. It can be seen from the table that at 100 Amps, the sensor node can be 

operated with a frequency as high as once every minute. This monitoring frequency is 

sufficiently high for most utility assets.  

Table 4.12: Maximum Reporting Frequency of the Stick-on Sensor 

Conductor Current (A) Time (sec) 

100 61 ( nearly 1 min) 

200 8.4 

300 4.3 

400 2.9 
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4.5.1.8 Operation in an Outage 

During a power outage, the ultracapacitor enables the Stick – on sensor to operate 

for some additional time. If a duty cycle of 10 minutes is assumed. Then, the energy 

required by the sensor in quiescent mode and active mode is given by, 

Quiescent mode = 120 µA × 3.3 V × 600 sec ≈ 240 mJ 

Active mode  = 40 mW × 400 msec = 16 mJ 

CC2530 (MCU and transceiver) has the ability to operate over a wide voltage range 

2 V – 3.3 V. Energy that can be stored in the ultracapacitor within the given voltage 

range is given by 

( ) ( )2 2 2 2 E = 0.5 0.5 3.3 2 3.445i fC V V J− = × − =
 

Total number of reports that can be sent with an ultracapacitor charged to 3.3 V in 

the event of a power outage, 

 3.445 256 13 cyclesJ mJ ≈  

Therefore, even in the event of a power outage the Stick-on sensor has the capability 

to provide at least 13 more reports, enough to inform the coordinator about the power 

outage status of the asset. However, if power does not resume, the sensor will stop 

functioning after 13 data transmissions. In such a situation, the presence of a solar cell can 

help the sensor operate even in an outage.  

4.5.1.9 Operation with Solar Energy Harvesting 

The goal is to compute the time taken to fully charge the capacitor after an outage 

(or in normal operation) when a solar cell is used by the sensor. This requires solving the 

capacitor differential equation given by (65) This equation contains the current provided 

by the solar cell given by (55). However, a closed form solution of Iso cannot be found 

which makes it very difficult to find a closed form solution of (65). Therefore, for 

computing the time it is fairly accurate to assume the characteristic curve of the solar cell 

to be as shown in Figure 4.27. To keep the fill factor constant at 0.81 (see Table 4.6) the 
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characteristic curve can be approximated with two linear curves such that the maximum 

power point is obtained at 90% of Isc and 90% of Voc. 

( ) ,  Active mode

( ) ,  Sleep mode

so c Lc

so c Q

I V IdV
C

I V Idt

 −=  −  
(65) 

Iso(Vc) represents the linearized characteristic of the solar cell, IL and IQ are the load 

and quiescent current demanded by the power circuit.  

 

 

Figure 4.27: Linear approximation for the solar cell V-I characteristic 

Using Figure 4.27, in an outage condition, the charging equation can be replaced by  

1
 ,  0 0.9

9
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9 9  ,  0.9

sc
so sc so oc

oc

so C
sc

so sc oc so oc

oc

I
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V
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V
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(66) 

Further, Vso can be written as, 

4c D
so

V V
V

N

+
=

 

where N is the number of cells connected in parallel which in this case is eight. 

Consider that the ultracapacitor is completely charged (Vc is 3.3V) when an outage 

occurs. During the active mode, based on the discharge equation (66), the voltage of the 

ultracapacitor will reduce. After the active mode, the sensor goes into sleep mode and 

Voc

Isc
(0.9Isc, 0.9Vsc)

Iso

Vso
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charging of the ultracapacitor begins. The time taken to charge the ultracapacitor back to 

3.3 V will determine the time when another packet of data can be sent by the sensor. This 

would also be the minimum operating time between any two sensor operations. This 

minimum charge time can be computed and is given by Tc in 

( ) ( ) 0.4
2 1 1

2

3.3
ln

3.3

M C

c

K K M K M eC
T

M K M

− − + +  =   −   
(67) 

where 

( )( )1 41 9 ,sc D oc LK I V NV I= − −  

2 1 ,L QK K I I= + −  

(9 ).sc ocM I NV=  

Another scenario that should also be considered is the time taken to start the sensor 

from a zero charge state (black-start). In this particular case, the ultracapacitor is required 

to be charged from 0 V to 2 V (2 V is sufficient for powering all the analog circuitry and 

microcontroller). Figure 4.28 shows a plot of the minimum charge time of the 

ultracapacitor and the black-start time. 

It can be seen from Figure 4.28 that even at a low insolation level, 100 W/m2 in the 

case of a cloudy day, the minimum charge time is close to 100 sec (~2 min). In other 

words, in the presence of a solar cell, in an outage, the sensor can be operated every 2 min, 

sufficient for most utility assets.  

Further, the time taken to start the sensor from a completely discharged state 

ranges from 14 min in high insolation levels (at 1000 W/m2) to 45 min in average 

insolation levels (at 500 W/m2), again suitable for most applications. Furthermore, in 

normal operation, the rate of operation of the sensor is increased even further due to the 

presence of an additional current from the source side. This analysis clearly shows that 

with the addition of an inexpensive solar cell which trickle charges the ultracapacitor, a 

utility sensor becomes even more attractive. 
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Figure 4.28: Ultracapacitor recharge time in an outage using a solar cell 

4.6 NETWORK INTEGRATION 

The cost of the Stick-on sensor based on single quantity prices was estimated to be 

around $ 50, much lower than presently available utility asset monitoring sensors. The bill 

of materials of the developed sensor is given in Appendix B. The additional advantage of 

these sensors is that they can be used in large numbers in the form a meshed networked 

system.  

Consider a smart substation comprising bus-bars, disconnect switches, cables, shunt-

capacitors and transformers. Moreover, consider that there are distribution lines and 

transmission lines going out/coming into the substation. Further, suppose that to monitor 

all the assets, 150 Stick-on sensors are required in the substation, as shown in Figure 4.29. 

The status of all these assets can be directly given to operators or the control room 

through these intelligent sensors that are flexible enough to be either stuck on or placed in 

the vicinity of the asset and begin autonomous monitoring. Each sensor module operates 

as a communication node, and exchanges information through formation of smaller 

networks between adjacent working sensor nodes. This type of an ad-hoc network also 

helps in reducing the power budget of the individual sensors as the distance of data 
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transmission is considerably reduced as compared to a direct collector link communication 

network. 

 

  

Figure 4.29:  Conceptual smart substation with smart Stick-on sensors 

In this scenario, suppose ZigBee® communication protocol is used by the network. 

ZigBee® is a reliable, low-power and low-cost, open standard for Wireless personal area 

networks (WPAN) developed by the ZigBee® alliance. It has found applications in home 

energy management, automated metering, habitat monitoring, etc. It is built on top of 

IEEE 802.15.4 media access (MAC) and physical (PHY) layers, and utilizes 2.4 GHz (250 

kbps), 915 MHz (40 kbps) and 868 MHz (20 kbps) radio bands [108]. One of the most 

advantageous features of ZigBee® is its self-configuring, multi-hop, and self-healing network 

nature. To enable these features, the network consists of three different types of 

networking devices, namely, coordinator node, router, and end device. In this scenario, the 

Stick-on sensors act as the end devices.  

The end devices can be pre-programmed to transmit data at regular intervals. Under 

normal operation, the sensor remains in the sleep mode for most of the time. During the 

active mode, the sensor wakes up, performs default assessment routines, sensing 

operations, sensed information processing, and transmission of the processed information to 
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a nearby node. After receiving acknowledgement about reception of transmitted 

information to the nearest node (or router), the sensor goes back to sleep again. Under 

faulted conditions, an asset failure or an event that crosses predetermined thresholds of the 

sensor, the sensor wakes up and transmits emergency information to a coordinator node 

such that corrective actions can be taken in an expedited manner. Therefore, these sensors 

prove to be tremendously valuable in critical situations. 

In the considered scenario, the current and temperature in the utility assets present 

in the substation needs to be collected every 10-15 minutes. These sensors can operate 

maintenance free on ambient energy for nearly 20-30 years (another feature highly desired 

by the utilities). The operation schema of the sensor is shown in Figure 4.30. 

 

Figure 4.30: Operation regime of a smart wireless sensor   

The data transmitted by the end device is time stamped and is sent over a multi-

hopping communication scheme to a coordinator through the shortest path. The shortest 

path algorithm ensures low overall energy consumption of the network and low latency. 

Routing loops are avoided through intelligent addressing algorithms utilizing minimum 

hops. The substation environment can have electromagnetic interference (EMI) and corona 

discharge due to high voltage and currents in the assets. Therefore, to ensure high signal 

fidelity, received signal strength (RSSI), percentage signal recovery (PSR), and range, 

routers are used, e.g. SmartSynch Grid Routers [109]. The number of routers depends on 

the physical architecture of the substation (depends on obstruction and line-of-sight). In 

this scenario, assume on an average for every 10 sensor nodes there is one router. This 



102 

gives a total of 15 routers to support the sensor network operation. The router can 

communicate directly to the coordinator or direct the signal via other routers to the 

coordinator depending on which option provides the shortest path. 

Finally, a master node serves as the ZigBee® coordinator (data-collector). The 

coordinator receives data from all the end devices through an indirect or a direct link. The 

ZigBee® coordinator can be connected directly to Supervisory control and data acquisition 

(SCADA) system or to Internet protocol (IP) devices through a ZigBee® gateway device 

(ZGD) or a ZigBee® bridge (or expansion) device (ZED). On the one hand, the gateway 

acts as a mediator between the ZigBee® network and the IP device through an abstraction 

interface. On the other hand, a ZED extends a ZigBee® network over the IP network. 

Although, there are certain fundamental differences between the two approaches, they 

have their own pros and cons [110]. The stack diagram of ZigBee® gateway as outlined by 

the ZigBee® alliance is given in Figure 4.31. A link between the ZigBee® network with the 

IP devices through a gateway (or a bridge) allows interoperability of the wireless sensor 

network with other standards. Furthermore, it allows direct binding with the SCADA 

system which has tremendous value for utility. ZGD are already available in the 

commercial domain and are used to interface to existing utility SCADA systems [111]. In 

this scenario, the coordinator has a direct link with the gateway. This way, all the 

intelligent information collected by the coordinator is directly sent to the SCADA system 

over the internet. If it is not essential to connect the coordinator to SCADA, the collected 

information may be kept local to the substation.   

Finally, one of the major requirements identified by DOE as a part of the Smart 

Grid initiative is having interoperability between different devices (and protocols) and 

ensuring cyber security of the disparate networks [8], [112]. As the future smart grid will 

have different types of sensors, intelligent electronic devices and communication protocols, 

it will become necessary to develop standards which allow for the sensors under different 

local networks to communicate with each other. Presently, different parts of the utility 

network are associated with different communication requirements and hence have 
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different types of communication links. For instance, a DNP 3.0 is commonly used for 

integration of IEDs within the substation, cellular communication protocols like CDMA, 

GSM, GPRS, etc., are used for transmission lines sensors, etc. Moreover, for substation 

automation, the common standard followed is based on the IEC 61850. However, as the 

complexity of the system increases, a strong need for a single standard is felt, which shall 

in streamlining the integration of sensor information from disparate sources into utility 

operations and asset management database. 

 

 

Figure 4.31: Stack diagram of ZigBee® gateway device [110] 

As wireless communication becomes ubiquitous in the utility domain, maintaining 

the security of the grid information will become crucial. Therefore, impacts of cyber 

attacks in the form of intrusion into the data systems, malwares, hacking, etc., need to be 

investigated. Further, standards and guidelines have to be developed for managing and 

mitigating these risks.  

With security and reliability in mind, it is worth emphasizing that the ZigBee® 

protocol has the advantage of being self-organizing and self-healing in nature. If a 

particular router or an end device (or devices) fails, the signal is re-routed through another 

efficient path which minimizes latency time, and further improves reliability of the overall 
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network. In addition, increased research on security and encryption techniques for ZigBee® 

can make it a preferred solution for meshed utility asset monitoring.  

The initiatives pertaining to interoperability and cyber security will ensure that the 

future networks are highly resistant to attacks, have a resilient nature, are self healing and 

maintain the highest levels of reliability of the system. Therefore, a wireless sensor network 

solution that uses the low-cost Stick-on sensors developed in this research has high value 

for utilities. 

4.7 CONCLUSIONS 

To summarize, in this chapter, a novel power circuit was developed to boost the 

voltages developed at the energy harvester terminals from as low as 0.2 V to stable 3.3 V. 

The power circuit starts up autonomously and operates completely on the magnetic field 

harvested. It contains ultra-capacitors to operate for some time during an outage. Further, 

a solar cell was included as a secondary energy source in the power management circuit. 

The developed power circuit was fabricated and integrated with a stick-on current and 

temperature wireless sensor. The detail design of signal conditioning circuits for current 

and temperature sensing was also presented. The entire module was tested on an ACSR 

conductor in the lab at currents up to 1000 A. The sensor was able to autonomously start 

up at currents as low as 60 A, and transmit sensed signals over ZigBee®. The signals were 

received by a coordinator that was connected to a laptop to display the sensed results. 

Finally, the chapter was concluded with an approach to integrate the Stick-on 

sensors into a wireless network to monitor assets in a substation. All the necessary 

machinery required for achieving such a network were discussed and presented.   
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CHAPTER 5                                                      

MULTI-CORE TRIANGULATION METHOD FOR 

CURRENT SENSING 

5.1 INTRODUCTION 

In Chapter 3, it was shown that the OCV and the SCC of the flux concentrator are 

linearly proportional to the RMS value of conductor current. Further, in Section 4.5 

successful current sensing results using the Stick-on sensor were presented. As the XFC 

does not form a closed loop around the conductor, a change in orientation and distance of 

the XFC can cause a change in slope of the linear characteristic. This is shown in Figure 

5.1. The relationship between the OCV and conductor current is still linear and the line 

passes through the origin. Thus, with the knowledge of only one point, the entire line can 

be extrapolated. This provides a very simple method of calibrating the current sensor 

when used in practice. 

 

 

Figure 5.1: Open circuit test at different orientations and distances of the flux 

concentrator with respect to the conductor 
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Even though the sensor can be easily calibrated at the time of installation, field 

calibrations are expensive and increase the effective cost of the utility sensor.  

Further, if it was assumed that calibration was unavoidable, the sensor would 

provide close to accurate measurement in the presence of a single conductor. However, 

consider the case when there are multiple current carrying conductors located close to the 

sensor. This is typically seen in a low voltage secondary network, in underground cables, 

cables in a conduit, three phase overhead conductors, etc. Since the structure of the XFC 

is open, it would be affected by the magnetic fields of the other current carrying 

conductors in the vicinity leading to errors in measurement. This would not affect a 

conventionally used closed core structure (clamp-around current sensor) that inhibits 

coupling of any far-off magnetic fields.  

To emphasize the issue of multiple current carrying assets in the vicinity, consider a 

simple scenario comprising two conductors C1 and C2 lying close to each other and 

carrying currents I1 and I2, respectively, as shown in Figure 5.2. In addition, consider that 

the sensor, S1, is installed on C1 and is calibrated such that when I2 is zero, the sensor 

measures accurate values of I1 flowing through C1. Experimental studies were performed to 

find the error induced in the sensor when I2 is non-zero. The results are shown in Table 

5.1. It can be observed that when I2 is 900 A and I1 is zero, the sensor, instead of showing 

zero, measures the value of I1 as 270 A (at D = 100 mm). This is due to the stray 

magnetic fields from I2 picked up by the sensor. 

 

  

Figure 5.2: Single sensor approach- Two conductor case 
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Table 5.1: Experimental Results Show High Errors in the Presence of Far Fields 

I1 (A) I2 (A) 
Measured Current I1m (A) 

at D = 100 mm at D = 200 mm 

0 100 30 15 

0 500 150 75 

0 900 270 135 

 

Therefore, although the approach of using the XFC as an energy harvester and 

current sensor proposed in this research is attractive because of its small size, low-cost and 

low-maintenance requirements; in a real world scenario, it suffers from two fundamental 

issues- the need for calibration and influence from far-fields. 

5.2 PROBLEM STATEMENT 

In the most general case, the problem can be thought to have a configuration shown 

in Figure 5.3. Where, C1 is the conductor of interest which is at an unknown distance d 

from the sensor S1. The sensor S1 is essentially an open core-coil assembly. The other n 

assets are located at distances D1 through Dn from the conductor C1. The fields induced by 

the other assets on the sensor S1 are essentially the far-fields which are to be rejected and 

tend to induce errors in measurements. While, the fields induced on S1 due to C1 is the 

near field, which is of interest. In general, either the Voc or Isc is used as a proxy for 

measurement of current. Without loss of generality suppose, Isc is used in this case. The 

expression for Isc, using the superposition theorem, can be expected to contain 

contributions from all the assets present in the 3-D space, also shown in (68)  

( ) ( ) ( )1 1 1 2 2 2, , ... ,sc sc sc scn n nI I D I D I Dψ ψ ψ= + + +
 (68) 

It is quite clear that in this general scenario it is impossible to decouple the effects 

due to all the other fields and compute the value of the current flowing in C1 using a single 

sensor. The problem can now be broken down into two distinct problems:  

• Rejection of contributions from far-fields, i.e. eliminating all terms except for 

Isc1(D1,ψ1) in (68) 
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• Estimating the value of D1 autonomously by the sensor; in other words, self-

calibration.  

 

 

Figure 5.3: A general case having n current carrying conductors in the vicinity of the 

conductor of interest C1  

These issues have not been widely researched as the proposed concept of measuring 

current with an open core XFC is new and has not been applied to any application in the 

past. Nonetheless, there has been some interesting research in the area of current sensing 

using magnetic search coils. Specifically, the technique developed by Promethean Devices 

LLC is a unique technique which uses two axis magnetic field measurements to sense the 

current which was highlighted in Section 2.2.5. However, this technique has the 

disadvantages in that it can only be used with three-phase overhead conductors. In fact, in 

the presence of far-fields due to other distant assets, the technique would fail. 

Furthermore, it requires computationally intensive algorithm for determining the current 

values; therefore, requires more power for operation. Moreover, the system is quite bulky, 

expensive and has high cost of implementation. 
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Some other techniques that exist in research literature that attempt to address some, 

if not all, of the issues identified are given in Section 2.2.6. However, even these techniques 

do not completely address the issue that is being dealt with in this research.  

5.3 MATHEMATICAL MODEL OF THE CURRENT SENSOR 

A rational approach to solving the problem at hand is to form a mathematical model 

of the system. The system in an abstract sense can be represented in the following manner, 

1 1( , , , )   , , , ,n m
sc scI f I D I D Iψ φ ψ φ × ×= ∀ ∈ ∈
� � � � � � � � � �

� �  
(69) 

where scI
�

 is the output of the sensor and ( , , , )I D ψ φ
� � � �

 is the effect due to multiple magnetic 

fields of all the conductors, while f(.) is an operation on ( , , , )I D ψ φ
� � � �

 that gives scI
�

. To 

obtain such a model an experiment was performed where the OCV and SCC were recorded 

as the XFC was moved away from the conductor at a fixed value of primary conductor 

current. This experiment was repeated at different primary current values. The plots from 

this experiment are shown in Figure 5.4 and Figure 5.5. 

 

 

Figure 5.4: SCC vs. primary current recorded at different distances of the core from 

the conductor 
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Figure 5.5: SCC vs. distance of the core from the conductor recorded at different 

values of primary current 

It can be observed in Figure 5.4 and Figure 5.5 that the SCC of the current sensor is 

directly proportional to the current flowing in the nearby conductor and inversely 

proportional to the distance from it. Using nonlinear curve fitting techniques, functions for 

the SCC were found. In general the equations for the SCC can be modeled as shown in 

(70). 

pri

OC

I
V

d γ
β

=
 

pri

SC

I
I

dγ
α

=
 

Zβ α=  (70) 

where Z is Voc/Isc and is fixed, α is dependent on the core properties, structure, and 

frequency of primary current, and γ is a constant for all geometries and close to 1. In the 

case of a core with cylindrical cross section as shown in Figure 5.6, the value of α is given 

by [14]  

( )
3

5

2

1
0.9 10 . . . .

2ln 1
i

i

l
f D

D l
D

α −≅ ×
−

 

(71) 
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Figure 5.6: A cylindrical core coil geometry 

However, in the case of other complex core geometries, a closed form solution for α 

is not possible to find. It is required to be computed from experimental results or through 

FEA simulations. 

Incorporating the knowledge of α and γ in (71) gives a relatively simple equation for 

the SCC measured by the sensor which is given as 

pri

SC

I
I

d

α
=  (72) 

In principle, either SCC or OCV can be used for determining the current in the 

nearby asset. Without any loss of generality, SCC shall be used in the analysis to follow.  

Figure 5.7 shows a 3-D plot with SCC as a function of primary current and distance 

of the core from the conductor obtained from the model obtained in (72).   

  

Figure 5.7: 3-D plot of the modeled SCC as a function of primary current and distance 

...

...

...

...

...
...

...
...

DD
i

Core

Coil

Coil

l

lc

0
200

400
600

800
1000

0

5
10

15
20

25

0

5

10

15

Primary Current I [A]
Distance [inches]

S
C

 C
u

rr
e

n
t 
[m

A
]



112 

5.3.1 Error Model in a Single Sensor Case 

Using the model developed in the previous sub-section, (68) can be re-written as  

1 2

1 2
1 2

1 2

cos cos ... cos
njj j

n
sc n

n

I eI e I e
I

D D D

φφ φ αα α
ψ ψ ψ= + + +�  (73) 

to incorporate the far-field contributions into the measurement results.  

To get an intuition of the percentage error introduced in measurements, consider a 

specific scenario obtained from the geometry shown in Figure 5.8 where  

( )

( )

1 2

1 2

1 2

2,  1,

( , ) ( , ),

, 0,

, 0.

n m

D D D d D d

ψ ψ ψ

φ φ φ

= =

= ≡ +

= ≡

= ≡

�

� �

� �

 

 

Figure 5.8: Special case of Figure 5.3 with n = 2 and ψ = 180o 

Isc measured by the sensor S1 is given by 

1 2
s

I I
I

d D d

α α
= +

+  
(74) 

If Isc was used to measure the primary current I1, then the measured current would 

be given by 

1 1 2

d
I I I

D d

 = +   +
�

 
(75) 

where 
1I�  is the estimated current. 

Equation (75) shows that there is an inherent error in the primary current 

measurement given by 
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2

SingleCore

2

0 0I

e d
I Otherwise

D d

 ==       +  

(76) 

The above result shows that Isc, which is representative of the magnetic field around 

the asset, would give erroneous primary current measurement because of the presence of 

the far magnetic field.  

An observation that is made in the analysis performed above is that there is lack of 

system information.  Only one sensor is available for decoupling the interaction between 

far and near magnetic fields and thus the task is not achievable. Therefore, the dimension 

(value of m) of the output needs to be increased to extract more information from the 

system. 

5.4 DUAL-CORE TRIANGULATION METHOD 

If two sensors were considered to be spaced at a known distance x from each other, 

due to the presence of two cores some additional information can be extracted to reduce 

the error in measurement. Note that d and x are much smaller than D. Consider the 

geometry shown in Figure 5.9, where S2 is the second sensor core at a distance x from S1. 

The parameters of the governing equations are given by 

( )

( )

1 11 12

2 21 22

11 21 21 22

1 2

2,  2,

( , ) ( , ),

( , ) ( , ),

, , , 0,

, 0.

n m

D D D d D d

D D D d x D d x

ψ ψ ψ ψ ψ

φ φ φ

= =

= ≡ +

= ≡ + + +

= ≡

= ≡

�

�

� �

� �

 

 

Figure 5.9: Same system as in Figure 5.8 but with two sensor cores  
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The SCC induced in the two sensor cores, Is1 and Is2, is given by  

1 2
1s

I I
I

d D d

α α
= +

+  
(77) 

1 2
2s

I I
I

d x D x d

α α
= +

+ + +  
(78) 

Subtracting (78) from (77), and using the assumption that D is very large as 

compared to x and d, I1 is obtained as  

( ) ( )1 2
1

s sI I d d x
I

xα

− +
=

 
(79) 

Due to the assumption in the calculation of I1, there is still an error in measurement given 

by  

2

2

0 , 0

( )
,

( )( ( ))

I

e d x d
I Otherwise

D d D x d

 =  = +      − − +   

(80) 

A plot showing the measurement errors using the two approaches for different values 

of I2 and D is shown in Figure 5.10. It can be seen that the error when two cores are used 

is always less than the error when only a single core is used. Moreover, as the distance 

between C1 and C2 increases, the error decreases. This decrease is faster in the case of two 

cores due to the presence of a quadratic (D2) term in the denominator.  

 

 

Figure 5.10: Errors in current measurement using the single core and two core 

methods. Note that I1 is constant at 100 A. 
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5.4.1 Preliminary Proof-of-Concept Experiment 

A preliminary experiment was performed to test the concept of using two sensor 

cores for measuring current in a utility asset. The test configuration is shown in Figure 

5.11 and the experimental results are shown in Table 5.2. Two cases were tested. I2 is zero 

in the first case when there are no far fields. I2 is non-zero and I1 is zero in the second case 

to represent the extreme case when there is no current in the conductor being monitored 

and high current in the conductor in the vicinity.   

 

 
 

a) Experiment configuration 

(b) Sensor Core 

used for the 

experiment 

Figure 5.11: Preliminary experiment validating the two core approach with 

specification Specifications: D = 267 mm, d = 27.5 mm, x = 20 mm, Core thickness = 

10 mm, Wire = 30 AWG, 100 turns 

Table 5.2: Preliminary Results of the Dual Core Approach 

I1 

(A) 
I2 (A) 

Isc1 

(mA) 

Isc2 

(mA) 

Single 

Core 

(A) 

Error 

(Single 

Core) 

(%) 

Two 

Core 

(A) 

Error (Two 

Core) (%) 

100 0 6.85 3.92 99 1 101 1 

500 0 34.3 19.6 496 0.8 505 1 

0 500 4.04 4.24 61 - 7 - 

0 900 9.01 9.34 135 - 11 - 
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Table 5.2 shows that even in the presence of zero current in C1, the single core 

approach showed 61 A and 135 A when the current in C2 was 500 A and 900 A 

respectively. However, the two core approach showed only 7A and 11A which is small and 

very close to the actual value. This experimental result validates the theoretical concept 

developed above. 

5.5 MULTI-CORE TRIANGULATION METHOD 

5.5.1 Use of Three Core-Coil Assemblies 

Although, using two cores instead of one reduces the error in current measurement, 

it still does not eliminate the error. Extending the concept of dual-core triangulation 

method (DCTM) further to include one more sensor core can help in introducing an 

additional level of insight into the system. In fact, it is found that for the system 

parameters given by  

( )

( )

1 11 12

2 21 22

3 31 32

11 12 21 22 31 32

1 2

2,  3,

( , ) ( , ),

( , ) ( , ),

( , ) ( 2 , 2 ),

, , , , , 0,

, 0,

n m

D D D d D d

D D D d x D d x

D D D d x D d x

ψ ψ ψ ψ ψ ψ ψ

φ φ φ

= =

= ≡ +

= ≡ + + +

= ≡ + + +

= ≡

= ≡

�

�

�

� �

� �

 

the error can be reduced to zero. The system configuration is shown in Figure 5.12. 

 

 
Figure 5.12: Same system as in Figure 5.8 but with three sensor cores  

The closed form solution for the estimated current is given by 
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( )( )( )
1 1s

A D x d x dd
I I

Dxα

 + + +  = −   
 (81) 

where 

( ) ( )2 2D A d x B d x= + + +  (82) 

2 1s s

d
A I I

x d
= −

+
, 3 1

2
s s

d
B I I

d x
= −

+
 (83) 

The approach developed above of using three sensor cores is a novel and an elegant 

way of solving the problem of multiple adjacent conductors. However, this approach 

requires the knowledge of d for calculating I1. This implies that, although, the above 

method is able to reject the effects of far-fields, a field calibration is still necessary for 

proper operation of such a sensor. Moreover, the system considered in the above analysis is 

highly symmetric comprising only two well aligned conductors, and the method works only 

when the two currents are in the same phase.  

5.5.2 Use of Six Core-coil Assemblies 

A logically extension to the concept of multi-core triangulation method (MCTM) to 

solve a general scenario requires increasing the dimensionality of the output, i.e. the value 

of m. As there are six unknowns, I1, I2, D, d, ψ and φ, it is rational for m to be at least six. 

Consequently, at-least six cores are required in the system to be able to solve for a closed 

form solution of I1.  

Furthermore, the cores need to be positioned in a specific manner relative to the 

conductor of interest to extract complete information of the system using the sensed short 

circuit currents. The proposed arrangement of the cores is shown in Figure 5.13(a).  The 

cores are arranged as couples in space, in such a fashion that the magnetic axis of one core 

is completely aligned with the near conductor, while, the magnetic axis of the other core is 

completely misaligned (90o space apart). Further, the core-couples Siy and Six are placed 

equidistant from the near conductor. All the three core-couples, S1x, S1y, S2x, S2y, S3x and S3y 
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are arranged next to a conductor as shown in Figure 5.13(b). For simplicity of notation, 

S1x, S1y, S2x, S2y, S3x and S3y are denoted as S1, S2, S3, S4, S5 and S6.  

 

(a) (b) 

Figure 5.13: Same system as in Figure 5.8 but with three sensor cores  

Suppose a far-field producing conductor C2 is present in the space at an angle ψ with 

respect to the near-field conductor C1, as shown in Figure 5.14(a). The vector field 

interactions due to both C1 and C2 will induce short circuit current in all the six cores, as 

shown in Figure 5.14(b). Note that BNi and BFi represent near and far-fields respectively, 

interacting with the ith core-coil assembly. 

To analyze the general scenario, the analysis is broken down into several cases to 

attain insight into the solution of the governing equations. These cases are discussed in the 

sections to follow.   

 

 

(a) (b) 

Figure 5.14: Same system as in Figure 5.8 but with three sensor cores  
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5.5.2.1 MCTM Case 1: ψ = 0, φ = 0 

Consider a case where ψ and φ are zero. This takes the discussion back to the 

spatially aligned conductors having no phase difference. The short circuit current induced 

in the six core-coil assemblies is given by 

1 2
1s

I I
I

d D d

α α
= +

+
 (84) 

1 2
2s

I I
I

d x D d x

α α
= +

+ + +
 (85) 

1 2
3

2 2
s

I I
I

d x D d x

α α
= +

+ + +
 (86) 

4 5 6 0s s sI I I= = =  (87) 

In a realistic scenario D can be a 50 - 100 times greater than d or x. Therefore, given 

that 

,D d x>>  

, a difference between (84) and (85) gives 

( )12 1 2 1s s s

x
I I I I

d d x
α

  = − =    + 
 (88) 

Similarly, a difference between (85) and (86)  gives  

( )( )23 2 3 1
2

s s s

x
I I I I

d x d x
α

  = − =    + + 
 (89) 

Dividing (88) by (89) and solving for d gives  

* 23

12 23

2 s

s s

xI
d

I I
=

−
 (90) 

Plugging the estimate of d, i.e. d* into (88) gives the value of I1 as 

( )* *
12*

1

sI d d x
I

xα

+
=  (91) 
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Is4, Is5 and Is6 do not give any information other than the fact that the far-off 

conductor is at ψ = 0. Therefore, the values of I2 and D are not possible to be found in 

this case.  

5.5.2.2 MCTM Case 2: ψ = π , φ = 0 

The short circuit currents induced in the six core-coil assemblies are given by 

1 2
1s

I I
I

d D d

α α
= −

−
 (92) 

1 2
2s

I I
I

d x D d x

α α
= −

+ − −
 (93) 

1 2
3

2 2
s

I I
I

d x D d x

α α
= −

+ − −
 (94) 

4 5 6 0s s sI I I= = =  (95) 

As in MCTM Case 1, it is possible to solve for d* and I1
*, however, the values of D 

and I2 cannot be found.    

5.5.2.3 MCTM Case 3: ψ = π/2, φ = 0 

The short circuit currents induced in the six core-coil assemblies are given by 

1 2
1 2 2s

I I d
I

d D d

α α
= +

+
 (96) 

( )
( )

21
2 22s

I d xI
I

d x D d x

αα +
= +

+ + +
 (97) 

( )
( )

21
3 22

2

2 2
s

I d xI
I

d x D d x

αα +
= +

+ + +
 (98) 

2
4 2 2s

I D
I

D d

α
=

+
 (99) 

( )
2

5 22s

I D
I

D d x

α
=

+ +
 (100) 
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( )
2

6 22 2
s

I D
I

D d x

α
=

+ +
 (101) 

Dividing (100) by (99), and (101) by (99) gives (102) and (103) respectively: 

( )

2 2
5

1 22
4

s

s

I D d
k

I D d x

+
= =

+ +
 (102) 

( )

2 2
6

2 22
4 2

s

s

I D d
k

I D d x

+
= =

+ +
 (103) 

Solving (102) and (103) for d gives 

( )
( )

1 2 1 2*

2 1 1 2

3 4

4 2 2

k k k k
d x

k k k k

+ −
=

− −
 (104) 

Plugging the value of d* in (102) the value of D is found as 

( )2*2 *
1*

1 1

d k d x
D

k

− +
=

−
 (105) 

Using d* and D*, the value of I2 is found as 

( )*2 *2
4*

2 *

sI D d
I

Dα

+
=  (106) 

Subsequently, the value of I1 can be found from (96) as 

* **
* 2
1 1 *2 *2s

I dd
I I

D d

α

α

 
 = − + 

 (107) 

5.5.2.4 MCTM Case 4: ψ ∈ [0, 2π], φ = 0 

The short circuit currents induced in the six core-coil assemblies are given by 

( )21
1 2 2

cos

2 cos
s

I D dI
I

d D d dD

α ψα

ψ

+
= +

+ +
 (108) 

( )
( ) ( )

21
2 22

cos

2 cos
s

I D d xI
I

d x D d x d x D

α ψα

ψ

+ +
= +

+ + + + +
 (109) 
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( )
( ) ( )

21
3 22

cos 2

2 2 2 2 cos
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I1 and d can be computed as in Cases 1 and 2 as 
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To compute the values of I2, D and ψ, the approach given in Case 3 can be followed. 

Define constants, k1 and k2, such that 
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Equations (116) and (117) can be solved to compute the value of cos(ψ) as 

( )
[ ]

2
1 1

2
3 5

1
cos

k D p

D p p
ψ

− +
=

−
 (118) 

where 
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Plugging the value of cos(ψ) back into (116) and (117) gives the value of D* as 
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where 
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The estimated value of ψ* is given by  
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Finally, the value of I2
* is given by 
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5.5.2.5 MCTM Case 5: ψ ∈ [0, 2π], φ ∈ [0, 2π] 

As previously, the governing equations are given by 
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Note that the governing equations in this case represent the most general scenario. 

As the computing power on the sensor is limited and is directly proportional to the power 

requirements, it is not feasible to compute a phasor quantity using the sensor. Therefore, 

in a realistic scenario only absolute quantities are available to the sensor for computing the 

system information. Clearly, in this case, it is quite tedious to compute the estimated 

values for the system parameters without valid assumptions. Squaring (122) and using the 

assumption that D >> d, x, the following equation is obtained: 
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If ψ is close to 0, (128) reduces to 
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Similarly, the other equations reduce to a similar form given by 
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Even if ψ is close to π/2, with the assumption that d << D, the same equations as in 

(129), (130) and (131) are obtained. Subtracting (130) from (129), and (131) from (130) 

gives 
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The last term in (132) and (133) can be neglected relative to the first term under 

the assumption that either the currents are nearly the same, or I1 is relatively large as 

compared to I2. Another interesting observation is, under the assumption that I1/I2  > 1, 

the constraint on ψ can be relaxed. Therefore, for all ψ between 0 to 2π, the same 

equations are obtained as given in (132) and (133), if the last term was neglected. This 

makes the solution-set of Case 5, the most general solution-set, giving the final equation as 
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If M is nearly equal to 1, (135) reduces
 
to a quadratic equation that has a solution given

 
by 
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If M is not equal to 1, the third order polynomial (135) has to be solved for d using non-

linear equation solving techniques.  

Once d* is found, I1 can be easily found using 
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The values for I2, D, and ψ can be found as in Case 4.  

In Case 5, as the complexity of the governing equations is high, it is not possible to 

compute φ. One method to compute the phase could be to perform phasor analysis of the 

sensed currents; however, it requires additional computational power, and therefore, 



126 

energy. As this research targets low-power application, for all practical purposes 

computation of phasors is avoided.  

All in all, with MCTM, the current in the near conductor, current in the far-field 

conductor, position of the far-field conductor with respect to the near conductor, and 

distance of the sensor cores from near-field conductor can be found with a fairly high level 

of accuracy.     

5.5.3   Simulation Studies using MCTM 

Simulation studies were conducted using MATLAB® to test the validity of the 

developed current sensing method. As the focus of the triangulation method is 

computation of current by decoding the information on the geometry of the far-field and 

near-field assets, the simulation studies were conducted to test the errors in near-field 

current under various cases. The parameters chosen for the study with their step sizes are 

shown in Table 5.3.  

Table 5.3: Parameters for the Simulation Study 

Parameter Min Value Max Value Step Size 

I1 100 A 1000 A 100 A 

I2 100 A 1000 A 100 A 

D 1 m 2 m 0.5 m 

ψ 0 2π π/3 

φ 0 2π π/3 

d 3 cm 3 cm 0 

x 1 cm 1 cm 0 

   

A total of 36 surface plots showing the error in computation of I1 for all the 

combinations of ψ, φ, D, I1, and  I2 can be found in Appendix C. Some of the interesting 

cases are presented in Figure 5.15. Note that every plot has three graphs, showing three 

different error surfaces for three different D. The absolute value of error surfaces increases 

with a decrease in D. 
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(a) (b) (c) 

Figure 5.15: Same system as in Figure 5.8 but with three sensor cores  

As expected, it is observed in Figure 5.15, that the errors for most cases are quite 

low, and in some cases even less than 0.5%. However, as it was highlighted in the 

discussion in Section 5.5.2.5 that the ratio I1/I2 affects the errors in measurement, a ratio 

of less than 1 leads to relatively large errors. Therefore, for some cases the errors increase 

to as high as 20% when I1/I2 is close to 0.01. Although, the error is high, as the absolute 

value of current is low, the large errors may not cause a huge concern. Furthermore, the 

large errors are seen in the cases with the lowest value of D (1 m). For higher D values, 

the errors reduce exponentially to zero.  

5.5.4 Advantages and Limitations of MCTM 

Overall, the proposed technique of MCTM for current sensing is novel and proves to 

be promising. The two major issues, introduced in the beginning of this chapter, related to 

self-calibration and far-field rejection are solved with the use of MCTM. Moreover, the 

errors in measurement are found to be fairly low in most cases. However, certain 

limitations of the MCTM technique are highlighted below: 

• It requires 6 core-coil assemblies; therefore, the method is relatively complex 

• For I1/I2 << 1, and d/D > 10%, the errors in measurement of I1 increase  

• It requires a relatively higher computing power and therefore energy 

Further, with the use of MCTM (apart from I1) I2, D, ψ, and d can also be 

computed. However, the information on I2, D and ψ although helps in improving the 

accuracy of measurement, it does not have any significance from a current sensing 

perspective. Therefore, if it was possible to reject the effects of far-fields, rather than 
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focusing on computing the exact values of these parameters, the method would bode more 

practical relevance.  

5.6 CONCLUSIONS 

This chapter addressed some of the major challenges of using a Stick-on open core-

coil assembly for current sensing. Two distinct challenges were identified, namely, the 

ability of the sensor to self-calibrate and the ability to reduce crosstalk or reject the effects 

of far-fields. A novel method for current sensing called the multi-core triangulation 

method, which uses six core-coil assemblies specially arranged in space, was proposed, 

developed, and tested through extensive simulation studies. The MCTM method was able 

to solve both the problems pertaining to self-calibration and far-field rejection, and was 

able to estimate the value of current in the near conductor with a high degree of accuracy 

for most cases. However, it was observed that in certain cases, the method gave relatively 

higher errors. Furthermore, as the method uses six core-coil assemblies it tends to be 

slightly bulky and complex.  Moreover, it requires relatively large computational power 

and therefore energy. Nevertheless, it is novel method of solving two very difficult 

problems of current sensing. Further, the complexity of MCTM can be reduced by 

decreasing the dimensionality of the problem, and considering that the only parameter of 

interest is I1. Reduction of the MCTM to a more practical method is presented in the next 

chapter.  
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CHAPTER 6                                                      

SMART DUAL-CORE TRIANGULATION METHOD FOR 

CURRENT SENSING 

6.1 INTRODUCTION 

In the previous chapter, a novel multi-core triangulation method (MCTM) for 

current sensing was introduced that could solve the problems of self-calibration and far-

field rejection. However, the complexity of the introduced method is relatively high. 

Further, it has the ability to compute the values of parameters such as I2, D, and ψ, apart 

from computing I1. These parameters give a greater insight into the system configuration, 

and help in decoding the parameter of interest, i.e. I1. However, their accurate 

computation does not hold a large significance from a practical view. Therefore, if the 

focus is shifted from accurate computation of the external parameters (I2, D, and ψ), and 

laid only upon the computation of I1, the dimensionality of the problem can be reduced 

without losing information. This way the computational effort can be greatly simplified 

and complexity of the method can be reduced. This chapter introduces a more practical 

method that reduces the dimensionality of the MCTM current sensor without losing 

information.  

In this chapter, a framework for the new reduced MCTM technique is developed. 

The technique is extensively tested through simulations, and finally, a prototype smart 

current sensor incorporating the method and algorithm is built and tested in the 

laboratory on an ACSR conductor. This chapter also discusses some practical issues of 

implementing the smart current sensor in a realistic utility environment and presents all 

the design constraints.     
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6.2 USING HISTORICAL DATA AND VARIABILITY 

In the most general scenario, it is evident that with less than six core-coil assemblies, 

the information collected is not sufficient to compute the parameter of interest, I1. In such 

a case, the information gathered by the sensor cores inhibits the ability to reject the far-

fields and simultaneously self-calibrate. However, it should be noted that the current 

sensor will be used in utility applications where it will be installed on the asset for 

extended periods of time, nearly 20 - 30 years. If the current measurement algorithm is 

designed in such a manner that the sensed parameters and measurement values are stored 

in an onboard memory, then, over time it may be possible to gather enough information to 

decouple the effects of far-fields from near fields. This idea will work only if the geometry 

of the nearby assets is fairly constant (or slow changing) with respect to the change in 

current in the asset. The assumption is true for utility applications.  

Further, the current flowing in utility assets is not constant and varies over time. 

Therefore, although the geometry of nearby assets may be fairly constant over extended 

periods of time, the currents in all the assets are bound to vary relatively fast. This 

variability in current flowing in the assets can be leveraged to collect more data points and 

can be used to estimate and refine present measurements. Ultimately, eliminate the 

requirement for field calibration at the time of installation. It is expected that in this 

method, the sensor may require an initial period (depending on the application) right after 

the installation to gather information so that statistical estimation algorithms can be 

executed over time to converge to a solution. Using this concept, during the initial learning 

period it may be possible to provide a level of confidence to the measurements, which may 

be low to begin with, and as the gathered data increases over time the confidence level of 

the measurements will improve.  

6.3 ‘SMART’ DUAL-CORE TRIANGULATION METHOD 

It was mathematically proved in Section 5.4, that the error in measurement due to 

far-fields is reduced dramatically with the use of two sensor cores. Further, it was also 
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proved that at-least two core-coil assemblies are required to reject far-fields. Far-field 

rejection is impossible with the help of only one core. This gives a lower bound to the 

dimensionality of the problem (mmin = 2). 

6.3.1 Solution Methodology 

Consider a general scenario with two core-coil assemblies, configured as shown in 

Figure 6.1. The near conductor strongly couples with the two sensor cores and produces a 

magnetic field along the magnetic field axis of the cores. On the other hand, the far 

conductor produces a magnetic field at an angle of say, ψ1 and ψ2 with respect to the two 

sensor cores. The short circuit currents induced in the two sensor cores will be given by 

1 2
1 1

1

coss

I I
I

d D

α α
ψ= +

� �
 (138) 

1 2
2 2

2

coss

I I
I

d x D

α α
ψ= +

+

� �
 (139) 

where 

1
2 2

2
1 cos

4

x
D D Dx ψ

 
 = + −    

1
2 2

2
2 cos

4

x
D D Dx ψ

 
 = + +    

1

1

cos
2

cos

x
D

D

ψ

ψ

  −   
=

 
2

2

cos
2

cos

x
D

D

ψ

ψ

  +   
=

 

1,2 1,2
jI I e φ=�  

 



132 

 

Figure 6.1: A general system geometry showing the presence of far-fields produced by 

far off conductor carrying current I2 that couples with near fields produced by 

conductor carrying current I1  

I1 and I2 are considered to have a phase angle difference of φ between them. In (138) 

and (139) I1, I2, d, D, φ and ψ are the unknowns, for a total of six. There are only two 

equations available to extract these unknowns. If another set of sensed information is 

available, assuming that the geometry and other external conditions (D, d, φ and ψ) do 

not change, it would be possible to have four equations. I1 and I2 could have changed from 

the previous sensed time. Hence, there are eight unknowns and four equations. If the 

sensed information is again gathered and saved, this would lead to ten unknowns and six 

equations. Over a period of time a lot of sensed information can be collected and in 

general, if there are n equations there would be n+4 unknowns. With the knowledge of 

history of measurements, it is possible to gradually estimate the position of the two sensor 

cores with respect to the nearby and far-off conductor and concurrently find an improved 

estimate of the current flowing in the nearby utility conductor. This idea of using 

historical measurements for estimating the present values is at the heart of the smart 

current sensing algorithm. 

Therefore, if it is assumed that the current values in the nearby and far-off utility 

conductors naturally change over the course of time, it would be possible to estimate the 
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parameter of interest, i.e. nearby conductor current. This assumption is valid in almost all 

utility scenarios where the utility conductor current is always associated with some 

variability over a period of time.  

To formulate an algorithm that could help in solving for the parameter of interest, 

i.e. I1, some indicators need to be defined. Over a period of time, the indicator serves to 

provide a confidence level to the current measurements. Suppose Ic and Id are the common 

mode and differential mode SCCs from the two sensors respectively, such that 

1 2c s sI I I= +  (140) 

1 2d s sI I I= −  (141) 

Also, a term called the Far Field Rejection Ratio (Fr) is defined and is given by  

d

c

I
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I
=  (142) 

6.3.1.1 Smart DCTM Case I: ψ = 0, φ = 0  

Suppose, ψ and φ are 0. The configuration shown in Figure 6.1 is reduced to the one 

shown in Figure 5.8. However, here d is unknown. Plugging ψ and φ as 0 in (138) and 

(139) and simplifying the expressions gives 
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Consider the two extreme conditions,  

• When I2 = 0, 
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A plot is shown in Figure 6.2 to understand the variation of Fr with the change in 

currents in the two conductors.  

  
(a) (b) 

Figure 6.2: Fr plotted against the primary current. The different curves are at different 

values of I2.  

It can be observed that when I2 = 0, Fr is a straight line that does not change with a 

change in I1. This implies that in the presence of no far fields, Fr is a constant. Moreover, 

in the absence of near fields when I1 = 0, Fr is again a constant, although it has a different 

value. Another, observation is that for non-zero values of I1 and I2, curves increasing in a 

polynomially concave fashion are obtained. The minima for all such curves is the same and 

is given by Fr = β2/γ2 when I1 = 0. Furthermore, all such curves are asymptotes to the line 

given by Fr = β1/γ1; hence, this value of Fr is a maxima for all such curves. 

If the sensor keeps measuring the current over a period of time and keeps storing the 

maximum and minimum value of Fr, it would be possible to determine d and D as given 

by  

( )
( )

*1

1

1
1

2 2
r

r

x x
max F d

d x max F

β

γ

  = = ⇒ = −  +  
 (145) 

( )
( )

*2

2 2 2
r

r

x x
min F D

D min F

β

γ
= = ⇒ =

 
(146) 

0 200 400 600 800 1000
0

0.05

0.1

0.15

0.2

0.25
D = 250 mm, d = 20 mm, x = 10 mm, ψ = 0 

Primary Current I
1
 (A)

F
r

0 2 4 6 8 10

0

0.01

0.02

0.03

0.04

0.05
D = 250 mm, x = 10 mm, sai = 0 

Primary Current I1 (A)

F
r

X: 0

Y: 0.02



135 

Subsequently, I1 and I2 can be found by using (140) and (141), i.e. using the 

indicators Id and Ic, in the following manner: 
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Where, I1
*
 and I2

* are estimates of I1 and I2 respectively. The values of β1, β2, γ1 and 

γ2 would improve over a period of time due to an improvement in the estimates of d and 

D. Consequently, result in an improvement in the estimation of I1 as well. 

6.3.1.2 Smart DCTM Case II: ψ ∈ [0, 2π], φ = 0  

Suppose that the spatial angle ψ of the far-field is non-zero. New values for β1, β2, 

γ1, and γ2 are given as, 
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To get further insight, the variation in Fr is plotted against different values of 

currents in the two conductors for two different spatial angles. The results are shown in 

Figure 6.3.  

It can be observed that the nature of Fr is the same as in the case of zero spatial 

angle whenever,  

90 90ψ− ° ≤ ≤ °  

However, the nature of the Fr curves change completely from being polynomially 

increasing concave curves to curves that have a discontinuity whenever, 

90 270ψ° ≤ ≤ °  
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(a) (b) 

Figure 6.3: Fr plotted against primary current for (a) ψ = 45°°°° and (b) 170°°°° 

The discontinuity can be explained through the definition of Fr, i.e. ratio of Id and Ic. 

When Ic goes to zero, Fr tends to infinity. Mathematically, 
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When ψ  is in the 1st and 4th quadrant, the value of cosine is positive, and therefore, 

Ic can never be zero. However, whenever ψ is in the 2nd or the 3rd quadrant, the value of 

cosine is negative, and hence, Ic can become zero for a particular combination of I1 and I2 

( )1 2 ,   0c
r

I I I
F

finite otherwise

 ∞ ∀ == 
 

If the extreme cases of I1 = 0 and I2 = 0 are considered as before, it is found that it 

is still possible to calculate d from the above equations. Consider again, the two extreme 

cases, 

• When I2 = 0 
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• When I1 = 0 
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It is possible to calculate d from the above equations. However, it is not possible to 

decouple D and ψ from the highly non-linear underspecified equation. Nevertheless, it is 

possible to compute an effective D*, which is a function of D, ψ and x. As before, the 

values of d* and D* can be used to compute the values of I1. 

6.3.1.3 Smart DCTM Case III: ψ ∈ [0, 2π], φ = [0, 2π] 

The phase angle between the two currents is now assumed to be non-zero to 

introduce a further level of complexity to the governing equations.  Without any loss of 

generality, it can be assumed that I1 is the reference current, and the other conductor is 

phase φ apart. Taking the phase angle into consideration leads to the following set of 

equations: 

( ) ( )1 1 2 2 2 2cos sindI I I j Iβ β φ β φ= + +�
 (148) 

( ) ( )1 1 2 2 2 2cos sincI I I j Iγ γ φ γ φ= + +�
 (149) 

As discussed before, the general nature of Fr under various conditions can help in 

determining the parameters of interest. The interaction between φ and ψ causes different 

characteristic curves. In fact, it can be shown that there exist two such distinct sets of 

characteristic curves based on the position of φ and ψ on the Cartesian plane. These two 

distinct sets of characteristic curves for Fr are obtained due to the effect of the product 

cos(ψ)cos(φ) terms in Id and Ic. If two sets S and O are defined, such that   

When, ( )cos( )cos 0 ψ φ >  
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( ) ( ){ , } /2, /2 { , } /2,3 /2S φ ψ π π φ ψ π π   ⊆ ∈ − ∈   ∪  

When, ( )cos( )cos 0 ψ φ <  

( ) ( ) ( ) ( )  /2, /2 , /2,3 /2 /2,3 /2 , /2, /2O φ π π ψ π π φ π π ψ π π   ⊆ ∈ − ∈ ∈ ∈ −   ∪   

, when ψ and φ are in the S-set, the Fr characteristic curve shown in Figure 6.4(a) is 

obtained. While, when φ and ψ are in the O-set, the Fr characteristic curve shown in 

Figure 6.4(b) is obtained.  

    
(a) (b)  

Figure 6.4: Nature of Fr curves under two different scenarios (a) φ and ψ in S-set, (b) 

φ and ψ in the O-set 

The S and O sets are depicted in Figure 6.5, with one example geometry for each 

case.  

The plots for Fr versus I1 and I2 for different spatial and phase angles were 

computed. A total of 36 plots showing the nature of the Fr curves are shown in Appendix 

D. Two distinct types of Fr plots, shown in Figure 6.6, are observed.  
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φ and ψ are in the S-set 

  

φ and ψ are in the O-set 

Figure 6.5: S-set and O-set pictorially represented  

  

(a) (b) 

Figure 6.6: Variation of Fr with changes in I1, I2, ψ and φ  

Using these characteristics the values of d and D can be estimated as follows:  

If ψ and φ are in the S-set. 
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• If I2 = 0 
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• If I1 = 0 
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If ψ and φ  are in the O-set. 

• If I2 = 0, I1 = Large (say, I1>IB) 
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• If I1=0 
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The algorithm that is presented above can be used to estimate the value of I1. 

However, in the most general case, the complexity of the problem demands the 

dimensionality of the output vector to be increased by at-least one. In other words, it is 

not possible to estimate the current in the primary conductor with a high level of 

confidence, if the information on the sets where φ and ψ belong is not available.  

6.3.1.4 S-set versus O-set 

As the sensor proposed in this research is powered through an energy harvester, the 

energy harvester can potentially act as another source of information. The energy 

harvester can be used momentarily for sensing current; therefore, provide sanity check on 

the sensed results obtained from the two sensor cores. This approach is quite attractive as 

it allows more information to be gathered without adding any new hardware.   
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The way sanity check works is as follows: The algorithm provides two different 

values of d, namely dO and dS based on the fact that φ and ψ are in the S-set or in the O-

set. The energy harvester is then used to compute the error in measurement of d* using the 

S-set results and the O-set results. The set which gives lower error is used for future 

estimations. In this manner, the energy harvester is used once every few measurements to 

realign the sensor with the correct far-field position and phase.  

Assume without any loss of generality that the energy harvester is in between the 

two sensor cores. The SCC produced by the energy harvester would be given by  

1 2 cos

2

EH

I I
I

x Dd

α α
ψ= +

+
 

(150) 

Mathematical simplifications using (138), (139) and (150) give 

( )
( )2

d deh
sanity

deh d

x I I
d

I I

−
=

−
 (151) 

where Ideh = Is1 – IEH. 

The value of d, i.e. dsanity, obtained above is not accurate. However, it is used as a 

sanity check against which the estimated d from the two different calculations can be 

compared, and are given by 

,
sanity o

O

sanity

d d
e

d

−
=  .

sanity S

S

sanity

d d
e

d

−
=  

Further, if eO < eS , β1O, γ1O, β2O, γ2O are used, otherwise β1S, γ1S, β2S, γ2S are used for 

computation of I1 using (17). 

The analysis of Fr and its effects on estimating the current, performed in this 

section, was used to formulate a smart algorithm for current sensing. The flow chart of the 

algorithm is shown in Figure 6.7. 
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Figure 6.7: Flowchart for the smart DCTM algorithm  
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6.3.2 Confidence Index 

The smart DCTM algorithm is based on the assumption of variability in asset 

currents for successful convergence of sensed results and minimization of error. As the 

variability in current has a random behavior, it may take some time before the sensed 

result converges. Therefore, quantifying the time it takes for solutions to converge is highly 

essential from a practical standpoint. However, the task of quantifying the time of 

convergence is not straightforward, as the sensor is essentially blind. In fact, for the sensor, 

the sensed results are the true values and the sensor doesn’t have any baseline to compare 

its sensed results with. Nevertheless, in a realistic utility asset monitoring application, it is 

essential to predict, if not time of convergence, some confidence level associated with the 

measured results which can help operators in decision making.   

As the smart DCTM algorithm requires storage of Fr in the sensor memory, the 

history of Fr and changes in it over time can be used to associate a confidence level to the 

presently sensed current. Three distinct parameters that can be used to determine the 

confidence of measurements are given in the sections below. 

6.3.2.1 Absolute Change in min(Fr), max(Fr) or min(Fr|I1
*>IB)  

Any changes in min(Fr), max(Fr) or min(Fr|I1
*>IB), would imply that the algorithm 

is still learning the geometry of assets around it and trying to settle down to a stable 

value. As the changes in min(Fr), max(Fr) or min(Fr|I1
*>IB) start decreasing, the 

confidence of measurement should increase. 

6.3.2.2 Number of Measurement Samples Since min(Fr), max(Fr) or 

min(Fr|I1
*>IB) Last Changed 

The confidence of measurement should increase with an increase in the number of 

measurement samples since the last change in min(Fr), max(Fr) or min(Fr|I1
*>IB). This 

condition is in accordance with the intuitive justification that if the change in min(Fr), 

max(Fr) or min(Fr|I1
*>IB) has seized over time, the algorithm has converged to the true 

solution; greater this time interval, greater the confidence.   
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6.3.2.3 Difference between max(Fr) and min(Fr), or min(Fr|I1
*>IB) and min(Fr), 

whichever is applicable  

The most distinct mathematical indicator that differentiates a non-convergent result 

from a converged solution is the difference between max(Fr) and min(Fr), or min(Fr|I1
*>IB) 

and min(Fr), whichever is applicable. The difference between the two should increase over 

time as the result approaches the true solution.  

6.3.2.4 Confidence Index Formulation 

The three distinct indicators of convergence can be combined together to form a 

single confidence index (CI), given by  

( )( ) ( )max( )
1 2 31 1 100

Fs

Fs

N

d DN
d D

d

F F
CI w F F w e w

F

   − = − ∆ ⊕∆ + − + ×        

Where  

w1, w2 and w3 are the weights, 

Fd = max(Fr)k or (min(Fr|I1
*>IB)k whichever is applicable 

FD = min(Fr)k 

∆Fd = (max(Fr)k – max(Fr)k-1) or (min(Fr|I1
*>IB)k – min(Fr|I1

*>IB)k-1) whichever is 

applicable 

∆FD = min(Fr)k – min(Fr)k-1 

k = sample corresponding to the last change in max or min Fr  

NFs = number of samples since kth sample 

Note that ∆Fd and ∆FD cannot be non-zero at the same time as the updating of Fd 

and FD are mutually exclusive events. Therefore, they have been ORed.   

Further, the equation for confidence index given in this text is only one way of 

combining the three indicators to form a confidence index; there may be multiple ways of 

melding the indicators to form a robust confidence level.  
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6.4 PRACTICAL ISSUES ADDRESSED 

The ‘smart’ DCTM method for current sensing promises to solve both the problems, 

identified in Chapter 5, of self-calibration and far-field rejection. Moreover, it achieves this 

functionality with only two sensor cores and one energy harvester. As the energy harvester 

is already present in the sensor, no additional hardware is needed. Further, the 

computational burden on the microcontroller is significantly reduced as compared to 

MCTM. In addition, the complexity of implementing the smart DCTM method is 

relatively low. Therefore, the smart DCTM algorithm provides an intelligent low-cost 

solution to current sensing.     

However, till now, all results found are for a two dimensional system with infinitely 

long conductors. Note that the assumption of having fairly long conductors is valid in most 

utility applications as the size of sensor itself is quite small as compared to the length of 

the asset where the sensor is used. Nonetheless, the need for a 3-D analysis in addition to 

the 2-D analysis is discussed in this section.  

In addition, till now, the analysis considered only one far-field producing asset. In a 

realistic scenario, such as a secondary utility network, there may be many assets present in 

the vicinity. All the assets could carry current and produce crosstalk with the sensor. 

Therefore, generalization of the algorithm to a case with multiple assets present in the 

vicinity of the sensor is required. All these practical issues, with some additional issues 

related to errors in measurements and bounds on D and x have been discussed in this 

section.     

6.4.1 3-D Versus 2-D Analysis 

To justify the generality of the two dimensional analysis performed till now, consider 

a three dimensional system shown in Figure 6.8. In this system, the conductor of interest 

C1 is close to the sensor and oriented parallel to the zy-plane passing through (x1,y1,z1). 

Further, a kth far-field producing conductor CK is oriented randomly in space. Moreover, a 

sensor S is located at (xs,ys,zs) which is at a distance d from C1. Without loss of generality, 
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the magnetic axis of the sensor S is assumed to be in the z-direction. The area of the 

sensor coil is Ac. D is the perpendicular distance of the sensor at (xs,ys,zs) to conductor CK. 

For simplicity, only one sensor is considered, although the method can be repeated for a 

second sensor also to make it applicable to the DCTM algorithm. 

 

Figure 6.8: Magnetic fields in 3-D space  

The fields induced at the sensor produced by C1 and CK are together given by 

1s KB B B= +
� � �

 (152) 

where 
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1 1 ,z z
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κ
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� � �
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( ) ( ) ( ) ( ) ( )( ) ( ) ( )
sin cos sin sin cos ,K K K

K K x K K y K z

I t I t I t
a a a

D D D

κ κ κ
ψ δ ψ δ ψ= − +
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ψK = projection angles of BK with respect to the z-axis, 

δK = projection angle of BK with respect to x-axis, 

κ = the constant of proportionality, 

ax, ay, az = unit vectors in x, y and z directions.  

The voltage induced in the coil at S is given by,  
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( )( ) ( ).sV t N B t A
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∂
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∂
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where .c zA Aa=
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Plugging the value for Bs into (153) gives 
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I t I t
V t NA

t d D

κ κ
ψ

 ∂ = +   ∂
 (154) 

The expression obtained in (154) clearly depicts that even in the most general 

scenario only those components of magnetic field affect the voltage induced on the coil 

which are in the direction of the magnetic axis. The functional form of the equation is the 

same as the one considered in Section 6.3 where the concept is first introduced and 

developed. A similar analysis can be repeated for any other conductor in space. Hence, all 

the analysis and results presented in this research are valid for 3-D cases and realistic 

scenarios where the conductors may be present anywhere in space. 

6.4.2 Multiple Far-off Utility Assets 

The proposed method is not limited to only two conductors and can be easily 

extended and used for a more general case where there are many conductors distributed in 

space and carry different magnitudes of current at differing phase angles. In the presence 

of multiple conductors in space, the governing equations will be given by 
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s k
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x d D

φαα
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=

  = +   +  
∑  (156) 

For simplicity, consider the kth conductor acting on the sensor cores. Further, for 

simplicity, consider only one core as the concept can be easily extended to the second core. 

The kth conductor produces an H-field of magnitude Hk in the direction of a unit vector ak  

which interacts with the core-coil assembly, as given in Figure 6.9(a).  
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Now suppose the k+1th conductor was energized. The k+1th conductor will also 

produce an H-field which has Hk+1 magnitude and is in the direction of ak+1 unit vector. 

The new field that interacts with the core-coil assembly is the vector sum of Hkak and 

Hk+1ak+1, given by Hrar, as shown in Figure 6.9(b) and mathematically represented as 
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Only that component of Hrar will induce a voltage in the core-coil assembly which is 

in direction of the magnetizing axis. The resultant H-field can be thought of as being 

created by a resultant asset carrying current Ir, at a distance Dr and spatial angle ψr.  
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(a) (b) (c) 

Figure 6.9: Use of superposition principle to lump the far-field conductors 
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This concept of superposition can be repeated for all the other assets to obtain the 

final resultant as shown in Figure 6.9(c) and mathematically represented as  
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Incorporating (162) and (163), in (155) and (156) gives 
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The functional form of equations (164) and (165) is the same as that of (138) and 

(139); therefore, the smart DCTM algorithm that was developed for a two conductor 

system will also work for a multiple conductor system.  

The above discussion shows that a change in system conditions over time, due to 

change in current, distance, or spatial angle of any one asset, would impact the location 

and current carried by the resultant asset. Essentially, the resultant becomes a single asset 

that moves in space and whose current changes over time. It seems that this moving 

resultant asset would demand the sensor to converge to the true solution before the 

resultant asset changes geometry. Therefore, the sensor may need to use the energy 

harvester more frequently than a two-conductor case to realign itself with the geometry of 

the assets around it. The sampling rate of measurements may also need to increase to 

converge faster. It appears that the computational burden would increase on the sensor in 

a general scenario.  

However, as it was highlighted earlier that the system geometry is fairly constant, 

and the only parameter that is expected to change relatively fast is the current in assets. 

Further, the absolute changes in current are small over time. These small changes in the 

asset currents provide the smart DCTM algorithm with the variability required to 
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converge to a solution with only minor changes in the position of the resultant asset. In a 

realistic scenario, the sensor would have enough time to converge to a solution before the 

position of the asset changes dramatically. Therefore, the computational power demand on 

the sensor would not increase in a practical application.   

6.4.3 Designing the Sensor 

This section provides basic equations to design the smart current sensor for a 

practical utility application. The discussion presented so far uses the terms far-fields and 

near-fields regularly. Far and near are relative terms. Quantifying the term far is essential 

for designing smart sensors for field applications. Further, the distance between the two 

sensor cores (x) is also critical for the smart DCTM algorithm to operate with low errors.  

The design of the smart sensor developed in this research can be performed by 

considering the worst case scenario. Worst case error occurs when φ and ψ are zero, and D 

is at its minimum (given multiple far assets). 

For a given application, it is possible to find a minimum distance (Dmin) of the far-

field such that for all D greater than Dmin, the sensor is able to reject the effect of the far-

fields and give close to accurate results. In general, if the error in measurement that is 

acceptable is emax% (given that the error is computed at I1 = 100 A) and the maximum far-

field current is I2max at which this maximum error occurs, then the limiting condition on D 

can be found using 

2max max

( )

( )( ( ))

d x d
I e

D d D x d

 +   <   − − + 
 (166) 

Simplification of  (166)  gives 
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2 2
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( 2 ) ( ) 1 0
I

D x d D d x d
e

  − + + + − >   
 (167) 

For instance, if x = 10 mm, d = 20 mm, e = 3% and the maximum far-field current 

at which the error occurs is 1000 A. Then, solving (167)  gives the range for D as,  

D > 472 mm 
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Furthermore, this range can be improved by reducing x.  

Alternately, x can be designed by fixing D to be its minimum expected value, rest of 

the parameters being the same. The value of xmax is given by 

( )

( )

2 2max
min 2max

max
max

2max min

100

100

e
D d I d

x
e

I d D d

− −
=

+ −
 (168) 

Further, as x is a physical dimension, it cannot be arbitrarily small. It has a 

minimum value determined mainly by practical sizes for cores  
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e
D d I d

x x
e

I d D d
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+ −
 

For instance, if d = 20 mm, emax = 3%, Dmin = 600 mm, the maximum far-field 

current at which the error occurs is 1000 A and the minimum allowable x is 10 mm. Then, 

solving (168) gives the range for x as 

10 mm < x < 28 mm 

Note that decrease in d increases the upper bound for x. Figure 6.10 shows surface 

plot for maximum bound on x for a set of constraints on emax, Dmin and d.  

 

Figure 6.10: Maximum bound on x given maximum permissible error emax with 

variation in Dmin and d 
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Based on requirements given by the utilities, these sensors are not required to 

compete with revenue grade current meters having errors less than 1%. Their main 

purpose is to indicate the level of current in a utility asset, and therefore, have some 

leeway on the percentage errors. The estimate on percentage errors for this sensor is on the 

order of 3 – 5%.  

6.5 SIMULATION STUDY 

Simulation studies were conducted to test the new current sensing technique using 

MATLAB® and validated using ANSYS® Maxwell. Different case studies were formed to 

test the algorithm under many different operating conditions. The different cases help in 

validating the performance and robustness of the algorithm and sensor under many 

realistic scenarios. All the case studies are analyzed in the following sub-sections.  

6.5.1 Case Study I: General Scenario 

To create a practical scenario, two current carrying utility conductors were 

considered. Both of them were programmed to carry RMS current that varied over time 

using a uniformly distributed random function. The plot for the RMS currents in the two 

conductors is shown in Figure 6.11. The randomness, seen in this figure, is present in the 

current even in the real world scenario. The statistic of the test currents are shown in 

Table 6.1.  

 

Figure 6.11: Profile of near-field and far-field producing currents I1 and I2 respectively, 

used for the simulation case study I.  
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Table 6.1: Statistics of the Currents used for Simulation Case Study-I 

Statistic I1 (A) I2 (A) 

Mean 494 480 

Standard Deviation 303 265 

(Minimum, Maximum) (0, 994) (0, 999) 

 

The ability of the algorithm to sense currents was tested using the percentage error 

in the estimated current as compared to the actual current. Further, the confidence index 

given by the sensor was also plotted on the same graph to test the correlation between the 

confidence index and the actual error. Note that in a real world scenario, computation of 

error would not be possible; nevertheless, the confidence index associated with each 

measurement given by the sensor would help in determining the percentage error. 

Therefore, in the simulation results, the confidence index is expected to be negatively 

correlated to the error.  

Thirty six different cases were simulated for all possible combinations of ψ and φ 

over (0, 2π) with a step size of π/3. A few diverse cases are shown here in Figure 6.12. The 

cases correspond to different spatial geometry of the two conductors and different phase 

angles between the currents in the two conductors.  

It can be observed that in all the cases, irrespective of the position of the far-off 

conductor with respect to the nearby conductor and phase angle between the two currents, 

the error goes down to near zero values after a few measurements. In all the cases, the 

error goes down from 100% to 30% in the first 10 samples, and progressively goes down to 

less than five percent in most cases by the 50th sample. Further, it is observed that the 

confidence index tracks the error very well on an average. During the initial few samples 

when the sensor is trying to learn the geometry, the confidence index is lower than 50 %; 

as the error goes down to less than 1 %, the confidence index also increases to 70 % ; and 

subsequently, increases further with an increase in data samples. At the 200th sample, the 

confidence index becomes nearly 85% for most cases, showing that the results have 



154 

converged and the sensor is giving good results. The confidence index goes to 100% 

exponentially with time.  

The results obtained in this case study show that the smart DCTM algorithm is 

indeed able to perform self-calibration of the sensor and is able to reject the effect of far-

fields without any prior information. Therefore, the smart DCTM algorithm provides a 

truly intelligent method for low-cost current sensing. 

Figure 6.12: Simulation results for different sets of φ and ψ, when D = 300, x = 20, d 

= 25. 
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6.5.2 Case Study II: Different RMS Current Profiles 

In this case study, the smart DCTM algorithm was tested on four different RMS 

profiles for I1 and I2. The RMS profiles were generated in a fashion similar to case study I. 

The statistics of all the RMS profiles are given in Table 6.2.  

The results of the simulation study are shown in Figure 6.13. As before, it can be 

seen that the error goes down to near zero values in all the cases. Further, the confidence 

index increases with a decrease in error.  

Successful results in this study show that even with different current profiles, 

assuming variability in the currents, it is possible for the smart DCTM current sensor to 

converge to the true solution.   

 

Table 6.2: Statistics of Different Profiles used for Simulation Case Study-II 

Statistic 
Profile A Profile B Profile C Profile D 

I1a (A) I2a (A) I1b (A) I2b (A) I1c (A) I2c (A) I1d (A) I2d (A) 

Mean 507 464 498 530 480 508 552 502 

Standard 

Deviation 
279 298 286 295 289 290 290 288 

(Minimum, 

Maximum) 
(0, 993) (4, 994) (3, 998) (1, 992) (0, 1000) (1, 995) (0, 992) (0, 989) 
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Profile A Profile B 

Profile C Profile D 

Figure 6.13: Simulation results for profile A, profile B, profile C and profile D, when D 

= 300 mm, x = 20 mm, d = 25 mm. 

6.5.3 Case Study III: Correlated Currents  

Till now, the far-field and near-field producing currents were considered to be 

independent. However, there may be cases where there is a high correlation between far-

fields and near-fields. The extreme case is when the same conductor loops around and acts 

as far-field to the sensor.  If it was assumed that the currents in the two branches are 

exactly the same, the smart DCTM algorithm would fail to converge. The reason behind 

this failure is that the sensor would keep collecting the same data (only scaled by a 

constant factor) over time; and therefore, the sensor would have infinitely many solutions 

to choose from. However, in practice the two currents would still not be exactly the same. 
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Other far-assets would interact with the loop to create some variability. This variability 

could be enough for the smart DCTM algorithm to converge to the true solution.  

In this simulation study, a minor variability in the two currents is created, such that 

1I I=  

2 ( ) jI I e πε= +  

Where  

( 4,4)ε ∈ −  

 Note that, I2 has π phase difference as compared to I1 as the same conductor loops 

around, therefore, the direction of current reverses. The plot of variability between the 

RMS values of I1 and I2 is shown in Figure 6.14(a). It can be seen that the variability is 

never more than ±4 A. Therefore, the currents are essentially of the same magnitude. 

Figure 6.14(b) shows the convergence of the smart DCTM algorithm in this case. In this 

simulation study, two more cases were simulated. These cases correspond to two 

conductors carrying currents of the same magnitude but 2π/3 and -2π/3 phase apart. 

These specific phase angles are chosen as they are common in power systems. The results 

for this case are shown in Figure 6.14(b) and (c). Again, it can be seen that the sensed 

current computed by the algorithm is able to converge to the true solution.  
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(a) (b) 

(c) (d) 

Figure 6.14: (a) Variability in current magnitudes of currents I1 and I2, (b), (c) and (d) 

show simulation results for two conductors carrying same magnitude of current shifted 

by 180o, 120o and 240o in phase, when D = 300 mm, x = 20 mm, d = 25 mm. 

6.5.4 Case Study IV: Three-Phase Conductors 

In a realistic system, such as a single circuit overhead distribution line, there are 

three conductors that ideally carry the same magnitude of current shifted by 2π/3 in 

phase. Assuming that the conductors have exactly the same current would be a 

misrepresentation of the practical system. Even in the case of three conductors carrying 

the same magnitude of current, it is perfectly valid to assume that there is some minor 

variability in the currents due to minor imbalances in the system. These imbalances are 

normally present in power systems. The variability may not be large, and yet, the 
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algorithm has the ability to self-calibrate, reject the effects of far-fields and find close to 

accurate results.  

To show that the smart DCTM algorithm works even in a three phase system, a 

three phase system is considered, such that the distance between any two conductors is 

300 mm and they are all in the same horizontal plane. The sensor is supposed to sense the 

current Ia in the A-phase conductor. The currents in B and C phases, Ib and Ic 

respectively, act as the far-field producing agents. The variability of currents is modeled 

similar to Case III, and the RMS value of current Ia is chosen to be the same as I1 in case 

III. The currents in phases B and C have some minor variability given by ε1 and ε2. 

aI I=  

2 / 3
1( ) j

bI I e πε= +  

2 / 3
2( ) j

cI I e πε −= +  

Such that, 

1 2, ( 4,4)ε ε ∈ −  

The plots for ε1 and ε2 are given in Figure 6.15(a) and (b). It can be observed that 

both ε1 and ε2 are always limited between the ±4 A.  

The error between actual Ia and the value of Ia computed by the smart DCTM 

algorithm is presented in Figure 6.15(c). It can be seen that the algorithm performs well, 

and is not affected by the presence of multiple conductors in the vicinity. Further, the 

small variability in the three phase currents is enough for the algorithm to converge to the 

true solution of the currents.  

Successful demonstration of the algorithm in a three phase system also proves that 

the two far conductors can be indeed considered as a single resultant conductor by the 

sensor for rejecting the far-fields. Therefore, even for a general n conductor case, the sensor 

would converge to the true solution.   
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(a) (b) 

 

(c) 

Figure 6.15: (a) and (b) show variability between magnitudes of Ia - Ib and Ia - Ic 

respectively, (c) simulation results in the case of a three-phase conductor system, when 

D = 300 mm, x = 20 mm, d = 25 mm. 

6.6 PROTOTYPE DEVELOPMENT AND EXPERIMENTAL 

TESTING 

6.6.1 Prototype development 

Successful results obtained in the simulation studies motivated the development of a 

prototype of the smart DCTM current sensor. The Stick-on sensor discussed and 

developed in Chapter 4 was modified to incorporate two sensor core-coil assemblies. The 

sensor core-coil assembly used for the experiment is shown in Figure 6.16(a) with its 

dimensions. It can be noticed that the size of the sensor core is quite small as compared to 

the energy harvester. Therefore, the addition of two sensor cores does not increase the 
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overall size and weight of the current sensor by a large percentage. Moreover, the use of 

small cores facilitate in keeping the cost of magnetic components low.  

The cores were installed inside the Stick-on sensor with a 10 mm separation as 

shown in Figure 6.16(d). A signal conditioning circuit was used for converting the low-

voltage AC signal developed across the sensor coil terminals to full-wave rectified signals 

that were read by the MCU.  The signal conditioning circuit was built using micro-power 

operational amplifiers, and is shown in Figure 6.16(b). The algorithm given in Figure 6.7 

was programmed on the TI-CC2530 that contains a ZigBee® transceiver and an industry 

enhanced 8051 MCU core. Further details on TI-CC2530 can be found in Chapter 4. 

 

 
 

(a) (b) (c) 

  

(d) (e) 

Figure 6.16: (a) Sensor core-coil assemble, (b) Stick-on sensor prototype containing the 

two sensor cores, (c) TI CC2530 microcontroller/ZigBee® transceiver used, (d) Zoomed 

in view of the sensor cores, (e) Signal conditioning circuit for sensor core signals. 
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6.6.2 Experimental Setup 

An air-cored inductor that has the capability to carry variable current was used for 

creating far-fields. The air-cored inductor was developed using a 14 AWG wire wound 

around a spool. The air-cored inductor was connected to a variable AC voltage source 

through a resistor; this way the fields created by the air-cored inductor could be controlled 

by controlling the AC voltage. The far-field system was kept very close to the smart 

current sensor used for monitoring current in a main conductor. The air-cored inductor 

was designed such that in the worst case it could give rise to errors as high as 200 % in the 

current sensor measurements. A schematic of the far-field producing system kept close to 

the smart current sensor is shown in Figure 6.17.  

 

Figure 6.17: Circuit schematic of the setup for testing the smart DCTM algorithm 

The smart DCTM algorithm was tested using two different experiments. In the two 

experiments, the position and variability of the far-fields producing air-cored inductor was 

chosen to be different. As before, the sensor sent the computed current values over ZigBee® 

to a remote coordinator. The remote coordinator was connected to a laptop through a 

serial-to-USB connector where the results were displayed.  

6.6.2.1 Experiment I 

The test system for the first test is shown in Figure 6.18. It can be seen that the 

sensor cores are very close to the far-field producing air-cored inductor to create the 

maximum disturbance. The sensor was programmed to record current measurements after 

every one minute. The results computed by the smart DCTM algorithm were sent to the 
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remote coordinator. To introduce variability in the system, the far-field and the main 

conductor currents were changed to follow the profile shown in Figure 6.19(a) and (b).  

To begin with, the sensed current computed by the smart DCTM algorithm, shown 

in Figure 6.19 (b) and (c), had an error of close to 150%. Due to the variability present in 

the far-fields and the current in the main conductor, after a few samples, the error reduced 

to 7% and subsequently settled at around 2%. An important observation that needs 

emphasis is that once the sensor locks on to the correct solution for the sensed current, 

any further variation in far-fields does not affect the current computed by the sensor. 

Therefore, after around eight samples, the sensor became completely immune to the 

crosstalk created by the air-cored inductor. This experiment clearly validates the objective 

of far-field rejection and self-calibration by the smart DCTM algorithm. 

  

(a) (b) 

Figure 6.18: (a) Actual test setup for experiment I showing the air-cored inductor kept 

very close to the sensor cores to create maximum disturbance, (b) Coordinator 

connected to laptop 
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(a) (b) 

 

(c) 

Figure 6.19: (a) Far-field profile, (b) actual current and sensed current profile, and (c) 

percentage error profile for experiment I. 

6.6.2.2 Experiment II 

In the second experiment, the position of the air-cored inductor was changed. 

Further, the variability in current and far-fields was also chosen to be different from 

experiment I. However, the experiment was conducted in a similar fashion as the first 

experiment, the relative position of the air-cored inductor with respect to the sensor cores 

is depicted in Figure 6.20. The variability of the far-fields and the main conductor current 

is shown in Figure 6.21(a) and (b). The error in the current computed by the smart 

DCTM algorithm is shown in Figure 6.21(c). It can be observed that initially, when the 

test started, errors on the order of 120% were present. However, again due to the 

variability in the main conductor current and far-fields, the error went down to 5% 
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ultimately. The tracking occurred at the 13th sample. Thereafter, the sensor became 

immune to any changes in the far-fields. An increase in the far-fields to their peak values 

that potentially caused a 120% error to begin with, caused little disturbance in the 

computed results after convergence was achieved. Further, after the 20th sample, a change 

in the actual current in the main conductor is tracked very well by the smart current 

sensor and is not affected by the far-fields. 

 

Figure 6.20: (a) Actual test setup for experiment II 

Successful results from both the experiments completely validate the concept of the 

smart DCTM algorithm.  
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Figure 6.21: (a) Far-field profile, (b) actual current and sensed current profile, and (c) 

percentage error profile for experiment II. Here each data is separated by 5 sec 

duration. The algorithm itself does not require any specified time duration between 

measurements for proper functioning. 

6.7 CONCLUSIONS 

In this chapter, a modification to the MCTM algorithm for current sensing was 

proposed, called the smart DCTM. The DCTM approach uses two cores to reject the 

effects of far-fields by logging data over time and using the historical trends and variability 

in the near and far fields to estimate the present asset geometry and therefore current. The 

algorithm was developed using rigorous mathematical modeling concepts. Realistic issues 

such as 3-D geometries were considered, and it was shown that the DCTM algorithm can 

operate even in the most general scenario with multiple assets present in the vicinity of the 

sensor. The algorithm was tested through several simulation case studies, namely, general 

two independent conductor scenario, two correlated conductor scenario, and three phase 

conductor scenario. Various design constraints were also presented. Finally, the DCTM 
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method was implemented in the Stick-on sensor to demonstrate functionality. An artificial 

variable far-field was created using an air-cored inductor. With the help of two different 

experiments, successful operation of the algorithm was shown. In both the experiments, 

the algorithm was able to reduce errors as high as 150% to as low as 3 % over the first 10 

measurements. Therefore, the proposed smart DCTM algorithm was able meet the 

expectations of autonomous calibration and rejection of errors due to far-fields. 

Consequently, the smart DCTM approach transforms the simple core-coil assembly based 

current sensor into a highly intelligent method, while maintaining the cost of the overall 

sensor low. 
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CHAPTER 7                                                      

SMART AND LOW-COST VOLTAGE SENSING 

7.1 INTRODUCTION 

Apart from the information on current, the knowledge on voltage of a utility asset 

such as overhead conductors, transformer, and shunt capacitors also has high value for 

utilities. However, the term low-cost voltage sensing is an oxymoron in the utility domain. 

As discussed in Chapter 2, conventionally, potential transformers (PT) and capacitively 

coupled voltage transformers (CCVT) have been used for sensing voltage. However, PTs 

and CCVTs have high insulation requirements, usually require oil for cooling or insulation, 

and require regular maintenance, which makes them expensive. On the other hand, the 

optical voltage sensing techniques (EOVT) have been deployed by some utilities; however, 

due to their high costs, and limited life span, their acceptance has been limited.  

The newer technologies presented in research that make use of a floating sensor on a 

high voltage asset look promising as they are free from high voltage insulation 

requirements. However, they suffer from the at least one of the following limitations: 

• Most of the sensors require field calibration that are very expensive 

• The construction of the sensor is challenging  

• The algorithm used to compute the voltage is complex and requires a lot of 

computing power 

• The implementation of the sensor in a low-power module is difficult 

• The sensor is constrained in its application, for example, can work only in a 

three-phase system 

• The sensor is sensitive to variations in distance to ground, nearby assets, 

electric fields from nearby assets, and changes in atmospheric conditions.  

Moreover, most of the above solutions aim at developing voltage sensors for revenue 

grade metering applications. In such applications, the errors are required to be on the 
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orders of 0.1 - 1 %. Therefore, there exists a clear gap in the opportunity space for 

applications that require moderate accuracy of voltage sensing. Here, low-cost sensing 

solutions are required that can be deployed and scaled on the utility networks. A single 

solution that can be used on multiple voltage levels, medium (<35 kV), sub-transmission 

and transmission level (> 35 kV) voltages has significantly higher value than expensive 

single point solutions. Applications, such as use of sensors to find the energized-status of 

assets in a smart substation (finding whether a particular asset is energized or not), are of 

paramount importance to the utilities. In such applications, very high accuracy of 

measurement (up to 1%) is not relevant; in fact, if the sensor is able to monitor and track 

voltage changes with moderate (up to 5-10%) accuracy levels, the sensor will still have 

considerably larger acceptance by the utilities than conventional voltage sensors.  

In this chapter, a novel low-cost voltage sensing solution is proposed. The chapter 

begins by introducing the challenges of voltage sensing, such as need for calibration, effects 

of far-fields, and effects of distance to ground. Subsequently, a mathematical model for a 

floating sensor is derived to better understand the factors that affect accuracy of the 

sensor and challenges with voltage sensing. Thereafter, using some valid assumptions a 

new algorithm for voltage sensing is proposed. Next, extensive simulation studies are 

presented to test the algorithm and proposed voltage sensing concept. Finally, the chapter 

is concluded with experimental results of the sensor operating at up to 35 kV voltage 

levels.  

7.2 CHALLENGES WITH VOLTAGE SENSING 

It is evident that to reduce the cost by orders of magnitude as compared to 

conventional PTs and CCVTs, the use of floating sensors is necessary. Essentially, such a 

voltage sensor physically and electrically floats on the asset, which reduces its insulation 

requirements and therefore cost. However, many challenges need to be addressed before 

any meaningful voltage sensing can be performed using these floating sensors.  
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Consider an inexpensive voltage sensor floating from a conductor which has a 

configuration similar to that used for electric field energy harvesting in Section 3.2. Figure 

7.1 shows the considered two-plate configuration for voltage sensing. In a typical 

transmission line, D will be much larger than d. This results in C1 being very large as 

compared to C2. 

 

Figure 7.1: A simple two plate system of voltage sensing of a single overhead 

conductor 

Further, consider an RC filter used across the capacitor C1 for measuring the voltage 

across C1. Then, the value of displacement current is given by 
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Given that ωCR is designed to be much greater than 1, C>>C1 and C1 >> C2, id 

simplifies to 

2D li j C Vω=  (170) 

The voltage measured across capacitor C2 becomes 

1
1

c D

R
V i

j CRω
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+  
(171) 

But, ωCR>>1, Vc1 simplifies to 

D
d



171 

 

2
1c l

C
V V

C
=

 
(172) 

In the above equation, it can be seen that the voltage across capacitor Vc1 is directly 

proportional to the line voltage Vl and capacitance C2, between the lower plate and the 

earth. Further, C2 is a function of the distance of the conductor from the ground. A 

decrease (increase) in this distance is expected to increase (decrease) the capacitance; 

hence, change the voltage measured. Therefore, the information on sag of the conductor 

and its voltage is embedded in the measured voltage Vc1. However, the task of decoupling 

the voltage of the conductor from the capacitance C2 is not trivial.  

In a realistic system, there are three conductors for the three phases, each carrying 

AC currents separated in phase by 120o. Therefore, the other conductors will also have an 

influence on the displacement current flowing through capacitor C2. Modeling the effects of 

other conductors on the capacitor C2 can be quite complex. Figure 7.2 shows the 

configuration of the considered system and Figure 7.3 shows the electrical model of the 

system. A, B and C represents the three phase conductors, P represents the plate used to 

sense the voltage of conductor A.  

 

Figure 7.2: Voltage sensing using a floating two plate capacitor on a three phase 

overhead conductor system 
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Figure 7.3: Electrical equivalent circuit of the system shown in Figure 7.2 

Using nodal analysis, the voltage at P can be found and is given as 
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It should be noted that VA, VB and VC are phasor voltages given by  

AV V= , 120j
BV Ve−= , 120j

CV Ve=  

Replacing the phasor values of VA, VB and VC in (173), we get  

( )( ) 2 3( ) 2PA PB PC PB PC

P

PA PB PC PG

C C C j C C
V V

C C C C

 − + + + =  + + +    
(174) 

Another simplification that can be applied to the above equation is that CPA >> 

CPB, CPC, CPG. Using this assumption, (174) reduces to 

PV V�  (175) 

The current in capacitor CPG, CPB, CPC is found as 

PG PG P PGI j C V j C Vω ω= =  (176) 

( )120 1203j j
PB PB PBI j C V Ve C Veω ω−= − =

 

(177) 

( )120 603j j
PC PC PCI j C V Ve C Veω ω= − =

 

(178) 
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The current flowing from conductor A to plate P which charges the capacitor CAP 

can be given as the sum of displacement currents flowing in the neighboring conductors 

and to the ground, 

PA PG PC PBI I I I= + +  (179) 

The use of (176) (177) (178) simplifies IPA to 

( ) ( )3 3

2 2
PA PC PB PG PC PBI V C C j C C Cω

    = − + + +      
 (180) 

The voltage across the two plates of the capacitor can be found as 

AP
AP

PA

I
V

j Cω
=  (181) 

Plugging the value of IAP from (180) into (181) gives 

( ) ( )3 3

2 2
PA PG PC PB PB PC

PA

V
V C C C j C C

C

  = + + + −   
 (182) 

VPA is the voltage across the plates being sensed to estimate the value of the voltage 

of the conductor A. In (182), CPG is a function of the distance of the plate to ground, 

while, CPB and CPC is a function of distance of the plate from conductor B and C, 

respectively. As before, the voltage VPA contains information on the voltage of the 

conductor and its distance from the ground with the additional information on its distance 

from the other conductors.  

One way to compute the value of voltage is to calibrate the sensor at the time of 

installation. However, as the goal of this research is to develop low-cost sensing solutions, 

if the sensor were to be calibrated, the effective cost of the sensor would increase and the 

purpose of the research would be defeated. A similar issue for current sensing was 

elaborated in Chapter 5. Therefore, an approach has to be developed for voltage sensing 

which can assure self-calibration of the sensor. Such an approach is not found in the state-

of-the-art discussed in Chapter 2.  
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Further, other challenges associated with sagging of the conductors, which effectively 

changes K, and introduce errors in measurements have to be investigated. Further, it is 

also of interest to make the technique independent of the system configuration. As is 

evident from the discussion in this section, voltage sensing using floating sensors is riddled 

with challenges. All these challenges have been addressed systematically in the sections to 

follow.  A mathematical model of the relationship between the displacement current and 

the asset voltage can help to decode the problems, and consequently, solve them. 

7.3 A MATHEMATICAL MODEL OF THE VOLTAGE SENSOR 

Consider a simple case of a single conductor above the earth as seen in Figure 7.4. 

The sensor plate is in the form of a sector, having a sector-angle given by ψN, and the 

radial distance of the sectored sensor from the center of the conductor is r. Further, the 

value of r is very close to the radius of the conductor, and very small as compared to the 

distance of the conductor above the earth, R, i.e. R>>r. 

 

Figure 7.4: Single Conductor above the Earth 

The objective is to find the displacement current produced by the conductor id(t) as 

a function of r, R, ψN and the voltage of the asset V. This requires solving the Laplace 

differential equation given by (183) 
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2

2 2

1 1
0ρ

ρ ρ ρ ρ θ

 ∂ ∂Φ ∂ Φ + =  ∂ ∂ ∂ 
 (183) 

The particular solution to (184) has a general form given by  

( ) ( ) ( )( ), cos sin , 1,2,3...m

m

B
A C m D m mρ θ ρ θ θ

ρ

  Φ = + + =   
 (184) 

An alternate approach is to use the method of images. Whereby, the earth is 

considered to be an infinite plane having an infinite conductance. Any charged surface 

above the earth will have an image having a negative charge below the earth at an equal 

distance from the earth’s surface. The electric fields inside the earth are zero as it is a 

perfect conductor and exist only above the earth. The detailed derivation of the 

displacement current for such a case is given in Appendix E. The expression obtained for 

the displacement current is given by  

( ) 1 cos

ln

N
d

l d r dV
i t

R r d R dt
R

R r d

ψ ε
θ

 = +   − +
− −

 
(185) 

where  

2 2 ,d R r= ± −  

 ψN = 2π/N = Angular length of the voltage sensor plate, 

N = A number greater than 1, 

θ = Angular displacement, 

l = Length of the sensor. 

If ( )sinmV V tω= , (185) can be written as  

( )1 cos cos

ln

N
d m

l d r
i V t

R r d R
R

R r d

ψ ε ω
θ ω

 = +  − +  
− −

 
(186) 

In terms of phasor quantities,  
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�1 cos

ln

N
d

j l d r
I V

R r d R
R

R r d

ψ ε ω
θ

 = +  − +  
− −

�  
(187) 

The nature of displacement current variation with spatial angle around the 

conductor was validated using an FEA simulation through ANSYS® Maxwell, as shown in 

Figure 7.5. 

 

Figure 7.5: Variation of current density around a concentric circle with the conductor 

having radius 20 mm for a 115 kV line 30 m above the earth. 

The variation of displacement current with a change in the angular position θ can be 

used to estimate the value of voltage and has been demonstrated in [29]. However, for a 

realistic application, this variation is very difficult to detect and implement. Take the 

example of Figure 7.5, the peak-to-peak variation of the displacement current density is on 

the order of 10  µA/m2, already extremely small to detect. Detecting a 10% variation in 

the displacement current density would imply detecting a change of 1  µA/m2 of 

displacement current density, even more difficult to measure. Therefore, a prudent 

direction is the use of the average value of the displacement current than the variation. As 

a matter of fact, if the assumption that R>>r is indeed true, (187) reduces to its average 

value 
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( )cos
2

ln

N
d m

l
i V t

R

r

ψ εω
ω�  

(188) 

In terms of phasor quantities 

�
2

ln

N
d

l
I j V

R

r

ψ εω
=�  

(189) 

Equation (189) can be represented as 

�
dI YV=�  (190) 

Equation (190) can be used to estimate the value of voltage on the conductor. 

However, this equation has essentially three variables, voltage, distance of the conductor 

from the earth, and electrical permittivity. Without any knowledge of two variables, it is 

not possible to estimate the third. If it was assumed that the electrical permittivity does 

not change dramatically, and it can be considered fairly constant over a given period of 

time. Even then, the equation has two unknowns and only one equation to solve for the 

unknowns; therefore, a solution is not possible. A similar problem of self-calibration was 

discussed in current sensing (Section 5.2). Therefore, possibly an  approach similar to that 

used for smart current sensing  can be used here; where historical data is saved over time 

in the sensor memory and is used to estimate the value of present voltage. However, unlike 

current, the voltage of an asset does not vary over a large range, and therefore, the 

problem can be simplified with the knowledge of typical profiles of voltage and distance 

over time. 

7.4 ALGORITHM DEVELOPMENT 

7.4.1 Information on Typical Profiles of Voltage and Distance 

7.4.1.1 Voltage Profile  

For a given class of overhead conductor or a utility asset, the mean RMS voltage is 

constant over long periods of time. In reality, the RMS voltage has a maximum of ±5% 

variation over time, but on a large time scale, the averaging of the RMS voltage gives a 
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fixed known value. Further, an inherent variability at any time is always present in the 

RMS voltage of the asset and is on the order of ±1% - ±5%.  

7.4.1.2 Distance Profile 

The variation in the distance of the conductor above the earth occurs due to either 

heating of the conductor or galloping in the presence of strong winds. Heating of the 

conductor is dependent on the loading of the line, ambient and conductor temperature and 

wind speed. The time constant of heating is large, and a considerable variation occurs only 

over longer durations. For instance, a variation of a few centimeters might occur over a 

period of several hours.  

On the other hand, galloping of the conductor due to strong winds leads to fast 

changes in the distance of the conductor above ground. However, these changes are limited 

due to the tension on the conductor. Whereas, heating causes more pronounced changes in 

the distance of conductor to ground. Moreover, in other applications, such as voltages 

sensing in transformers, and capacitor banks, the changes in distance of the high voltage 

bushing may not be a prominent issue. Therefore, it is fair to assume that the change in 

distance occurs slowly as compared to the variability in voltage. Over the course of a day, 

this change could be linearly decreasing, linearly increasing or sinusoidally varying, 

depending on whether the temperature of the conductor is linearly increasing, decreasing 

or is a combination of both.   

For a utility asset, such as a conductor, the information on the typical profiles of 

RMS voltage and distance from the earth was leveraged to formulate an algorithm. 

7.4.2 Single Phase Application  

In this section, an algorithm is proposed that uses a window of width w, which spans 

over the collected data points over time, and uses the averaged information over the 

window to compute the present results. A windowed average of size w taken at the nth 

interval spanning all data points from (n-w+1)th to nth sample gives 
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�
, ,

d
n w n w

I YV=�  (191) 

where 1

,

n

k
k n w

n w

p

p
w

= − +=
∑

 

The moving windowed averaging of data points is depicted in Figure 7.6.  

 

Figure 7.6: Comparison of the variation of voltage and height of an overhead 

conductor 

Over a relatively small window, the variation in Y is not large, and Yn can be 

assumed constant over the window length, which gives 

�
, ,

d nn w n w
I Y V=�  (192) 

Inverting V gives the estimated value of Yn as 

�
1

, ,
dn n w n w

Y I V
−

= �  (193) 

The average value of Id over the specified window can be computed if the past data 

of Id was saved. The realistic assumption that the average voltage of the line over a period 

of time remains constant can be used to get an estimate of Y as 

�
, classn w

V V=  (194) 

� ,
d

n w

n

class

I
Y

V
=
�

 (195) 
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Subsequently, at the (n+1)th measurement index, the update-expressions for all the 

parameters are given by 

	 �

1 1

1

n n wd d

n n

class

I I

w
Y Y

V

+ − +

+

 −     
= +

� �

 
(196) 

	
	

1
1

1

nd
n

n

I
V

Y

+
+

+

  =    

�
 (197) 

	
	

1

1

exp
2

N
n

n

lr
R

Y

ψ εω
+

+

 =   
 (198) 

The proposed moving average voltage sensing (MAVS) algorithm can be used to 

compute the value of voltage and distance from the earth for all possible measurement 

indices after the first window index. This implies that only after the first w measurements 

would the sensor be self-calibrated, and give meaningful results. To solve this problem, the 

sensor can be programmed to take multiple measurements at a relatively fast speed in the 

beginning, and thereafter, slow down. This strategy can help reduce the time for 

convergence to the true solution.    

The flowchart for the algorithm is given in Figure 7.7. 
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Figure 7.7: Flowchart for implementing the MAVS algorithm on a microcontroller 

7.4.3 Three Phase Application 

Many utility assets that require voltage sensing have three phases. As the goal of 

this research is to develop sensors on a per phase basis, the issue of electric field 

interaction from the other two phases also needs to be considered. A mathematical model 

of the voltage sensor for a multi-conductor case is derived in [113] and is given by 

1

1 1
ln

2 k

n
i

d
k ik

dV
I

dt dπε =

   =       
∑  (199) 

where 

kdI = Capacitive charging current flowing out of kth conductor, 

dii = ri = radius of ith conductor, 

dik = distance between ith and kth conductor, 

Vi = Voltage of ith conductor. 
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The derivation assumes that the charge distribution on the surface of the conductor 

is uniform, i.e. R>>r. The expression given in (199) can be converted to phasors by 

assuming 

�{ }Re 2 j t
i iV Ve ω=  (200) 


{ }Re 2 j t
di diI I e ω=  (201) 

� 


1

1 1
ln

2 k

n

i d
k ik

V I
j dω πε =

   =       
∑  (202) 

The phasor equation can be written in the form of a matrix as 

�

�




11 11 12 1

221 22 22

1 2

dn

dn

n n nn dnn

V Ix x x

x x xV I

x x x IV

                =                   

��

��

� � 
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��

 (203) 

dV XI=  (204). 

The intent is to find the displacement currents in terms of V. In typical cases, the 

value of n is three. For a balanced 3-phase system, the displacement currents are also 

expected to be balanced and are 120 degrees phase apart. The sequence component 

transformation can be used to simply analysis. If a transformation T is defined as  

2

2

1
1

1
3

1 1 1

a a

T a a

 
 
 =  
 
  

 (205) 

where 

2

3
j

a e
π

=  (206) 

such that  

120 abcV TV=  (207) 

and 
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120 abcI TI=  (208) 

Then,  

1
120 120V TXT I−=  (209) 

X is a symmetric matrix with, 

12 21x x= , 32 23x x=  ,  13 31x x=  (210) 

To simplify computation of TXT-1, it is assumed that, x11= x22=x33=xs i.e. the radius 

of all the conductors is the same (a good approximation). Further, it is assumed that x12= 

x23=x13=xm i.e. all the other conductors are considered to be at an equal distance deq from 

the conductor of interest. Using these simplifications, TXT-1 reduces to 

1

0 0

0 0

0 0 2

s m

s m

s m

x x

TXT x x

x x

−

 − 
 = − 
 − 

 (211) 

Even if the assumptions were not considered, the off-diagonal elements of TXT-1 for 

almost any practical geometry of conductors are negligible as compared to the diagonal 

elements. This fact is used regularly in power systems research [113]. Therefore, the 

expressions of the decoupled sequence components are obtained as 

( )1 1 s mV I x x= −  (212) 

( )2 2 s mV I x x= −  (213) 

( )0 0 2s mV I x x= −  (214) 

Using the first equation, 

1 1
1

2 2

1 1 lnln ln
eq

eq

V V
I j j

d

rr d

πωε πωε
= =

   −   

 
(215) 

Under balanced operation, the magnitude of positive sequence component is the 

same as the magnitude of the abc phase components, and is given by 
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2

ln
rms rms

eq

I V
d

r

πωε
=  

(216) 

It can be observed that the general form of (216) is the same as the expression for 

displacement current in a single conductor above the earth. Therefore, the algorithm 

designed for the single phase conductor system will work even with the three phase 

conductors. However, in the three phase analysis, the effect of the earth was not 

considered. If the effect of the earth is taken into account, the following relationship is 

obtained: 

� �

1

'1
ln

2

n
ik

i k
k ik

d
V I

j dω πε =

   =       
∑  (217) 

Where, d’ik = the distance of the ith conductor from the image of the kth conductor. 

To simplify analysis, assume that the images of all the conductors are lumped 

together to get an equivalent image at a distance d’eqo from all the other conductors. The 

equivalent distance of the conductor where the sensor is mounted from its own image is 

given by d’eqs. The rest of the assumptions are the same as before. Performing a similar 

analysis as before gives 

1 1
1

2 2
'' ' lnln ln
eqs eqeqs eqo

eqoeq

V V
I j j

d dd d
rdr d

πωε πωε
= =

   −   

 
(218) 

If it was assumed that  

'eqs eq

eq

eqo

d d
D

d
=  

Then 

2

ln
rms rms

eq

I V
D

r

πωε
=  

(219) 
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Evidently, the form of (219) is again the same as with the single conductor case. The 

difference in the three-phase and single-phase case is that the distance to ground in a 

single phase case has been replaced with some unknown equivalent distance in a three 

phase case. Therefore, in the case of a three-phase system, it is not possible to compute the 

distance of the conductor to ground.  Nevertheless, the goal of this research is finding the 

voltage and not the equivalent distance or sag of the conductor.  

Finally, the approach of lumping all the far-field producing conductors into one 

single far-field conductor can be used even in the case of multiple conductors in the 

vicinity. Therefore, the approach can be generalized for an n-conductor system. As the 

general form of the governing equation relating the displacement current to the voltage 

remains the same, the algorithm proposed for a single conductor case will also be 

applicable to an n-conductor scenario to compute voltage. 

7.5 SIMULATION STUDIES 

Several simulation case studies were conducted to test the MAVS algorithm under 

various operating conditions. The case studies are given in the following sub-sections. 

7.5.1 Case Study I: Single Phase Conductor – MATLAB® 

Simulations 

In this study, the geometry of a typical 115 kV overhead line was considered. 

Several cases were simulated with the RMS voltage profile varied to have either a normal 

distribution or a sinusoidal profile over time. Simultaneously, the distance of the conductor 

to ground was also varied over time either linearly or sinusoidally. The details of all the 

cases are given in Table 7.1. The variation in the RMS voltage is purposely kept small to 

mimic a real world scenario.   
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Table 7.1: Test Cases for Single Conductor Above the Earth 

Case Voltage Profile Distance Profile Windo

w Size Nature Parameter Nature Parameter 

1 Normal 

Distribution 

µ = 115 kV, σ = 10 kV  Linear Drop 30 m to 20 m 100 

2 Normal 

Distribution 

µ = 115 kV, σ = 10 kV  Linear Drop 30 m to 10 m 25 

3 Sinusoidal  µ = 115 kV, A= 10 kV Linear Drop 30 m to 10 m 20 

4 Sinusoidal µ = 115 kV, A= 10 kV Sinusoidal µ = 20 m, 

A= 10 m 

20 

 

The simulation results for all the cases are shown in Figure 7.8 - Figure 7.12. In all 

the cases, it can be observed that the error in voltage goes down to below 2% after the 

window index. Further, the algorithm is able to provide a fairly good approximation of the 

distance to ground.   

  

  

Figure 7.8: Case 1: Voltage is normally distributed with 115 kV mean and 10 kV std 

dev, Distance linearly drops from 30 m to 20m, algorithm window size is 100 
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Figure 7.9: Case 2: Voltage is normally distributed with 115 kV mean and 10 kV std 

dev, distance linearly drops from 30 m to 10m, algorithm window size is 25 

  

  

Figure 7.10: Case 3: Voltage has sinusoidal variation about a mean of 115 kV mean 

and 10 kV peak, distance linearly drops from 30 m to 10m, algorithm window size is 

20 
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Figure 7.11: Case 4: Voltage has sinusoidal variation about a mean of 115 kV mean 

and 10 kV peak, distance also has a sinusoidal variation about a mean of 20 m and 10 

m peak, algorithm window size is 20 

  

  

Figure 7.12: Case 5: Voltage is normally distributed with 115 kV mean and 10 kV std 

dev, distance also has a sinusoidal variation about a mean of 20 m and 10 m peak, 

algorithm window size is 50 
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7.5.2 Case Study II: Three Phase Conductors – MATLAB® 

Simulations 

In this case study, a typical 345 kV transmission line was considered with a typical 

geometry given in Figure 7.13. 

 

Figure 7.13. Typical 345 kV Line Geometry 

As in case study I, different cases were simulated to validate the algorithm for 

voltage sensing in a three phase system. The parameters of variation in voltage and 

distance are given in Table 7.2 for all the simulated cases. 

Table 7.2: Test Cases for Three Conductors Above the Earth 

Case Voltage Profile Distance Profile Window 

Size Nature Parameter Nature Parameter 

6 Normal 

Distribution 

µ = 345 kV, σ = 34 

kV  

Constant 34 m 100 

7 Normal 

Distribution 

µ = 345 kV, σ = 34 

kV  

Linear Drop 34 m to 14 m 40 

8 Sinusoidal  µ = 345 kV, A= 34 

kV 

Linear Drop 30 m to 10 m 40 

9 Sinusoidal µ = 345 kV, A= 34 

kV 

Sinusoidal µ = 24 m, A= 10 

m  

40 

10 Normal 

Distribution 

µ = 345 kV, σ = 34 

kV 

Sinusoidal µ = 24 m, A= 10 

m 

100 

 

The results of the simulation cases are given in Figure 7.14 - Figure 7.18. The results 

validate the efficacy of the algorithm in estimating the voltage of the conductor. In all 
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cases, the errors in voltage estimation after the window index are below 2%. As discussed 

in Section 7.4.3, for a multi-conductor system it is not possible for the algorithm to predict 

the distance to ground. Nevertheless, the algorithm does computes the effective distance to 

the resultant far-field producing asset.  

  

  

Figure 7.14: Case 6: Voltage is normally distributed with 345 kV mean and 34 kV std 

dev, distance remains a constant at 34 m, algorithm window size is 100 
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Figure 7.15: Case 7: Voltage is normally distributed with 345 kV mean and 34 kV std 

dev, distance linearly drops from 34 m to 14 m, algorithm window size is 40 

 

  

  

Figure 7.16: Case 8: Voltage has sinusoidal variation about a mean of 345 kV mean 

and 34 kV peak, distance linearly drops from 30 m to 10m, algorithm window size is 

40 
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Figure 7.17: Case 9: Voltage has sinusoidal variation about a mean of 345 kV mean 

and 34 kV peak, distance also has a sinusoidal variation about a mean of 24 m and 10 

m peak, algorithm window size is 40 

  

  

Figure 7.18: Case 10: Voltage is normally distributed with 345 kV mean and 34 kV std 

dev, distance has a sinusoidal variation about a mean of 24 m and 10 m peak, 

algorithm window size is 100 
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7.5.3 Case Study III: Validation of Concept through ANSYS® 

Maxwell 

The previous two cases studies validate the efficacy of MAVS algorithm in providing 

an estimate of the voltage in MATLAB®. The algorithm was tested under the assumption 

that the model found mathematically (in Section 7.4) is indeed applicable to realistic 

situations.  Therefore, to validate the developed mathematical model and MAVS algorithm 

simultaneously, FEA simulations were used.  

The configuration considered in theory was translated to a simulation model and 

was applied a voltage and distance profile. The displacement current was measured 

through ANSYS® MAXWELL and was used as an input to the MAVS algorithm 

programmed in MATLAB®. The various simulation cases are given in Table 7.3. 

Table 7.3: Voltage Sensing Simulation Cases 

Case Configuration Voltage Profile Distance Profile Window 

Size Nature Parameter Nature Parameter 

11 Single Phase Normal 

Distribution 

µ = 115 kV, 

σ = 12 kV 

Linear 

Drop 

30 m to 10 m 20 

12 Single Phase Normal 

Distribution 

µ = 115 kV, 

σ = 12 kV 

Linear 

Drop 

30 m to 10 m 100 

13 Three Phase Normal 

Distribution 

µ = 115 kV, 

σ = 12 kV 

Linear 

Drop 

30 m to 20 m 20 

14 Three Phase Normal 

Distribution 

µ = 115 kV, 

σ = 12 kV 

Linear 

Drop 

30 m to 20 m 70 

 

The successful results obtained from the ANSYS® MAXWELL-MATLAB® 

simulations are shown in Figure 7.19 - Figure 7.22. The errors in voltage measurement in 

all the cases are well below 2%. These simulation results show the efficacy of the MAVS 

algorithm in tracking the asset voltage and providing a close to accurate estimation.  
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Figure 7.19: Case 11 Simulation results for a single conductor above the earth, w=20 

 

  

  

Figure 7.20: Case 12 Simulation results for a single conductor above the earth, w=100 
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Figure 7.21: Case 13 Simulation results for three phase conductors above the earth, 

w=20 

 

  

Figure 7.22: Case 14 Simulation results for three phase conductors above the earth. 

w=70 

7.6 PROTOTYPE DEVELOPMENT AND EXPERIMENTAL 

TESTING  

7.6.1 Prototype Development 

After successfully testing the MAVS algorithm under several operating conditions 

and configurations of overhead conductor systems, a prototype of the voltage sensor was 

built to test the algorithm in a real world application. The schematic of the self-contained 

voltage sensor prototype is shown in Figure 7.23. The voltage sensor prototype uses the 

metallic enclosure as one plate of the sensing capacitor. The metallic enclosure comes in 

contact with the high voltage asset and is naturally shorted to it at the time of 

installation. A slight modification to the enclosure is made in that another metallic plate is 

provided at the bottom of the enclosure separated by a small distance (~1 mm). A voltage 
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sensing plate integrated with the enclosure of the prototype is a novel concept that 

eliminates the need for extra sensing plates, and therefore, reduces size and cost of the 

sensor. Pictures of the actual prototype are shown in Figure 7.24.  

 

Figure 7.23: Final voltage sensor prototype schematic 

 

  

Figure 7.24. Voltage sensor prototype tested at NEETRAC 

The circuit used to condition the AC voltage induced on the sensor plate is given in 

Figure 7.25. The ground reference of the circuit is equal to the asset potential, in other 

words, the sensor floats electrically at the asset potential. The circuit rectifies the AC 

voltage, as all the circuit components and chips work with positive voltage signals. The 

rectified signal is buffered using a voltage follower circuit and subsequently low-pass 

filtered. The signal is then fed into one of the ADC channels of the microcontroller of a TI-

CC2430 module. Thereafter, the signal is processed, measured, and passed to the MAVS 

algorithm. The computed voltage values are sent to a remote coordinator over ZigBee®.  



197 

 

Figure 7.25: Signal conditioning circuit for the final voltage sensor prototype 

7.6.2 Experimental Testing 

7.6.2.1 High Voltage Test Setup 

The test system used to validate the MAVS algorithm is shown in Figure 7.26. The 

setup uses a step-up transformer that can generate voltages up to 100 kV. To mimic a 

practical scenario of an overhead line, a voltage bus was connected to the transformer and 

the voltage sensor prototype was zip-tied to this high voltage (HV) bus. It should be noted 

that the box was also electrically shorted to the HV bus potential which is used as the 

ground of the electronic circuit. The antenna protrudes from the bottom. The HV bus was 

1 m above the earth. In this setup, there are earth interactions from other directions also, 

such as, the side walls, and the faraday shield formed of a metallic mesh. These 

interactions tend to distort the fields emanating from the asset, and therefore introduce 

disturbance. Any results obtained under these conditions are prone to higher errors than 

under normal conditions. Therefore, if the algorithm works well under these conditions, it 

is expected to work well in a normal practical scenario.    

 



198 

  

 

Figure 7.26: Actual test setup at NEETRAC for validating the MAVS algorithm  

7.6.2.2 Test Methodology 

The voltage of the HV bus was variable with a least count of 500V. Two different 

datasets (HV1 and HV2) were used to perform the test. The statistics of the datasets are 

given in Table 7.4. The underlying assumption of the dataset is that the mean asset 

voltage is fairly constant, in this experiment, 25 kV. It can be observed that HV1 has a 

lower variance than HV2. Further, the variation in the RMS voltage is much larger in 

both the datasets than a realistic scenario where a ± 5% variation is expected. The reason 

behind using datasets with larger variation than a practical scenario is that if the sensor is 

able to detect large variations and track them effectively, it will perform well with a fairly 

stiff voltage source also.  
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Results 
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Table 7.4: Voltage Profile Statistics used for Experimental Validation of MAVS 

Dataset No. Sample Size Mean (kV) 

Standard 

Deviation 

(kV) 

Minimum 

(kV) 

Maximum 

(kV) 

HV1 24 25.38 5.89 15 35.5 

HV2 24 25.16 8.29 5.5 36 

 

During the experiment, the dataset voltage was impressed on the HV bus and was 

changed every minute. This voltage was sensed by the voltage sensor prototype connected 

to the HV bus. The sensed data was processed in the MAVS algorithm using the on-board 

microcontroller, and used to compute the estimated voltage on the HV bus. Finally, the 

estimated voltage was sent over ZigBee® to a remote data collector. The data collector was 

connected to a laptop through a serial-to-USB connector where it displayed the sensed 

results.  

7.6.2.3 Results and Discussion 

Figure 7.27 - Figure 7.28 show the results for dataset HV1 and HV2 respectively. It 

can be observed from both the figures that the MAVS algorithm based voltage sensor is 

able to track the asset voltage successfully. 

 

Figure 7.27: HV Test-I results  
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Figure 7.28: HV Test-II results  

The error statistics for both the test cases are given in Table 7.5. It is evident that 

the voltage sensor shows the ability to track the variable voltage and is able to keep a 

mean error of < 2% for the first test case. A maximum error of close to 12 % is seen when 

there is a sudden decrease in the HV bus voltage.  

In the case of test 2, as discussed above, the range of voltage variation on the HV 

bus was kept high (around 30 kV). Therefore, in this case a higher mean error is observed, 

close to 6%. However, one of the major reasons for the high mean error is that at lower 

voltages close to 5 kV (for a 25 kV nominal bus voltage), the sensor gives a relatively 

higher error. This may not be a big issue in a practical situation as if the voltage of a bus 

drops below a certain threshold the sensor can be used to send warning signals. For all 

other voltage levels, the sensor works perfectly well and if the two maxima points 

occurring at low voltages are removed, a mean error of 2.5% is obtained.  
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Table 7.5: Error Statistics for Sensed Results in HV1 and HV2 Tests 

Test No. 
Convergence 

Index 

Mean 

error 

(%) 

Standard 

Deviation 

of error 

(%) 

Minimum 

absolute 

error 

(%) 

Maximum 

absolute 

error 

(%) 

HV1 5 min (5th reading) 1.72 5.08 0.1 11.85 

HV2 5 min (5th reading) 5.95 17.2 0.1 55 

HV2 (not 

considering the low 

voltage results) 

5 min (5th reading) 2.5 4.2 0.1 14.8 

 

Overall, the performance of the voltage sensor met the expectations of  

• low-cost 

• tracking the voltage of the HV bus effectively  

• self-calibrating using the MAVS algorithm 

• keeping mean errors below 5% 

In a nutshell, the technique can be considered to be an intelligent way of sensing 

voltage of assets at low-cost.  

7.6.3 Electric-field Energy Harvesting using the Prototype 

The concept introduced in Section 2.5.6 for electric-field energy harvesting can be 

used in the developed sensor. The range of power that can be harvested by the prototype 

was tested and is shown in Figure 7.29.  It can be seen that at 35 kV, nearly 17 mW of 

continuous power was derived. Power on this order may be sufficient for operating sensors 

with lower duty cycles. Moreover, with further increase in voltage levels, the power 

harvested is expected to increase. Therefore, the proposed sensor can be used for the dual 

purpose of voltage sensing and energy harvesting with the same package.  
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Figure 7.29: Power harvested from developed prototype at different output load levels 

and asset voltages 

7.7 CONCLUSIONS 

In this chapter, a new voltage sensing algorithm was also proposed, called the 

moving average voltage sensing (MAVS) algorithm. The major purpose of the proposed 

voltage sensor was to detect whether a particular asset is energized or not. In addition, the 

role of the sensor was to detect voltage sags and swells on the asset and to produce alarm 

signals under these conditions. Therefore, as compared to conventional voltage sensors 

used for energy metering purposes, the acceptable error bands on the proposed voltage 

sensor can be relatively high ( < ±5%). The MAVS algorithm is a novel method that uses 

history of recorded measurements to estimate the present voltage of the asset, and 

therefore, the method is self-calibrating. Extensive simulation studies were performed to 

validate the algorithm under different operating conditions, such as changes in voltage of 

the conductor, distance of conductor from the earth and configuration of conductors. 

Finally, a voltage sensor prototype was built and tested on a high voltage bus up to 35 kV 

voltage levels. The self-calibration of the sensor was successfully demonstrated in these 

experiments. Further, the sensor tracked the voltage changes on the asset within an 
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average error band of ±5%.  Finally, the sensor can be used for the dual purpose of energy 

harvesting and voltage sensing using the same package. 
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CHAPTER 8                                                 

DESIGNING A ROBUST SENSOR 

8.1 INTRODUCTION 

The smart current and voltage sensor prototypes developed in this research have 

been tested to operate over a wide range. Both the current and the voltage sensors have 

been tested to operate independently at currents up to 1000 A and voltages up to 35 kV 

respectively, yet many challenges need to be addressed.  

• Presently, although the energy harvester provides sufficient power to the sensor, 

its design is sub-optimal. An optimal design of the energy harvester can lead to 

reduction in size and increase in energy density of the sensor system. 

• Although, the prototype has been successfully demonstrated at currents up to 

1000 A; however, protection of the sensor from high fault current, high di/dt 

conditions, and lightning strikes has to be performed. Further, a protection 

architecture that ensures reliable operation of the sensor under faulted conditions 

has to be developed. 

• Operation of the communication link in high voltage and noisy environments in 

the presence of corona needs to be tested. 

• Designing and packaging the sensor to prevent interference due to corona and 

other EMI sources also remains to be addressed.  

This chapter looks at all of these issues and presents some interesting design 

concepts for low-cost smart sensors.  

8.2 OPTIMAL ENERGY HARVESTER DESIGN 

The energy harvester (EH) used in the prototype of the smart Stick-on sensor is an 

X-shaped core (XEH), as shown in Figure 8.1(a). This prototype provides sufficient power 

at higher currents when close to the current carrying asset, but an increase in distance of 
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the XEH from the asset decreases the harvested power dramatically, as shown in Figure 

8.1(b). Moreover, at lower current levels, the energy harvested is an order of magnitude 

smaller than at higher currents. Therefore, an optimal design of the EH is required. The 

design process consists of finding the optimal shape, size and winding of the harvester core 

and has been performed in the following sub-sections.   

 

(a) (b) 

Figure 8.1: (a) XEH, (b) power harvested by XEH as a function of distance from and 

current in the conductor. 

8.2.1 Shape 

The role of the EH is to concentrate the flux lines and channel them through the 

energy harvester to form a flux concentrator. The X-shaped core performs this task very 

well due to the larger area of the core on top and bottom. If this philosophy is used for 

designing the flux concentrator, an even better design would be an H-shaped core, shown 

in Figure 8.2, which has maximum area on top and bottom, thereby, maximizing the 

amount of flux lines captured. Further, the H-shape can be easily mass produced to reduce 

cost.   

8.2.2 Dimensions 

A parametric search was performed using ANSYS® Maxwell to analyze the nature of 
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In the software, the core was placed 60 mm (center to center) away from the 

conductor and a steady-state current in the conductor of 1000 A was chosen. The value of 

current and distance in the conductor does not have an effect on the selected dimensions 

as the power harvested scales as square of current and inversely with distance. The search 

space spanned for all of the dimensions are given in Table 8.1. The results of the 

simulations are shown in Figure 8.3. Apart from understanding the variation of harvested 

power with changes in dimensions of the core, the parametric search also helps in reducing 

the convergence time of the optimization by decreasing its trust region.  

  

Figure 8.2: H-shaped geometry for the flux concentrator (left), Sample ANSYS® 

Maxwell simulation for finding the optimal geometry (right)  

 

Table 8.1: Design Space for Parametric Search 

Dimension 
Minimum Size Tested 

(mm) 

Maximum Size Tested 

(mm) 

Step-Size 

(mm) 

a 10 40 1.5 

b 5 20 0.75 

c 20 50 1.5 

d 5 30 1.25 
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(a) Variation in power harvested with size of the flux concentrator  

   

   

(b) Variation in power density with size of the flux concentrator  

Figure 8.3: Parametric search plots for designing an optimal energy harvester. There 

are a total of 6 (4C2) cases. PD = power density, P = Power. 

Next, an optimization was performed. The objective of the optimization was to 

maximize power harvested and power density simultaneously. Apparently, power 

harvested increases (decreases) while power density reduces (increases) when the size of 

the core is increased (decreased). Therefore, the solution of the problem that maximizes 

power contradicts the solution that maximizes power density. To address this issue, a 

single objective function was computed that combines both the harvested power and power 

density for the optimizer. The objective function formed for the optimization is shown in 

(220) Further, boxed constraints were added on the dimensions of the core to limit any 
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one dimension to be above a maximum value and below a minimum value. In addition, a 

minimum constraint was added on both power and power density based on the minimum 

power required for the sensor to operate.   

( ) ( )1 2
, , ,

max ( ) max max
a b c d

f x w P w PD= +
 

(220) 

min max. . a <s t a a<   

min maxb <b b<   

min maxc <c c<   

min max<d d d<   

( ) minmax P P>
  

( ) minmax PD PD>
  

where 

( )
( )max

max
P

PD =
∇

 (221) 

( )max
4

oc scV I
P =  (222) 

( ), , ,f a b c d Volume∇ = =  (223) 

For every simulation step, the values of OCV and SCC were computed, and were 

used to calculate the value of cost function. A sequential non-linear programming (SNLP) 

technique that uses a response surface (RS) was utilized for the optimization. The SNLP is 

integrated into the FEA models through ANSYS® Maxwell’s Optimetrics toolbox. The 

optimizer converged when either the maximum iterations were reached or the maxima 

condition (cost function is nearly zero) were satisfied.  

Two different sets of constraints were applied on the dimensions of the core, and are 

given in Table 8.2.  
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Table 8.2: Constraints on Dimensions of the Flux Concentrator 

Dimension Step 

Size 

Design 1 Design 2 

Minimum Maximum Minimum Maximum 

a 0.5 10 40 10 30 

b 0.5 5 20 5 20 

c 0.5 20 50 20 40 

d 0.5 5 30 5 20 

 

A plot showing the convergence of solution for the two designs is presented in Figure 

8.4. This graph gives the optimal dimensions for the core for both the designs. 

 
(a) Optimal flux concentrator size for Design 1 

 
(b) Optimal flux concentrator size for Design 2 

Figure 8.4: Plot showing convergence of solution 

8.2.3 Optimal Winding Design 

In this section, an optimal design of the flux concentrator and transformer windings 

is presented through detailed modeling of winding resistances and inductances.   
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8.2.3.1 Resistance computation 

Consider a cross section of the EH winding as shown in Figure 8.5.  

 

Figure 8.5: Winding Geometry 

If this winding is wound on a core of width lv and height lh, then the resistance of 

the winding is given by 

2 0.78
2 ( ) 4 ( 1)

0.78

h V b

a b

A
N l l n

n n
R

A

ρ
π

 
 + + −   =  

(224) 

where,  

N = nanb = Total number of turns, 

na = a/2rw , nb = b/2rw , rw = radius of wire, 

A = ab = Cross sectional area of the winding. 

 The complete derivation of the winding resistance is given in Appendix F. It can be 

seen in (224) that the resistance is dependent on the number of turns for a given volume of 

winding. Equation (224) was used to compute the resistance of the EH and transformer 

windings for the different configurations that were analyzed.  

8.2.3.2 Inductance Computation 

The equivalent circuit of the flux concentrator along with the transformer is shown 

in Figure 8.6. Optimal design of the flux concentrator cannot be performed independently 

from the transformer as the two are electrically coupled. Therefore, it is necessary to 

compute the inductances for the entire equivalent circuit shown in Figure 8.6.  
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Figure 8.6: Equivalent Circuit of flux-concentrator and transformer 

The expressions for the various inductances can be given by 

2  f f fL k N=  (225) 

2
1 1 1  L k N=  (226) 

' 2
2 2 1  L k N=  (227) 

' 2
1  m mL k N=  (228) 

The values of kf, k1, k2, and km are dependent on the structure of the core and 

windings. As the cores have an open structure, the values of kf, k1, k2, and km cannot be 

analytically found. Thus, ANSYS® Maxwell 3D was used for this purpose.  

As an example, the optimal design 1 computed in Section 8.2.2 for the flux 

concentrator was considered to compute kf. Further, the dimension of the transformer core 

and winding that were used for computing k1, k2, and km are shown in Figure 8.7. The 

values computed for kf, k1, k2, and km are given as 

 

9186.4 10fk −= ×  (229) 

9
1 8.4 10k −= ×  (230) 

9
2 17.7 10k −= ×  (231) 

92158.6 10mk
−= ×  (232) 

 

vf

Rf Lf R1 R2L1 L2

Lm’

N1:N2
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a) E-core dimension 
b) Inner Winding 

Dimensions 

c) Outer winding 

dimensions 

Figure 8.7. Transformer Core and Winding Geometries (all dimensions are in mm) 

8.2.3.3 Maximum Power Transfer 

Finally, using the concept of maximum power transfer, the maximum power was 

computed for different EH and transformer winding configurations. The Thevenin 

equivalent of the circuit shown in Figure 8.6 was used for computation. Thevenin 

equivalent voltage and impedance are given by  

1 1( )
M

th f

f M f

j L
V V

R R j L L L

ω

ω

  =   + + + + 
 (233) 

2 2 1 1( ( )) || ( )th f f MZ R jwL R R j L L j Lω ω= + + + + +  (234) 

Re{ }th thR Z=  (235) 

Im{ }th thX Z=  (236) 

In (233) and (234) Rf, R1, and R2 are computed using (224) while, Lf, L1, L2, and Lm 

are computed using (225) - (228) If the load is purely resistive, the maximum power that 

is transferred to the load is given as 

2

max 24

thR

th

V
P

R
=  (237) 

While, if the load is resistive and inductive, the maximum power is given as 

( )
2

max
2 22 ( )

thRL

th th th

V
P

R R X
=

+ +
 (238) 
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A locus of the maximum power at 100 A primary current for all the configurations, 

N1 ∈ (1, 200), Nf ∈ (1, 600), has been plotted in Figure 8.8(a). Further, the plots of OCV, 

radius of flux concentrator, transformer primary and secondary windings are given in 

Figure 8.8(b)-(e). 

 

(a) 

  

(b) (c) 

  

(d) (e) 

Figure 8.8. (a) Locus of maximum power for all configurations at I=100A, (b), (c) and 

(d) radius of various windings as a function of turns (e) Voltage at the flux 

concentrator winding as a function of Nf and N1 
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An interesting feature about Figure 8.8(a) is the presence of a region of maxima 

among all the maximums. This maxima region shows that there are many solutions to 

choose from, thereby giving enough design flexibility. For instance, the design 

corresponding to 1 turn would not be feasible as it would give a very low magnitude of 

voltage induced on the EH windings, so a design with more number of turns which also 

lies on the maxima region can be chosen. Further, it is required to simultaneously examine 

all the plots when selecting a particular combination for the number of turns (Nf, N1 and 

N2), as other practical constraints such as ampacity and open circuit voltage also need to 

be considered.   

The above analysis was performed at a fixed current. However, with increasing 

(decreasing) currents the harvested power for any configuration increases (decreases) 

monotonically. Thus, a design that is optimal at I1 amps is also optimal at I2 amps for all 

I1≠I2.   

The flowchart shown in Figure 8.9 below summarizes the procedure used to find the 

optimal core designs. 
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Figure 8.9. Flow Chart for Optimal Designs 

8.3 FAULT ANALYSIS 

As the smart sensor may be used in conjunction with assets that are likely to 

experience fault conditions, analysis has to be performed to understand the challenges of 

operating the sensor under scenarios such as high current impulses (high di/dt) and 

lightning strikes or excessive voltage impulses on the asset. High current impulses give rise 

to high voltages induced on the flux concentrator terminals. Even if the aggregate induced 
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voltage across the flux concentrator winding is within the safe operating area of the 

semiconductor devices and the breakdown voltage of the windings, the voltage induced 

between individual windings may lead to inter-winding failure. Further, under faulted 

conditions, the core begins to saturate.  

This section presents the simulation studies and experiments that were conducted to 

test the performance of the flux concentrator under different fault conditions. The focus is 

on investigating the maximum overvoltage (and short circuit current (SCC)) observed on 

the flux concentrator windings under various scenarios. The core selected for the 

simulation study is the optimal H-core obtained in Section 8.2. Finally, actual current 

impulse tests were performed on a set of scramble wound cores prepared in the lab. 

8.4 SIMULATION STUDIES 

To monitor the voltage across different sections of the windings, the core was 

divided into seven different sections, with each section having 50 turns. Therefore, the 

total number of turns is 350. The volume of each coil section is based on the average 

volume required for a 26-32 AWG wire with a reasonable stacking factor (0.5-0.7). The 

core material is selected as CRGO silicon steel. 

Subsequently, ANSYS® Maxwell simulation studies were conducted to find the peak 

open circuit voltage (OCV) (and SCC) developed between any two sections of the winding 

and also on the entire winding for different faulted conditions.  

A list of the different fault conditions that were simulated is given in Table 8.3 along 

with the results. The plots of developed over-voltages, short circuit currents and fault 

currents for all the cases are shown in Figure 8.10. Note that Case 1 is not a fault 

condition but a base case scenario.   
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Table 8.3: Design Space for Parametric Search 

Case 

No. 

Source Nature Peak Inter-winding (50 

turn section) Voltage 

Peak Open 

circuit 

voltage 

Peak Short 

Circuit Current 

of Coil 

Case 1 500sin(377t)  159 mV 1.122 V 305 mA 

Case 2 20kAsin(377t)+ 

10kAe-t/0.032 

6.618 V 46.6 V 17.61 A 

Case 3 60kAsin(377t)  19.2 V 134.9 V 36.68 A 

Case 4 100 kA Lightning 

Strike 

13.7 kV 95.8 kV 61.6 A 

 

  
Case 1 Case 2 

 
 

Case 3 Case 4 

Figure 8.10: Parametric Simulation results depicting conductor current in green, inter-

winding voltage in blue, total winding voltage in red, and winding SCC in blue. Note 

that the SCC is in amps.  

The simulation results show that the voltage developed on the flux concentrator 

under faulted conditions is almost a 100 times more than nominal conditions. Moreover, 

under lightning strikes the voltage may increase to almost a million times more. Therefore, 

under fault conditions it is essential to limit the voltage developed on the flux concentrator 

to safeguard the sensitive sensor electronics. 
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8.5 EXPERIMENTAL RESULTS 

To validate the simulation results, three different cores were designed and tested at 

NEETRAC under fault conditions. The cores designed in the lab are shown in Figure 8.11. 

All cores were wound with a 30 AWG magnetic wire. The I-core was wound with 150 

turns, while the X-core and H-core were wound with 300 turns each. The cores were 

characterized in the lab under nominal conditions before and after the impulse test so that 

the performance of the cores could be compared to their nominal values. 

 
  

I-core X-core H-core 

Figure 8.11: Different cores tested at NEETRAC  

The test setup used at NEETRAC was capable of generating 20 kA (4/10 µs and 

8/20 µs) of fault current with a di/dt of up to 2.5 kA/µs.  A circuit diagram of the test 

setup is shown in Figure 8.12. The actual test setup is shown in Figure 8.13.  

 

 

Figure 8.12: Circuit diagram of high impulse test facility in NEETRAC  
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Figure 8.13: Experimental setup for impulse testing on the flux concentrators  

The hardware required for measurements are given in Table 8.4. A summary of the 

key results are presented in Table 8.5 and plots are shown in Figure 8.14.  

Table 8.4: Measurement Equipment Used for the Impulse Test 

Part Number Feature 

TDS 3014 Battery operated oscilloscope, 100 MHz bandwidth 

P5100 Voltage Probe 250 MHz bandwidth, 2.5 kVdc + 1 kV Peak AC, 7-30 pF 

compensation range 

P6015 Voltage Probe 75 MHz bandwidth, 40 kV peak, 7-49 pF compensation range 

Current Transformer Pearson Current Monitor Model 1330 

 

Table 8.5: Experimental Results of Impulse Testing on Flux Concentrators 

Case Core Test Condition Peak Voltage Induced (kV) 

HF = High frequency, LF = 

Low frequency 

Current 

Peak 

(kA) 

Rise Time 

(µs) 

Fall Time 

(µs) 

1 I-Core 5.235 9.95 11.7 2.38 

2 I-Core 6.45 5.36 6.6 5.6 

3 X-Core 5.235 10 11.71 3 

4 H-Core 5.235 10 11.7 1.28 LF, 2.64 HF 

5 H-Core 6.59 10.24 11.04 1.42 LF, 2.335 HF 

6 H-Core 7.88 9.8 11.4 1.88 LF, 4.96 HF 

7 H-Core 10.64 9.9 11.2 2.54 LF, 5.11 HF 

8 H-Core 6.47 5.2 7.1 3.44 LF, 2.88 HF 

 

Sphere 

Array 2

Sphere 

Array 1

Pendulum
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(a) (b) 

 
 

(c) (d) 

Figure 8.14: Plots showing experimental results of impulse testing on the flux 

concentrators. The impulse currents are in green and the voltage induced on the flux 

concentrator is red.  

Some interesting observations are as follows: 

• In Case 2, the results show that on the small I-core, voltages on the order of 

5.6 kV are developed at 6.45 kA of peak currents.  

• In Case 3 (X-core), to begin with, the voltage starts building up but at 

around 2 µs, shorting of windings occurs due to a possible discharge, which 

stays till 20 µs. Thereafter, the discharge extinguishes and the core operates 

normally.    

• In Case 7 (H-core), at multiple points on the voltage waveform, discharges 

are observed in the form of single cycle wavelets. However, the core performs 

well otherwise.     

The cores were characterized under nominal conditions before and after the impulse 

tests were performed. The pre- and post-impulse test nominal characteristics of all the 

cores were compared. The results are given in Table 8.6.  
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Table 8.6: Pre-Post Impulse Test Analysis 

Primary 

Current 

I-Core X-Core H-Core 

Before After Before After Before After 

100 56 mV 55 mV 472 mV 471 mV 326 mV 345 mV 

500 277 mV 263 mV 2.28 V 2.3 V 1.63 V 1.69 V 

900 497 mV 480 mV 4.13 V 4.29 V 2.94 V 3.04 V 

 

For all of the cores, the RMS errors for the pre- and post- impulse results lie in the 

range (13 mV, 85 mV) for OCV and (4.35 mA, 6 mA) for SCC. The RMS errors are not 

large between the pre- and post- impulse results and can be attributed to measurement 

error, marginal changes in the operating conditions and minor changes in core position. 

During the impulse experiments a clear discharge was seen between some windings, 

evident in Figure 8.14(b)-(d). However, the damage to the windings was not permanent. 

These results are promising from the standpoint of using the smart sensor for utility 

assets. Nevertheless, even though the overvoltage do not permanently damage the flux 

concentrator, it is still necessary to protect the windings and more importantly the 

sensitive sensor electronics from these overvoltage conditions. The design of a robust 

protection circuit to prevent the sensor electronics from damage under faulted conditions is 

presented in the next section. 

8.6 PROTECTION CIRCUIT DESIGN 

It is evident from the simulation and experimental results that the voltage developed 

on the flux concentrator under faulted conditions can be many orders of magnitude larger 

than the nominal condition. Therefore, a circuit is designed for the windings of the flux 

concentrator core, the transformer, and the sensitive sensor electronics for protection 

against high current faults or lightning strikes. The protection circuit is designed for the 

worst case scenarios based on the simulation and experimental tests performed previously. 

Further, a general design methodology for the protection circuit is given the sub-sections 

to follow. The design-rules presented in this section can be used to design protection 

circuit for a similar smart-sensor under a different set of worst case conditions.  
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8.6.1 Protection of the Flux Concentrator 

Suppose the worst case peak voltage produced at the flux concentrator terminals 

under a lightning strike or a high current fault is Vp. Further, assume that the worst case 

SCC of the flux concentrator is Ip. If there are Nf turns on the windings, the worst case 

peak voltage between any two adjacent windings is given by Vpw (Vpw=Vp/Nf). Further, if 

there are l number of layers in the windings, the voltage developed between any two layers 

will be given by Vpl (Vpl = Vp/l). It is vital to protect the different layers from arcing 

under a high voltage stress. For this purpose, insulation is required between any two 

layers, such that the peak voltage withstand Vpt of the insulation having thickness t should 

be greater than Vpl (Vpt>Vpl). Further, the winding insulation can be selected to withstand 

the maximum voltage between any two windings (VInsulation>Vpw). The design equations are 

summarized in (239) and (240) 

p

pw

f

V
V

N
=  pt plV V>  (239) 

/pl pV V l>  Insulation pwV V>  (240) 

Apart from protecting the windings from flashovers and discharges, the sensor 

electronics also needs to be protected. The surge voltages are clamped using transient 

voltage suppressors. Two different technologies can be used for preventing electronics from 

high voltage surges, namely transient voltage suppressor diodes (TVS diodes) and metal 

oxide varistors (MOV). On the one hand, TVS diodes can provide a lower clamp voltage, 

as compared to MOVs. While on the other hand, the TVS diodes absorb less energy as 

compared to MOV. Therefore, it is recommended to use a hybrid protection scheme 

comprising both the TVS diodes and MOVs. 

8.6.2 TVS Diodes for Winding Sections 

As each winding section has to be protected from surge voltages, access to several 

taps on the windings is essential. A bi-directional TVS diode is provided between any two 

sections. The rating of the TVS diodes is selected in such a way that its clamping voltage 
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(VcTVS) at Ip is less than Vpl. Further, the peak current carrying capacity of the TVS diodes 

(IpTVS) should be greater than Ip. The design equations are summarized in (241) 

cTVS plV V<  pTVS pI I>  (241) 

8.6.3 MOV Design 

As the energy dissipation capacity of an MOV is much higher than the TVS diode, 

it is recommended to provide an MOV in addition to the TVS diodes across the entire 

winding. The rating of the MOV is selected such that the MOV nominal voltage (VnMOV) is 

greater than the nominal operating voltage of the circuit. In addition, the clamp voltage of 

the MOV (VcMOV) is equal to the sum of the clamp voltages of all the TVS diodes at the 

peak current. Moreover, the energy dissipation rating of the MOV (EMOV) should be higher 

than the worst case energy dissipation (Ep). The design equations are summarized in (242) 

and (243) 

nMOV nomV V>  
1

( ) ( )
n

cMOV p cTVSi p
i

V I V I
=

=∑  (242) 

1

2
MOV p cMOV f pE I V t E> =  (243) 

 

8.6.4 Secondary Transformer TVS diode design 

It should be noted that the clamp voltage of an MOV and the TVS diode increases 

with an increase in current. As there is a step-up transformer right after the TVS 

diode/MOV protection stage, the voltage is further stepped-up. In the worst case, the 

voltage at the output of the step-up transformer also needs to be clamped to prevent the 

AC/DC boost converter from experiencing over-voltages. A TVS diode is used for this 

purpose. The TVS diode is selected in such a way that the clamp voltage of the diode 

(Vc(ILP)) at peak short circuit current is less than the breakdown voltages (Vbr) of any of 

the MOSFETs or diodes in the converter. Further, the reverse stand-off voltage (Vr) 
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should be greater than the nominal voltage of the circuit (Vnom). The design equations are 

summarized in (244) - (246) 

2

1

cMOV f

LP

T

V tN
I

N L

∆
=  (244) 

( )c LP brV I V>  (245) 

2

1

r nom

N
V V

N
>  (246) 

8.6.5 Zener Design 

The AC/DC boost converter is connected to a voltage regulator and an ultra-

capacitor. A uni-directional zener is designed in such a way that it can clamp the voltage 

at the peak of the capacitor (Vpc) and the voltage regulator (Vpr). The zener voltage (Vz) 

also needs to be greater than the operating voltage of the sensor electronics (Vsnom) so that 

it doesn’t draw a lot of quiescent current under nominal conditions. 

min( , )snom z pc prV V V V< <  (247) 

8.6.6 Design Example for Protecting the Optimal Core 

 If the optimal core design 1 is considered, with Nf = 350, Vpl = 13 kV, Vpw = 350 

V and Ip = 50 A. The worst case voltage build-up across the entire winding for a 350 turn 

flux concentrator will give rise to a turn-to-turn voltage of 350 V. Based on the optimal 

design, on an average in one layer there are 40-50 turns. Between any two layers, the 

worst case voltage will be 13 kV. Nomex sheet by DuPont having thickness of 10-12 mils 

can handle voltages up to 17 kV/mm – 33 kV/mm, and therefore it is recommended to 

provide a Nomex sheet between any two layers. Further, with some additional margin, the 

magnet wires can be coated with insulation supporting 1 kV discharges.  

For preventing each section of the flux concentrator winding, the TVS diode from 

Littelfuse, SMBJ7.0CA, capable of handling the full fault current of 50 A is chosen.  
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The clamp voltage of the MOV should be close to the sum of the clamp voltages of 

the TVS diodes. Further, the energy rating of the MOV should be more than the 

maximum energy dissipated, 

1
30

2
MOV p cMOV fE I V t mJ> �

 
(248) 

A TDK Corporation AVR-M1608C120M MOV is chosen that can be used to handle 

90 mJ with a clamp voltage of 20V at 2A. This MOV is suitable for use at the primary 

winding of the transformer. The quiescent current requirement at lower voltages of the 

chosen MOV is quite low, thereby, not imposing a problem under nominal operation. 

The leakage inductance of the transformer as per the optimal design is close to 0.6 

mH, which gives the peak short circuit current over an 8 µs period with transformer turns 

ratio of 1:20 to be 50 mA. Usually, the clamp voltage of TVS diodes that are rated for 

smaller peak currents increases dramatically with an increase in current. Therefore, it is 

advisable to select a TVS diode that has a clamp voltage equal to the breakdown voltage 

of the MOSFETs and diodes but at a much higher peak current. The TVS diode on the 

secondary side of the transformer is chosen as the SMAJ51CA from LittelFuse. In this 

design, the peak current is chosen as 5A and the clamp voltage at this current is around 

82V. This way, at 0.05 A, the clamp voltage remains small.  

The general circuit diagram of the overall protection scheme is shown in Figure 8.15.  

 

Figure 8.15: Proposed protection circuit for the optimal energy harvester.  
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Two different designs of optimal cores with the required protection were 

manufactured and are shown in Figures Figure 8.16 and Figure 8.17. 

 

Figure 8.16: Core laminations (Left to right: S1 - Sensor core design 1, S2 - sensor core 

design 1, TX - transformer, FC1 - flux concentrator design 1, FC2 - flux concentrator 

design 2)  

 
Figure 8.17: Optimal flux concentrator and sensor cores with the required protection 

(Left to right: S1, S2, TX, FC1, FC2) 

8.7 ZIGBEE® COMMUNICATION LINK PERFORMANCE 

8.7.1 Distance Tests 

The performance of the ZigBee® transceiver system was tested in order to determine 

the maximum range and accuracy of the system. A transmitter was placed in a stationary 

position, in an open, flat field, and a receiver was moved from 2 m to 200 m away. This 

test was performed several times, with transmission power and channel frequency being 

varied. 

The strength of signal at the receiver (RSSI) and the packet error ration (PER) were 

both recorded over five-thousand sample intervals, and are shown graphically in Figure 

8.18 and Figure 8.19 below. 
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Figure 8.18: ZigBee® PER Variation with Distance 

 

Figure 8.19: ZigBee® RSSI Variation with Distance 

Studying the data it is seen that that there is almost zero packet error at a 

transmission power level of 4 dBm, and at -3 dBm there is a tolerable level of loss up to 

distances ranging from 100 m to 150 m.  

Regarding channel frequency, there was minimal difference between the channels, 

though the channel at 2440 MHz does perform slightly worse than 2405 MHz and 2480 

MHz. 
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Tests were also performed indoors, as seen in Table 8.7. Indoor ZigBee® performance 

test results were comparable to those of the outdoor test. One interesting result however, 

was that a no-line-of-sight test was also performed, and it showed a significant decrease in 

RSSI.  

8.7.2 High Voltage Interference Tests 

In order to gauge the effects of high voltage environments on the performance of the 

ZigBee® communications system, a test environment capable of producing voltages as high 

as 80 kV was constructed at Georgia Tech’s NEETRAC facility. 

The setup, seen in Figure 8.20 shows a step-up transformer and suspended rod 

surrounded by a grounded cage. The sensor was tested in two situations, atop the step-up 

transformer to simulate a typical substation connection and directly attached to the rod to 

simulate a line connection. The ZigBee® receiver was placed outside the cage at a distance 

varying from 3.5 m to up to 10 m. 

 
 

 

Figure 8.20: NEETRAC High Voltage Test Setup 
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Opening for 
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In addition to creating high voltage conditions, at above 65 kV corona and partial 

discharge was seen to occur in the system, allowing gauging of the effect of this form of 

EMI on the ZigBee® communication’s performance. Figure 8.21 below shows a camera 

photo capturing this corona phenomenon at 80 kV. 

  

Figure 8.21: Development of Corona at 80 kV 

Results of the test showed that the ZigBee® communication link performed 

extraordinarily well, and was unaffected by HV conditions and corona noise. Figure 8.22 

and Table 8.7 below show that line voltage has no correlation with ZigBee® performance, 

having a correlation coefficient of nearly zero. Additionally, at ranges less than 10 m, 

distance and channel frequency also had little or no effect on performance. Transmission 

power, on the other hand, was greatly correlated with RSSI, as expected.  

These results show that for substations or utility networks with a maximum length 

between any two sensors of around 200 m, it is expected that ZigBee® will perform very 

well, and that a transmission power level of -3 dBm will be possible to be used. 
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Figure 8.22: Relationship of Variables with ZigBee® RSSI 

 

Table 8.7: Correlation of Variables with ZigBee® RSSI 

Variable Correlation with Maximum Observed 

RSSI 

Voltage (0 V to 80 kV) -0.03 

Transmission Channel (2405 MHz to 2480 MHz) -0.16 

Transmission Power (-3 dBm to 4 dBm) 0.56 

Distance (3.4 m to 10 m) 0.02 

8.8 EMI/CORONA SUPPRESSION AND PACKAGE DESIGN 

 A conceptual diagram of the final smart current, temperature and voltage sensor 

with the integrated protection circuit is shown in Figure 8.23 along with a 3-D 

conceptualization of the sensor in Figure 8.24. Note that a partial dual-cage structure is 

used to house and protect the sensor.  
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The partial dual-cage structure is designed to be able to compactly house the sensor, 

while being able to segregate sensing and energy harvesting circuitry from the control, 

signal conditioning, and communications circuitry that need a higher degree of protection. 

 The outer case contains the energy harvester and sensors and is a partial Faraday 

cage with insulation on the face attached to the utility asset.  The inner case is a 

completely enclosed Faraday cage to protect sensitive circuitry from low frequency electric 

field signals generated by normal line operation and high frequency signals due to corona, 

lightning, etc. There is also a single point electrical connection to the utility asset which is 

used to set the ground of the inner case to the same potential as the asset. A single point 

connection prevents current from flowing in the cage which would then effectively bypass 

the energy harvester and current sensor.    

In both cages, all sharp edges have been filleted and a minimum number of openings 

are made in order to maximize each cage’s effectiveness at rejecting noise. Small openings 

are provided in order to connect to the sensor cores, flux concentrator, and ZigBee® 

transceiver and they are placed on different faces of the cage to minimize their detrimental 

effect to the cage’s performance. 

 

 

Figure 8.23: Conceptual diagram of sensor, including shielding scheme 
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Figure 8.24: 3-D conceptualization of Stick-on sensor showing dual-cage design 

 rA=3.34t rfµ σ  (249) 

r
3 2

r

R=322+10log
f r

σ

µ

     
 (250) 

Corona and air gap discharge occur over frequency ranges of as low as 10 MHz to 

up-to 600 MHz, with power levels as high as -20 dBm [114]. Equations (249) and (250)  

show the near-field absorption loss and reflection loss of a full faraday cage, where A and 

R are absorption and reflection loss in dB, t is shield thickness in inches, f is noise 

frequency in MHz, r is the distance from the noise source in meters, and σr and µr are 

electric conductivity and magnetic permeability relative to copper [115]. 

If copper is used as the shielding material, then a shielding thickness of only 0.2 mm 

will reduce a -20 dBm noise level from corona to -100 dBm, and provide more than 

adequate protection. Seams and apertures in the cage will reduce its shielding effectiveness 

from this level, as seen in (251) where S is the reduction in shielding effectiveness in dB, λ 

is the noise wavelength, l is the maximum aperture dimension, and n is the number of 

apertures in the case.  

( )20 log 10 log
2

S n
l

λ = −  
 (251) 

The reflection loss, however, will likely produce 100 dB of attenuation at typical 

noise frequencies and sensor distances. This is more than enough to counteract the non-

idealities of the case.  
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 To maintain mechanical integrity and ease of manufacturability, a thicker cage 

size of 2 mm is used in the conceptualization and should provide more than adequate 

protection to the sensor’s circuitry from the high voltage environment. 

8.9 CONCLUSIONS 

In conclusion, this chapter proposed a robust design for a low-cost, smart wireless 

sensor which can be stuck-on to a utility asset and operate autonomously. Challenges 

related to optimal design of the energy harvester were addressed and an example design 

was presented. Practical issues related to fault currents and lightning strikes were 

addressed through extensive simulation and experimental studies. It was found that the 

sensors could develop voltages a million times larger in faulted conditions as compared to 

nominal conditions. Therefore, a protection scheme was proposed to prevent the sensor 

from overvoltage conditions and large impulses. Finally, a novel partial dual faraday cage 

design was presented to prevent the sensor from EMI and other corona noise present near 

high voltage assets. The effects of high voltage noise such as corona on wireless 

communication and integration of low-cost voltage sensing were also addressed.     
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CHAPTER 9                                           

CONCLUSIONS, CONTRIBUTIONS AND FUTURE 

RESEARCH 

9.1 CONCLUSIONS 

This work presented the concept of a small, low-cost, self-powered smart wireless 

sensor that can be used for monitoring current, temperature and voltage on a variety of 

utility assets. Wireless sensor network architecture for integrating these sensors to 

information systems, such as SCADA, was proposed. The role of these sensors is to provide 

real-time information and min-max history of asset parameters such as current, voltage 

and temperature. In addition, these sensors can be used to detect faults and absence of 

power on assets. The information collected by these sensors could be used by asset 

managers, system operators and planners to take informed decisions about maintenance, 

and replacement of utility assets. A meshed network of these sensors can also help in 

diagnosing failure on assets, reducing downtime during an outage, and minimizing truck-

rolls by providing information of the particular asset that lost power. Therefore, these 

sensors have tremendous value for utilities. 

The sensor developed in this research was designed to operate without batteries to 

have an expected life of 20-30 years. Energy harvesting techniques that could power the 

sensor from energy present in the ambient were explored. Particularly, electric field, 

magnetic field and solar energy were considered. All these sources of energy have use in a 

plethora of utility asset monitoring applications.  Specifically, the flux concentrator based 

energy harvester that uses magnetic field for harvesting energy produced the maximum 

energy density of all the techniques. The flux concentrator is an open ferromagnetic core-

coil assembly, which also gives information of the current flowing in the asset. Therefore, 

the flux concentrator was used for the dual purpose of energy harvesting and current 
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sensing. Another advantage of using the flux concentrator as the current sensor is that it 

has a wide linear range, up to 40 kA, unlike CTs that can easily saturate at higher current 

levels. Further, the flux concentrator approach for monitoring current reduces the size and 

cost of the sensor by an order of magnitude as compared to the existing current sensing 

solutions.  

Moreover, it was found that one of the major challenges for self-powering the sensor 

is maintaining a regulated DC supply for the sensor electronics under all operating 

conditions. To address this problem, a novel 0.2V to 3.3 V AC/DC boost converter was 

proposed, designed and implemented.  Subsequently, the energy harvester was integrated 

to the power circuit and was used to operate a stick-on current and temperature wireless 

sensor developed in this research. This research also presented an optimal design of the 

flux concentrator and the power circuit. A process for optimization of the core dimensions, 

and windings was provided, which can be used to design energy harvester and power 

circuit for any other application. 

One of the applications of the sensor is to be used in a substation where multiple 

current carrying assets may interact with the sensor to produce errors in measurement. 

Moreover, as the flux concentrator is an open core-coil assembly, it needs expensive field 

calibration. Two different approaches to solve these issues were proposed, namely the 

MCTM and smart DCTM. The smart DCTM approach used two small sensor-cores for 

rejecting the effects of far-fields and other cross-talk. Furthermore, the memory present on 

the sensor along with the microcontroller was used to implement a novel algorithm which 

over time allowed the sensor to calibrate autonomously. Essentially, the sensor triangulates 

its position relative to the near asset, finds an effective far-field distance from a resultant 

far-off asset, and rejects the effects of far-fields. The proposed algorithms make the sensor 

immune from any cross-talk or other magnetic noise, and help the sensor to self-calibrate. 

Extensive simulation studies were performed to validate the smart DCTM algorithm for 

current sensing under various realistic scenarios. Finally, the smart DCTM approach was 

demonstrated in the lab on an ACSR conductor in the presence of far-field artificially 
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created using an air-cored inductor. Successful operation of the sensor was demonstrated 

under two different configurations of the air-cored inductor relative to the sensor. Using 

the proposed approach, the error in measurement was reduced from over 150% to less than 

5 % after convergence. Consequently, the smart DCTM approach transforms the simple 

core-coil assembly based current sensor into a highly intelligent method, while maintaining 

the cost of the overall sensor low. 

Further, a new voltage sensing algorithm was also proposed, called the moving 

average voltage sensing (MAVS) algorithm. The major purpose of the proposed voltage 

sensor is to detect whether a particular asset is energized or not. In addition, the role of 

the sensor is to detect voltage sags and swells on the asset and to produce alarm signals 

under these conditions. Therefore, as compared to conventional voltage sensors used for 

energy metering purposes, the acceptable error bands on the proposed voltage sensor can 

be relatively high ( < ±5%). The MAVS algorithm is a novel method that uses history of 

recorded measurements to estimate the present voltage of the asset, and therefore, the 

method is self-calibrating. Extensive simulation studies were performed to test the 

algorithm under different operating conditions, such as changes in voltage of the 

conductor, distance of conductor from the earth and configuration of conductors. Finally, a 

voltage sensor prototype was built and tested on a high voltage bus up to 35 kV voltage 

levels. The self-calibration of the sensor was successfully demonstrated in these 

experiments. Further, the sensor tracked the voltage changes on the asset within an 

average error band of ±5%.   

The research presented in this dissertation was also focused at solving practical 

issues associated with utility assets when they are subjected with high current impulses 

during faults and lightning strikes. Simulation studies were presented to understand the 

peak voltages that could be induced under faulted conditions and novel protection circuit 

architecture was proposed. Package design of the sensor to withstand external noise, such 

as corona, was also presented.  
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This ultimate goal of this research was holistic development of a smart sensor for 

utility asset that can serve as a universal solution for multiple applications at a low price 

point. These sensors when operated in a meshed topology can help increase situational 

awareness, provide increased visibility of the grid parameters, and therefore, increase 

reliability of the grid. The techniques developed in this research have shown spectacular 

performance under different operating conditions. Hopefully, the developed low-cost smart 

sensor will be an integral part of the smart grid of the future. 

9.2 SUMMARY OF CONTRIBUTIONS 

To summarize, this work has made the following contributions: 

1. Performed a scoping study through extensive simulations and experiments of 

energy harvesting techniques for powering utility sensors. 

2. Developed a 0.2 V to 3.3 V AC/DC boost converter that could self-start at 

currents as low as 60 A.  

3. Developed, and designed a self-powered stick-on current and temperature wireless 

sensor and demonstrated its operation in conjunction with an ACSR conductor. 

4. Developed two novel current sensing algorithms, namely MCTM and smart 

DCTM. The smart DCTM algorithm was implemented on the stick-on current 

sensor and operation was successfully demonstrated in the lab at currents up to 

1000 A. 

5. Developed a novel voltage sensing algorithm called the moving average voltage 

sensing (MAVS) which was implemented in a stick-on voltage sensor built in this 

research. The voltage sensor was used to monitor a high voltage bus at 35 kV. 

6. Developed a method to optimally design the energy harvester and power 

management circuit. 

7. Developed a novel protection architecture that prevents permanent damage to the 

sensor electronics and cores from fault currents and lightning strikes. 
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9.3 RECOMMENDED FUTURE RESEARCH  

The future work has been divided into several sections, namely, voltage sensing 

current sensing and design and testing. 

9.3.1 Voltage Sensing 

9.3.1.1 Relaxing the assumptions 

In this research, a new voltage sensing algorithm was developed called the moving 

average voltage sensing (MAVS) method. The MAVS method was used to estimate and 

track changes in the voltage of a conductor in any configuration, single phase or multi-

conductor, by using the history of collected data. Thereby, allowing the sensor to self-

calibrate.  

As a part of future research, one assumption in the algorithm related to changes in 

electrical permittivity of air can be relaxed. The electrical permittivity of the air around 

the conductor was assumed to be constant over time. Further, it was assumed that the 

permittivity doesn’t change dramatically in short periods of time. This assumption is valid 

in most cases; however, with changes in weather, the permittivity of the air around the 

utility asset can change by orders of magnitude. A variation in electrical permittivity of 

the air, for instance, due to increase in humidity, can alter the capacitance (C2) between 

the sensing plate and ground. As C2 is very small and forms the dominant impedance that 

determines the value of displacement current and the voltage between the sensor plates, 

any deviation in C2, would cause large changes in the sensed voltage. A simple solution to 

this problem could be to use a relatively higher impedance capacitor between the sensing 

plates such that any variations in the external capacitance would not affect the 

displacement current by a large percentage, hence, keep the errors in measurement low. 

This concept was not tested in this research and forms an interesting study for future 

research. 
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9.3.1.2 Field Testing 

Another research effort could be to experimentally validate the MAVS method under 

changes in external conditions, such as variations in distance of the high voltage bus from 

ground, variation in air humidity, and in a general, testing the algorithm in a multi-

conductor case.  

9.3.1.3 Estimation of Distance to Ground 

In a single phase system, the MAVS method was used to estimate the distance of 

the conductor to ground in addition to the voltage. However, for complex systems, such as 

a three phase system, it is difficult to decouple the governing equations to find a closed 

form solution for the distance to ground. Nevertheless, it is still possible to compute an 

equivalent distance that is strongly correlated with the actual distance to ground.  

As the ultimate goal is to integrate the voltage sensor with the current sensor in a 

single package, the loading on the line can be used as additional information for decoding 

the distance of the line to ground. The sag on an overhead conductor is a function of 

ambient temperature, conductor temperature, wind speed and thermal loading. The sensed 

temperature and current information can be leveraged to form a correlation model with 

sag of the conductor. Further, this model could be fine-tuned using the effective distance 

information obtained from the MAVS algorithm.  Over time, a robust mathematical model 

for the sag of the conductor could be estimated. Estimation of sag using intelligent sensing 

and modeling techniques can be a significant future research work.  

9.3.2 Current Sensing 

In this research, the smart DCTM current sensing algorithm was tested on an ACSR 

conductor having a circular cross-section. An interesting future research experiment would 

be to test the sensor on different irregular asset geometries, such as rectangular cross 

section of a busbar.  
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9.3.3 Design and Testing 

9.3.3.1 Testing the Protection Circuit 

In this research, successful operation of the sensor under a wide range was 

demonstrated. Further, a protection circuit was proposed to prevent the sensor from 

permanent damage under faulted conditions, such as high fault currents and lightning 

strikes. However, the ability of the proposed protection circuit architecture has not been 

tested under actual faults. Therefore, an interesting study for future research would be to 

subject the sensor with 8/20 µs and 4/10 µs impulses of 10-20 kA peak current. 

Consequently, gauge the ability of the protection circuit to prevent the sensor core 

assemblies, flux concentrator, transformer, and electronics from damage.   

9.3.3.2 Designing a Robust Enclosure 

In this research, a novel partial dual-cage package is proposed. The package does not 

attenuate energy harvested by the flux concentrator, and concurrently, prevents the sensor 

electronics from external noise. Further, the package itself acts as a voltage sensor, 

reducing extra hardware in the form of sensing plates. As future work, design and 

development of the enclosure to handle changes in temperature and weather conditions 

needs to be performed. The package should be designed for a 20 years expected life.  

9.3.3.3 Field Demonstration of a Sensor Network 

A field demonstration of a network of Stick-on sensors on multiple utility assets in a 

substation integrated to SCADA through a gateway can be an interesting experimental 

project. This effort can help validate the operation of the sensor in a practical scenario and 

test the communication architecture proposed in this research    
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APPENDIX A                                                           

PZB-MAGNET TECHNICAL SPECIFICATIONS                                  

Table A.1: Technical Specification of the Piezoelectric Bimorph bender 

Part No. 

 

Piezo 

Mate- 

rial 

Weight 

(grams) 

Stiffnes

s 

(N/m) 

Cap- 

acitanc

e 

(nF) 

Rated Tip 

Deflection 

(mmpeak) 

OC 

Voltage 

(Vpeak) 

Rated 

Frequenc

y 

(Hz) 

SC 

Current 

(µApeak/

Hz) 

D220-

A4-

203YB 

5A4E 1.7 120 23 ± 1 ± 14.9 120 ± 3.9 

D220-

A4-

303YB 

5A4E 2.7 360 46 ± 0.84 ± 14.9 145 ± 7.9 

 

(a) D220-A4-303B 
 

(b) D220-A4-203YB 

Figure A.1: Dimensions of the Piezo bimorph bender 

Table A.2: Technical Details of NdFeB Magnets 

Part No. 
Dimension  

(in x in x in) 
Material 

Weight 

(gms) 

Surface 

Field (T) 
Picture 

B441 1 1 1
4 4 16× ×  Grade N42 0.480 0.2305 

 

B442-N50 1 1 1
4 4 8× ×  Grade N50 0.960 0.4215 
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APPENDIX B                                                        

BILL OF MATERIALS OF THE STICK-ON SENSOR 

Table B.1: Bill of Materials for the Stick-on sensor 

Component Company Part No. Quantity 
Per unit 

price 
Price 

Energy 

Harvester 
NA NA 1 $ 2.50 $ 2.50 

Step-up 

Transformer 
Tamura SB2812-1204 1 $ 2.68 $ 2.68 

Schottky Diode Vishay 1N5818IR-ND 5 $ 0.38 $ 1.90 

Mosfet 
Zetex 

Semiconductors 
ZXM64N035L3 2 $ 1.45 $ 2.90 

Regular Diodes Diodes Inc 1N4148 2 $ 0.26 $ 0.52 

Zener Diode Diodes Inc 1N5233BDICT-ND 1 $ 0.50 $ 0.50 

Transistor PNP and NPN 2N3906 / 2N3904 2 $ 0.40 $ 0.80 

Low Drop Out 

regulator 

Linear 

Technologies 
LT1121-3.3#PBF 1 $ 1.99 $ 1.99 

Resistance 
Stackpole 

electronics 

RNF14FTD1M00CT-

ND 
17 $ 0.05 $ 0.85 

Capacitor Panasonic ECE-A1AKS101 5 $ 0.10 $ 0.50 

Ultracapacitor PowerStor PB-5R0V105-R 1 $ 8.20 $ 8.20 

Low power 

comparator 
Microchip MCP6541 1 $ 0.38 $ 0.38 

Op amp Microchip TC1029EPA 3 $ 1.50 $ 4.50 

Temperature 

Sensor 
Analog Devices TMP35 2 $ 1.35 $ 2.70 

Sensor Core NA NA 2 $ 0.75 $ 1.50 

Microcontroller 

and Zibee 

Transceiver 

Texas 

Instruments 
CC2530 1 $ 6.65 $ 6.65 

Enclosure - - 1 $ 2.50 $ 2.50 

Male Header 

Connectors 
FCI 609-3239-ND 1 $ 0.52 $ 0.52 

Female Header 
Molex Connector 

Corporation 
50-57-9010 4 $ 0.20 $ 0.80 

Printed Circuit 

Board 
- - 1 $ 5.00 $ 5.00 

Antenna Antenova Titanis 1 $ 5.00 $ 5.00 

Total cost of the Stick-on sensor $ 52.89 

 

Note: Most of the above prices are single quantity Digikey prices and do not reflect high 

volume pricing. 
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APPENDIX C                                                  

ERROR PLOTS FOR MCTM ALGORITHM  
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APPENDIX D                                                  

FR PLOTS FOR SMART DCTM ALGORITHM  
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APPENDIX E                                                            

VOLTAGE SENSOR MODEL DERIVATION  

The simple case of a single conductor above the earth is considered as seen in Figure 

7.4. The earth is considered to be an infinite plane perfect conductor. Any charged surface 

above the earth will have an image having a negative charge below the earth at an equal 

distance from the earth’s surface. The electric fields inside the earth are zero as it is a 

perfect conductor and exist only above the earth. To simplify the approach, consider a line 

charge having q coulombs per unit length. Although, the charge per unit length is a 

function of time, for simplicity, the variation in time is not represented in the symbol 

while performing the derivation. 

 

 

(a) (b) 

Figure E.1: (a) Single Conductor above the Earth, (b) Depiction of Method of Images 

Given that the potential at the origin is 0, the total potential at any point P(x,y) is 

given by,  

( ) 2

1

, ln
2

q ρ
ρ θ

πε ρ

  Φ =    
 

(252) 

In the Cartesian coordinate system the potential is given by, 

1
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( )
( )
( )

1/22 2

2 2
, ln

2

x d yq
x y

x d yπε

 + +  Φ =   − +   

(253) 

It is of interest to find the equipotential planes in this system. The equipotential 

planes exist at location where the ratio of distances is a constant, 

( )
( )

2 2
2

2 2

x d y
k

x d y

+ +
=

− +
 

(254) 

Where, k is an arbitrary constant having defined values for different equipotential 

planes. 

Simplifying the above equation gives, 

2 22
2

2 2

1 2

1 1

k kd
x d y

k k

    +   − + =         − −    

(255) 

The above equation represents a locus of equipotential planes which is a cylinder 

having  

2

2

1

kd
Radius

k
=

−  
(256) 

2

2

1
: ,0

1

k
Center d

k

  +       −  
 (257) 

If the actual case of a conductor is considered, the conductor can be placed on this 

equipotential surface such that the radius of the conductor matches with the radius of the 

equipotential plane, and the distance of the conductor from the origin is equal to the 

abscissa of the plane, 

2

2

1

kd
r

k
=

−  
(258) 

2

2

1

1

k
R d

k

 + =   − 
 (259) 

If k ≠ 1 
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2 1

2

R k

r k

+
=

 
(260) 

Solving the above gives k and d, 

2

1
R R

k
r r

 = ± −  
 

(261) 

2 2d R r= ± −  (262) 

To compute the value of q in terms of the known quantities, from the boundary 

conditions, it is known that ( )0,0 0Φ =  and ( ),0R r VΦ − = , where V is the voltage of 

the conductor. The potential around a conductor in terms of known quantities is given by, 

( )
( )
( )

1/22 2

2 2
, ln

x d y
x y

x d y
λ

 + +  Φ =   − +   

(263) 

In cylindrical coordinates system, 

( )
1/22 2

2 2

2 cos
, ln

2 cos

d d
x y

d d

ρ ρ θ
λ

ρ ρ θ

 + + Φ =    + −   

(264) 

Where 

2 ln

V

R r d

R r d

λ =
− +
− −  

(265) 

For further computation, it will be convenient to shift the origin to the center of the 

actual conductor. 

newx x R= −
 newy y=

 (266) 

For simplicity of reading, represent the new coordinate system with the same 

symbols as before, x and y. 

( )
( )
( )

2 2

2 2
, ln

x R d y
x y

x R d y
λ

 + + +  Φ =   + − +   

(267) 

In cylindrical coordinates, 
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( )
( ) ( )
( ) ( )

22

22

2 cos
, ln

2 cos

R d R d

R d R d

ρ ρ θ
ρ θ λ

ρ ρ θ

 + + + +  Φ =   + − + −   

(268) 

To compute the equation for electric field at any point around the conductor, use 

the following equation, 

( ),E ρ θ ρ θ
ρ θ

 ∂Φ ∂Φ = −∇Φ = − + ∂ ∂ 
� �

 
(269) 

As equipotential planes are circular, the variation of potential with θ is 0. This 

reduces the above equation to,  

( ),E ρ θ ρ
ρ

∂Φ
= −

∂
�

 
(270) 

( )
( )

( )2 24
, 2 cos

,

d
E R r

λ
ρ θ ρ ρ θ ρ

β ρ θ
 = + +  

�  (271) 

Where, 

( ) ( ) ( )( ) ( ) ( )( )2 22 2, 2 cos 2 cosR d R d R d R dβ ρ θ ρ ρ θ ρ ρ θ= + + + + + − + −
 

(272) 

At the surface of the conductor,  

( ) ( )( )2, 4 cos cosr r R r R rβ θ θ θ= + −
 (273) 

( )
( )

2
,

cos

d
E r

r R r

λ
θ

θ
=

−
 (274) 

If the charge enclosed by a surface S is Q 

.
Q

E dS
ε

=∫�
 

(275) 

The surface charge density can thus be defined as,  

q Eε∆ =
 (276) 

2

1 cos
q

d

r
Rr

R

ελ

θ

∆ =
  −   

 
(277) 
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1
2

1 cosq

d r

Rr R

ελ
θ

− ∆ = −   
 (278) 

2
1 cos ... . .q

d r
h o t

Rr R

ελ
θ

 ∆ = + + +   
 (279) 

Neglecting the higher order terms gives, 

2
1 cosq

d r

Rr R

ελ
θ

 ∆ = +   
 

(280) 

Until now the analysis used a complete cylinder as shown in Figure 7.4. If only a 

section of the cylinder is used,  

2
N

N

π
ψ =

 
(281) 

Where N is the equal number of parts the cylinder is cut into.  

NArea r lψ=  (282) 

Where, l is the length of the cylinder. 

Total Charge q Nr lψ=∆
 (283) 

The displacement current will then be found by,  

d

dQ
i

dt
=

 
(284) 

2
1 cosN

d

l d r d
i

R R dt

ψ ε λ
θ

 = +   
 (285) 

1 cos

ln

N
d

l d r dV
i

R r d R dtR
R r d

ψ ε
θ

 = +  − +  
− −

 
(286) 

If ( )sinmV V tω=
 

( )1 cos cos

ln

N
d m

l d r
i V t

R r d RR
R r d

ψ ε ω
θ ω

 = +  − +  
− −  

(287) 
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APPENDIX F                                                            

WINDING RESISTANCE MODEL DERIVATION  

Consider a cross section of the EH winding as shown in Fig. 10.  

 

Figure F.1.  Winding geometry 

Let the turns along length a be na, and turns along length b be nb. Then, total turns 

are given by 

a bN n n=  (288) 

Given that radius of the wire is rw, a and b can be expressed as 

2 w ar n a=  2 w br n b=  (289) 

Using (288) and (289), values of na and nb in terms of N, a and b can be obtained as  

a

a
n N

b
=  b

b
n N

a
=  (290) 

The areas of cross section of various elements in the winding are shown in Table F.1. 

TABLE F.1: Cross Section Areas 

Area of Cross 

section 
Representation Value 

One Wire wA  2
wrπ  

All Wires WA  2
w a br n nπ  

Winding A  ab  

 

Also, Fill factor = WA

A
  

The fill factor can be simplified using (288)-(290) and Table F.1, to obtain a fixed 

value 0.78. Further, resistance of the winding is given by (4).  
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w
w

w

l
R

A

ρ
=  (291) 

In (4), lw needs to be computed to calculate the value of resistance of the winding. 

Consider the winding to be cuboidal as shown in F.1 with horizontal inner length lh and 

vertical inner length lv with filleted edges. The length of the winding is given by  

(2 2 2( 2(2 )) 2( 2(2 )) ...)w a h V h Vl n l l l r l r= + + + + + +  (292) 

Equation (292) can be compactly expressed as 

( )
1 1

1 1

0 0

2( ) 2(2 2 )
b bn n

i i
w a h V w w

i i

l n l l r r
− −

− −

= =

 
 = + + +  
∑ ∑  (293) 

On computation of the summations in (293), the value of lw is given by  

2 ( ) (2 1)bn
w a b h V wl n n l l r = + + −   (294) 

Using (288)-(290) and Table F.1, rw can be expressed in terms of A, na and nb as 

0.78
w

a b

A
r

n nπ
=  (295) 

Finally, using (291) (294) and (295), the resistance can be expressed as 

2 0.78
2 ( ) (2 1)

0.78

bn
a b b h V

a b

w

A
n n n l l

n n
R

A

ρ
π

 
 + + −   =  

(296) 
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