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#### Abstract

This thesis covers two unrelated topics. The first part of my thesis is about quantum money, a cryptographic protocol in which a mint can generate a quantum state that no one can copy. In public-key quantum money, anyone can verify that a given quantum state came from the mint, and in collision-free quantum money, even the mint cannot generate two valid quantum bills with the same serial number. I present quantum state restoration, a new quantum computing technique that can be used to counterfeit several designs for quantum money. I describe a few other approaches to quantum money, one of which is published, that do not work. I then present a technique that seems to be secure based on a new mathematical object called a component mixer, and I give evidence money using this technique is hard to counterfeit. I describe a way to implement a component mixer and the corresponding quantum money using techniques from knot theory.

The second part of my thesis is about $21-\mathrm{cm}$ cosmology and the Fast Fourier transform telescope. With the FFT telescope group at MIT, I worked on a design for a radio telescope that operates between 120 and 200 MHz and will scale to an extremely large number of antennas $N$. We use an aperture synthesis technique based on Fast Fourier transforms with computational costs proportional to $N \log N$ instead of $N^{2}$. This eliminates the cost of computers as the main limit on the size of a radio interferometer. In this type of telescope, the cost of each antenna matters regardless of how large the telescope becomes, so we focus on reducing the cost of each antenna as much as possible. I discuss the FFT aperture synthesis technique and its equivalence to standard techniques on an evenly spaced grid. I describe analog designs that can reduce the cost per antenna. I give algorithms to analyze raw data from our telescope to help debug and calibrate its components, with particular emphasis on cross-talk between channels and I/Q imbalance. Finally, I present a scalable design for a computer network that can solve the corner-turning problem.
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## Preface

For the past four years, I have worked on two unrelated projects: quantum cryptography and $21-\mathrm{cm}$ radio astronomy. My two projects have essentially nothing in common, so this thesis consists of two independent parts.
Quantum computers are a new kind of computer with different and mostly unexplored powers. These computers and the communication networks that will some day connect them will change our understanding of what information can be. Manipulating quantum information will allow us to do things with information that are difficult or even impossible with ordinary classical information. I study techniques that may allow us to use quantum information to make money impossible to counterfeit or even to replace printed money entirely for some purposes.
My work in quantum cryptography is purely theoretical: I study applications of quantum technologies that do not exist today. My work is confined to the blackboard, the conference, and the computer. To keep my hands and my desire to play with real electronics busy, I have also contributed to a project at MIT to build a large radio telescope to study the early universe.

After the Big Bang, there was a long gap between when the universe cooled off enough to stop glowing and when the first stars formed and began to emit their own light. This gap is called the Epoch of Reionization. By looking far away we can see bright objects in the past, but the gap is dark; the universe was filled with cold, dark hydrogen gas, and there was almost nothing to see. If we want to directly study the EoR, we have to look at the hydrogen itself. Hydrogen emits and absorbs light at a wavelength of 21 centimeters. The signal from that emission and absorption is very faint, and no existing telescope can detect it at all, let alone see it clearly enough to learn about it. I have worked on technologies to build a larger and less expensive telescope than current techniques allow in order to detect and eventually study the 21 centimeter signal from the early universe.
In the first part of my thesis, I introduce the idea of quantum cryptography and discuss my contributions to the field of quantum money. Most of the ideas should be accessible to a general Physics or Computer Science audience, but many of the details require some knowledge of classical cryptography and the math behind quantum computing.
In the second part of my thesis, I introduce some of the techniques used to design and build large radio telescopes and the obstacles that can make those techniques expensive. I describe our approaches to working around those obstacles and designing a telescope that can eventually be made very sensitive at a small incremental cost. The physics and radio electronics communities often use different
methods and terminology, so Part II is meant to require only a basic familiarity with electronics and Fourier analysis.

## Publications

Many of the ideas and some of the text in this thesis has appeared before in one form or another. The quantum cryptography chapters in particular contain little new research.
The history of quantum money (Chapter 2) draws from a review article [1] that I coauthored with Scott Aaronson, Edward Farhi, David Gosset, Avinatan Hassidim, and Jonathan Kelner. The properties of collision-free money described in Section 2.3 have been written several times $[1,2,3,4]$; the version in my thesis is mostly from [2].
Quantum state restoration and single-copy tomography (Chapter 3) is from the extended (EPAPS / arXiv) version of [5]. Portions are copyright © 2010 The American Physical Society. The efficient attack (Section 3.6) against Wiesner's money, however, comes from [6] and the simplified version at the beginning of the chapter is mostly from [1].
The attacks against stabilizer money (Chapter 4) are from [3].
The component mixer formalism and the related theorems (Chapter 5) are all from [4], although the idea of this type of quantum money originated in [3]. Some text at the beginning of the chapter is from [2].
Quantum money from knots (Chapter 6) is from [2].
Sealed states and quantum blackmail (Chapter 7) have not been previously published, although an article should be on the arXiv soon.

The text of the radio astronomy chapters is, in contrast, mostly original. The exception is Chapter 13 , which was previously published as [7].
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## Part I.

## Quantum cryptography

## 1. What is Quantum cryptography?

For as long as people have known how to write, people have tried to keep the things they write secret. The simplest way to do this is to keep written messages away from anyone who might want to read them. People write diaries and hide them in drawers. Governments transport messages in locked briefcases and handcuff them to a courier's wrist. Spies use invisible ink, and messengers tattoo secrets on their scalp.

Anyone relying on one of these techniques is making one of two assumptions. If they have invisible ink that they believe no one can detect or a drawer that they believe no one will open, then they are assuming that they are more clever than their adversary. If they handcuff a suitcase to a courier's wrist, then they are assuming that their adversary is unwilling to do what it takes to steal the message.
These cloak-and-dagger techniques are also limited in that they require moving physical objects from one location to another. You can't send invisible ink over the radio or put a lock on an email. So people use a different approach for sending secret messages: they send the message in plain sight but encode it to make it useless to anyone who intercepts it. There are any number of ways of doing this, from the trivial to the arcane. Leonardo da Vinci wrote notes backwards so that they could only be read in a mirror. The allied forces in World War II used codetalkers, Navajo Indians who spoke a language so obscure that no one else could hope to understand it [8]. The Germans built the Enigma machine, a contraption made of gears and wheels that scrambled messages in a way that only someone with another Enigma machine could put it back together.

The idea of encoding a message in some secret way is called encryption. Its practitioners are cryptographers, and those who try to break the codes are cryptanalysts. Until the last few decades, encryption and cryptanalysis were largely in an arms race: cryptographers would develop more and more complicated and clever codes, and cryptanalysts would devise newer and cleverer tricks to break those codes. Sometimes cryptanalysts would steal an encryption machine, take it apart to learn how it ticked, and use that knowledge to crack related machines. This is, in part, how the Allies broke the Enigma cipher: they captured several Enigma machines and their codes and, from them, figured out how to crack other codes made by Enigma machines.

Since World War II, the field of cryptography has been transformed by two ideas. The first idea is that encryption schemes should not be kept secret. Modern ciphers are mathematical algorithms that take a message and use a short key to produce a
scrambled message; no one who doesn't know the key should be able to decode the message. These ciphers are published and studied worldwide, and only those that resist any attack by any known mathematical technique are used. If the Germans had believed their Enigma cipher was that strong, then they would have been willing send the Allies and their own academics an Enigma machine to play with. This concept changed cryptography from the art of making complicated devices to the science of making devices that are simple enough that other scientists could be convinced that they are secure.

The second idea is is that cryptography can do more than send secret messages between two people who share some key. This began in 1976 when Diffie and Hellman published a technique called key exchange [9]. The Diffie-Hellman key exchange protocol allows two people to generate a secret key from scratch such that even an eavesdropper who records their entire conversation cannot learn the secret key.

Diffie-Hellman key exchange is still used today, but more importantly its discovery led to an explosion of new kinds of cryptography. One new technique allows our web browsers to assure us that, when we visit our bank's website, we're really communicating with our bank and not an impostor. Other techniques make other previously unimaginable things possible. Two cryptographers can talk over the phone and flip a coin (i.e. generate a random bit, either "heads" or "tails"), each knowing that the other could not have cheated and biased the outcome. Two millionaires talking on the phone can figure out which one is richer without revealing how rich they are [10]. Voting systems can be designed that make most forms of cheating easy to detect. The possibilities are almost endless, and cryptographers discover new ones all the time. These cryptographic techniques are amazing because they work over any communication medium. Land-line calls, cell-phone calls, and internet calls can be (but sadly aren't) made untappable using the same algorithms, and computers can flip coins and compare wealth over the internet.

But cryptography that uses ordinary (or "classical") communication has limits because it must obey some basic constraints. If you want to send a message securely, then you have to assume that any eavesdropper can copy the message without being detected; your message must be secure in spite of any eavesdropper. And most obviously, anyone who has any piece of information can make as many copies of that information as they like. These constraints of cryptography are so ingrained that cryptographers rarely imagine what would be possible if they were not true.

These facts limit what cryptography can accomplish. Cryptographers would like their protocols to be secure against any attacker with any resources whatsoever, but in many cases this is impossible. Most protocols instead aim for computational security: they are secure if some mathematical assumption is true and if an attacker does not have a computer that is drastically more powerful than anyone expects. (The amount of computer power needed to break a cryptographic protocol can be made almost arbitrarily high. To break the most secure variants of the modern
flagship encryption scheme AES, you would need a computer that can perform far more operations than there are atoms in our solar system.)
But even ignoring whether a protocol can be made secure against adversaries with unlimited computing power, some things are simply impossible with classical cryptography. Take, for example, money. Abstractly, a piece of money is merely an object that people attach value to. If you have a piece of money, you can check whether it's real and you can give it to someone else. Governments make money, but counterfeiters shouldn't be able to copy it.
Nowadays, we use two kinds of cash: bills and coins. Both are physical objects that a government knows how to make, but enough of the process is secret that they are hard to copy. The tricks that make them hard to copy are almost the same cloak-and-dagger tricks that spies used to use to keep information secret: bills are printed with special inks on special paper with special marks that are only visible under a certain kind of light. There is nothing at all to prevent a determined counterfeiter from figuring out all the tricks and duplicating them.
We can ask a natural question: can we apply cryptography to cash? The answer is, for the most part, no. Any attempt to represent bills or coins as pieces of classical information will run into the constraint that information can always be copied. If a twenty dollar bill were represented by one hundred bits of information, then no matter how much mathematical cleverness protected those hundred bits, anyone who had them could copy them freely. Instead we have things like online banking and credit cards: we use cryptography to instruct other, trusted people to move money around on our behalf. But what if we wanted to do better? What if we wanted to use cryptography to design money that anyone can verify and transfer without help from a trusted bank? We need to find a way around the constraints of classical information.

Quantum computing promises to change the rules. On a sophisticated fiber-optic cable, or on a future quantum internet, the units of information are not sounds or letters or bits, but rather quantum states of subatomic particles. These states come in units called qubits, and qubits have strange properties. One of those properties is exactly what we want: qubits cannot be copied. The no-cloning theorem (see Figure 1.1) in quantum mechanics states that there is no possible device that takes any qubit and spits out two identical copies of that qubit. This is true in a deeper sense than any assumption about an adversary's computing power: the laws of quantum mechanics are simply incompatible with the existence of quantum copying machines.

Under the rules of quantum information, new kinds of cryptography are possible. The BB84 quantum key distribution protocol [11] may some day replace the Diffie-Hellman key exchange protocol and some forms of encryption. With BB84, one party (traditionally named Alice) sends a bunch of random qubits to another party, Bob. Any eavesdropper is constrained by the no-cloning theorem: if they try to copy any information along the way, they will inevitably change the message
in the process. Bob can then compare some qubits with Alice to verify that no one has eavesdropped, and the remaining qubits form a secret key that only Alice and Bob know. Alice and Bob can use that key along with well-known classical techniques to send secure messages back and forth (for example, one-time pads [12] to prevent eavesdropping and universal hashing [13] to detect attempts to tamper with the message). BB84 requires a limited form of quantum communication that is almost achievable with current technology. Everything that BB84 does can be done with classical cryptography using Diffie-Hellman key exchange and standard encryption; BB84's advantage is that it makes no assumptions about the power of the eavesdropper's computer.

In this part of my thesis, I discuss quantum cryptographic protocols that, unlike BB84, do things that are impossible without quantum communication. Quantum cryptography, unlike classical cryptography, can be applied to money; this is, in fact, the oldest idea in quantum cryptography. In the next few chapters, I discuss the history of quantum money and why designing cryptographically secure money is tantalizing but difficult. I present a new quantum computing technique that can be used to counterfeit several designs for quantum money, and I describe a few other approaches to quantum money, one of which is published, that do not work. I then present a technique that seems to be secure. The technique is based on a new mathematical object called a component mixer, and I give evidence that quantum money based on an ideal component mixer is hard to counterfeit. I describe a way to implement a component mixer and the corresponding quantum money using techniques from knot theory.

In Chapter 7, I give a second example of a quantum cryptographic protocol that is impossible with classical cryptography: a proof that a message has not been read. Imagine that you give some document to your attorney to be unsealed and published in the event of your untimely death. Later on, you decide that you do not want to the document published, and you ask your attorney to give it back. Without quantum cryptography, the best you can do is to physically seal the document, and the security is only as good as the seal. Classical cryptography cannot be used to ensure that your attorney did not break the seal and copy the document because classical cryptography cannot prevent information from being copied. For technical reasons, quantum cryptography cannot fully solve this problem either, but I show that it can be made to work in certain limited cases.

### 1.1. Terminology

In the coming chapters, some basic terminology will be helpful.
Cryptographic protocols are rarely $100 \%$ secure. Instead, the user of the protocol chooses the level of security as needed. In many protocols, there is a security parameter, often called $n$, which intuitively represents the amount of work that the user of the protocol is willing to do. For example, with a standard cipher, Alice and

Bob share a secret key, and the length of the key in bits is the security parameter. The larger the value of $n$, the harder an attacker needs to work to decode a message that Alice sends to Bob.
In a useful protocol, the amount of work that legitimate users do only increases a little bit as the security parameter increases. With ciphers, for example, Alice and Bob need to share an $n$ bit secret key, so to increase $n$ by one they only need to share one additional secret bit. To find the key by brute force, an attacker would have to try every possibility. With $n$ bits, there are $2^{n}$ keys to try. If $n=256$, then $2^{n}$ is so large that the attacker might as well not bother.

These equations are different in different protocols, but the important part is that legitimate users like Alice and Bob only need to do an amount of work that varies slowly with $n$ while an attacker's work increases very rapidly with $n$. The usual criterion is that the effort that legitimate users expend is polynomial as a function of $n$ and that the effort that attackers must expend is exponential. This is just a heuristic - if Alice and Bob had to keep track of $n^{100}$ bits, then the protocol would not be very useful, but $n^{2}$ or $n^{3}$ is common in widely used protocols.
Sometimes, instead of discussing very large numbers, we discuss very small numbers. If Alice and Bob share an $n$ bit key and an attacker tries once to guess the key, then the attacker has only an extremely small chance of guessing correctly. The formal way to say this is that the attacker's probability of success is negligible as a function of $n$. A function $f: \mathbb{N} \rightarrow \mathbb{R}$ is negligible if for all $y$ there exists $N_{y}$ such that $f(x)<x^{-y}$ for all $x>N_{y}$. Negligible functions go to zero faster than the reciprocal of any polynomial. In our example, $2^{-n}$ is negligible.
We will discuss several algorithms that need to select things at random. We say that $a \in_{R} B$ if $a$ is a uniform random sample from $B$, where $B$ is some set of possible choices.
In some cases, we will be interested in how well one random process approximates another. The measurement we use is total variation distance. The total variation distance between two distributions over a set $D$ with probability density functions $p$ and $q$ is

$$
\frac{1}{2} \sum_{e}|p(e)-q(e)|=\sup _{A \subseteq D}|p(A)-q(A)| .
$$

The total variation distance is sometimes referred to as the statistical difference. The analogous quantum mechanical equivalent is the trace distance, which measures the difference between density matrices of mixed quantum states.
Quantum states - configurations of qubits - are given names that live inside the markers $|\cdot\rangle$. This symbol is called a ket, and the notation is due to Dirac. Greek letters are often put inside the ket as placeholders. Much as I could tell you a number and refer to the number as $x$, if we had quantum computers I could send you a quantum state and refer to the state as $|\psi\rangle$. Quantum states that represent money are, naturally, usually called $|\$\rangle$.

Chapter 5 delves into complexity theory. Complexity theory involves objects called complexity classes, and complexity classes are named by a dizzying array of acronyms and combinations of acronyms. Some, like NP, are famous; others, like $\mathrm{NP}^{\mathrm{co-AM}}$, can be somewhat arcane. A proper introduction to complexity theory is far beyond the scope of this thesis, but it is safe to skip over the more intimidating parts of that chapter.

Imagine that someone prepares a single qubit in the state $|\psi\rangle=\alpha|0\rangle+\beta|1\rangle$ and gives it to you without telling you what $\alpha$ and $\beta$ are. Your goal is to copy that qubit. We'll call whatever algorithm you use (the supposed "quantum copy machine") $C$. You feed $C$ the (unknown) qubit $|\psi\rangle$ and a blank qubit that starts in the state $|0\rangle$ and your machine needs to output the original qubit and transform the blank qubit $|0\rangle$ into a copy of $|\psi\rangle$.

You don't know in advance what $\alpha$ and $\beta$ are, so your copy machine has to work for any values. In particular, your machine needs to work if $\alpha=1$ and $\beta=0$, which means

$$
C(|0\rangle|0\rangle)=|0\rangle|0\rangle
$$

Similarly, your copy machine needs to work if $\alpha=0$ and $\beta=1$, which means

$$
C(|1\rangle|0\rangle)=|1\rangle|1\rangle
$$

But quantum mechanics is linear, so any copy machine you could possibly build has to be linear as well. This means that the operator $C$ is linear, so we can do some linear algebra:

$$
\begin{align*}
C(|\psi\rangle|0\rangle) & =C((\alpha|0\rangle+\beta|1\rangle)|0\rangle) \\
& =\alpha C(|0\rangle|0\rangle)+\beta C(|1\rangle|0\rangle) \\
& =\alpha|0\rangle|0\rangle+\beta|1\rangle|1\rangle \tag{1.1}
\end{align*}
$$

Your copy machine was supposed to copy any state, so the output should have been

$$
\begin{aligned}
& (\alpha|0\rangle+\beta|1\rangle)(\alpha|0\rangle+\beta|1\rangle) \\
= & \alpha^{2}|0\rangle|0\rangle+\alpha \beta|0\rangle|1\rangle+\alpha \beta|1\rangle|0\rangle+\beta^{2}|1\rangle|1\rangle
\end{aligned}
$$

If both $\alpha$ and $\beta$ are nonzero, then the output (1.1) of your machine is not correct. This means that your copy machine $C$ cannot possibly work.

## Figure 1.1: The No Cloning Theorem

## 2. Forty years of Quantum money

### 2.1. Classical money

Today, we use two basic kinds of money; both are classical.
First, there is the kind we carry around - coins, bank notes, poker chips, and precious metals. It is easy to verify their validity. You can look for the security features on paper money, you can feel coins in your hand, and, if you really know what you are doing, you can assay precious metals. All these kinds of physical money can be counterfeited, though - if you have the right equipment, you can print paper money, stamp out your own coins, or make alloys or platings that look a lot like solid precious metals. Some subway passes and copy cards are also examples of physical money - they contain small computer chips or magnetic strips that are actually worth a certain number of subway rides or copies. But these tend to be even easier to counterfeit [14]. In theory, any physical money can be counterfeited by just using the same production process that makes the original.

The way we make this kind of money secure is very much like the way we once kept secret messages secure, and it's an arms race. Fancier printed security features can be defeated by fancier counterfeiting equipment, and even the best security features are useless when people don't look for them every time they accept money as payment. In some cases, especially online or when making very large transactions, this is a big enough problem that we use another kind of money entirely.

This other kind of money is the kind that you entrust to someone else, like bank accounts and credit lines. You can carry these around with you in the form of checks, credit cards, and debit cards - portable devices that let you instruct your bank to move money on your behalf. Unlike physical money, there's no point in copying your own credit card, as it wouldn't double the amount of money in your bank. With a credit card, you can carry as much value as you want without weighing down your pockets and you can send money across the globe nearly instantaneously. This kind of money can be made cryptographically secure: we use modern, convincingly secure cryptographic techniques when we communicate with our banks over the internet or through an ATM machine. But credit cards and bank accounts have disadvantages: every time you pay someone, you need to tell your bank whom to send money to. This leaves a paper trail and doesn't work if the connection to your bank is down.

Neither of these kinds of money are ideal. For example, imagine that you are going to Las Vegas on a business trip and also want to play some high-stakes games.

## 2. Forty years of quantum money

You might feel conspicuous carrying a fat wad of cash. If you use a credit card, your significant other (not to mention anyone else who gets access to your bank statements) will know exactly how much money you gambled. What you really want is some kind of money that enables you to spend it without leaving a trace and to carry as much of it as you want without weighing down your pockets.

This kind of money would be digital: you could transmit it and fit as much of it as you want on some small hand-held computer. It would be self-contained, so you could pay someone without any third party being involved. And it would be cryptographically secure: attackers could never produce a counterfeit bill which passes as real money even with extraordinary resources at their disposal.

This idealized money is impossible with classical techniques because any digital piece of information which can be sent over a communication channel can also be copied. For example, if you had one hundred dollars on your computer, then you could back up your computer, spend the money, restore your computer from the backup, and spend your money again.

Can we use quantum cryptography to make this ideal kind of money? This has been an open question since the very beginning of quantum cryptography as a field.

### 2.2. Quantum Money

The no cloning theorem says that we should not think of qubits the same way we think about classical information. Classical information is knowledge, and once you know something you can use that knowledge without forgetting it. This is true even of bits of information that might represent pixels of a banknote. If you dissect a physical or even digital banknote and learn what's inside, you can use that knowledge to make as many new copies of that banknote as you like.

Qubits are different. If you have a qubit of information, you can manipulate it or send it to someone else. Once you do send it to someone, though, you have neither the original nor even a good description of it. This gives quantum cryptography theorists hope that that quantum information could be used as money. A mint could produce some qubits using a secret process that only it knows, and anyone else could manipulate those qubits and send them to other people as a form of payment. By the no cloning theorem, a counterfeiter would have difficulty copying those qubits.

We distinguish two broad categories of quantum money.
In the simpler version, a mint would produce a quantum bill consisting of some number of qubits. Any recipient could store the quantum bill, move it around, and send it to other people as payment for a good or service. Whenever a merchant wants to verify that the quantum bill is valid, he or she would send the qubits to the mint and the mint would check that that they were still in the correct state using some secret process. In this type of scheme, no one other than the mint
knows how to verify the money. We call this private-key quantum money because the key - that is, the information needed to verify the money - is private to the mint.
The other type of quantum money is public-key quantum money. As before, a mint would produce a quantum state and anyone could move it or spend it. The difference is that anyone would be able to verify the money themselves without communicating with the mint. Public-key money, if it could be realized, would be our ideal kind of money.
A special type of public-key quantum money is called collision-free. A collisionfree quantum bill has a serial number, and no one, not even the mint, can make two bills with the same serial number. This is more useful than it sounds, and we discuss it in detail in Section 2.3 below.
Private-key quantum money was introduced in the first quantum cryptography paper ever written [15]. In 1969, Stephen Wiesner described a way to implement private-key quantum money in a provably secure manner. (His paper was not published until 1983.) In Wiesner's scheme, each quantum bill is a unique random quantum state that the mint labels with a serial number. The mint keeps track of the state that corresponds to the serial number of each quantum bill and it can use its knowledge of the state to verify the money. The problem with Wiesner's scheme is that it does not have any practical advantages over credit cards since the merchant must communicate with the bank to verify each transaction. So this scheme, although theoretically interesting and provably secure, would not be very useful in the real world. Wiesner's scheme is a private key quantum money scheme because the mint must keep a private secret - the complete description of the state - to use for verification.
In 1982, Bennett, Brassard, Breidbart, and Wiesner made the first attempt to design public-key quantum money [16]. Their scheme only allowed a piece of quantum money to be spent once, so they called their quantum money units "subway tokens," not bills. In hindsight, their scheme is insecure for two reasons. First, it uses a protocol called one-out-of-two oblivious transfer as a subroutine, and that subroutine turns out to be insecure [17]. Second, their subway tokens can be counterfeited by anyone who can run Shor's quantum algorithm [18] to factor large numbers. Since anyone who can use quantum money at all must have a quantum computer, anyone trying to counterfeit the money would be able to factor large numbers. In the early days of quantum cryptography, neitquaher of these attacks were obvious - Shor's algorithm was not known until more than a decade after quantum subway tokens were proposed.
The next paper about quantum money appeared in 2003 when Tokunaga, Okamoto and Imoto [19] attempted to improve Wiesner's scheme to prevent the mint from tracking each individual bill as it is used. Each bill is a random quantum state with a particular property known only to the mint. The mint publishes a process that anyone can use to convert a valid bill into a new, different random
state with the same property. By randomizing a bill before sending it to the mint for verification, a merchant prevents the mint from tracking the movement of any particular bill. This scheme has the significant disadvantage that upon discovering a single counterfeit bill, the bank is required to immediately invalidate every bill it has ever issued. This scheme is therefore not very useful.

The idea of public key quantum money gained traction in the years that followed. Aaronson proved a "complexity-theoretic no cloning theorem" which showed that even with access to a device that verifies quantum money, a counterfeiter with limited computational resources cannot copy an arbitrary state [20]. Mosca and Stebila proposed the idea of a quantum coin as distinct from a quantum bill - each quantum coin of a given denomination would be identical. Using the complexity-theoretic no cloning theorem they argued that it might be possible to implement a quantum coin protocol, but they did not give a concrete way to do it [21]. In 2009, Aaronson proposed the first concrete scheme for public key quantum money [20]. In a 2010 paper [3], my coauthors and I showed that Aaronson's scheme was insecure - the proof is in Chapter 4. At the same time, we proposed the idea of collision-free quantum money along with a general approach to implementing it. Later that year [2], we proposed a way to fill in the details, giving - as of this writing - the only published complete quantum money protocol that has not been broken. This protocol uses ideas from knot theory and is described in Chapter 6.

We can imagine two different ways to use quantum money for commerce. If we had the technology to print a quantum state onto a piece of paper, then we could use quantum money protocols to enhance the security of paper money against forgery. Alternatively, people could store quantum money on their personal quantum computers and use it to conduct business either in person or over a quantum internet. If small portable quantum computers were available (imagine quantum smart phones or quantum debit cards), then it would be easy to buy things with quantum money instead of paper money.

For these uses, the "quantum money" seen by an end-user would either be a file on a quantum computer or a physical piece of money with a quantum state somehow attached.

### 2.3. COLLISION-FREE QUANTUM MONEY

Collision-free quantum money is public-key quantum money with an additional requirement. Each collision-free bill has a serial number and no one, not even the mint, can produce two bills with the same serial number.

In a standard public-key quantum money scheme, a mint would know some secret process to produce a quantum bill, and everyone else would only know how to verify those bills. In contrast, a collision-free quantum money scheme does not require any secrets at all.

## SGe Diten (2tantann Eimes US Mint Announces Year 2075 Quantum Money Serial Numbers

For the year 2075, the United States Mint has issued $\$ 700 b n$ in quantum money. For your convenience, the serial numbers of all valid $\$ 20$ bills are printed in this issue. Other denominations will follow later this week.
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Figure 2.1: With collision-free money, the mint can publish a list of all valid serial numbers.

## 2. Forty years of quantum money

With collision-free quantum money there would be an algorithm that anyone can use to verify that a quantum bill matches its serial number. There would be another algorithm that anyone could run to produce a quantum bill. The bill that came out would have a random serial number, and the serial numbers would be long enough that the same number would be extremely unlikely to appear more than once. The mint would publish the serial number of every quantum bill it produced, and, to verify a bill, everyone would check that its serial number appears in the published list. Since no one can control the serial number of quantum bills that they produce, once the list is published no one can make a bill with a serial number in the list.
This approach has an unusual property: people do not need to trust the mint. If the mint says that it produced exactly ten billion quantum bills in a given year, anyone could check that the published list of serial numbers only has ten billion entries. This prevents the mint from printing more money than it claims.

The list of valid serial numbers would be very long, and everyone would need to make sure that their copy of the list has not been tampered with. Classical cryptography can solve both problems.

An algorithm called a hash tree [22] allows the mint to publish a short summary of the list of valid serial numbers; for each serial number there would be a short proof that the serial number was in lthe ist. Every user of quantum money would only need to keep track of the summary of the list.

The mint could then sign the summary with a digital signature. There are well-known classical digital signature protocols that allow anyone who knows the mint's "public key" to verify that a summary of a list of serial numbers was in fact published by the mint.

As an alternative to publishing a list of all serial numbers, the mint could digitally sign each serial number separately. This would make it impossible for other people to verify the number of bills produced.

In Chapter 5, I describe how a new mathematical object called a component mixer can be used to design collision-free quantum money, and I give evidence that quantum money based on component mixers can be secure. The quantum money protocol based on knot theory in Chapter 6 is an example of the component mixer design.

Formally, a collision-free quantum money scheme has two components: pieces of quantum money and an algorithm that verifies quantum money. A piece of quantum money consists of a classical serial number $\ell$ along with an associated quantum state $\left|\$_{\ell}\right\rangle$ on $n$ qubits. The verification algorithm takes as input a quantum state $|\varphi\rangle$ and a serial number $q$ and then decides whether or not the pair $(q,|\varphi\rangle)$ is a piece of quantum money. If the outcome is "good money" then the verifier also returns the state $|\varphi\rangle$ undamaged so it can be used again. The formal requirements are:

1. There is a polynomial-time algorithm that produces both a quantum money state $\left|\$_{\ell}\right\rangle$ and an associated serial number $\ell$. The quantum money-producing algorithm must have a negligibly small probability of failure.
2. Running the verification algorithm with inputs $\ell$ and $\left|\$_{\ell}\right\rangle$ returns "good money" and does not damage $|\$ \ell\rangle$. Furthermore, anyone with access to a quantum computer (for example a merchant) can run the verification algorithm. The verification algorithm must have a negligibly small probability of failure.
3. Given one piece of quantum money $\left(\ell,\left|\$_{\ell}\right\rangle\right)$, it is hard to generate a quantum state $|\psi\rangle$ on $2 n$ qubits such that each part of $|\psi\rangle$ (along with the original serial number $\ell$ ) passes the verification algorithm.
4. (Collision-freedom) It is hard to generate a quantum money state with any particular label more than once. That is, it it hard to generate any quantum state of the form $\left|\$_{\ell}\right\rangle \otimes\left|\$_{\ell}\right\rangle$. This property implies property 3.

When we say that something is "hard" we mean that no polynomial-time algorithm can do it with non-negligible probability of success.

When the mint produces a series of quantum bills, it produces a set of serial numbers and matching quantum bills. In our quantum money scheme, the mint does not choose the serial numbers in advance; rather, they are produced by a random process. A rogue mint running the same algorithm as the mint can produce a new set of money pairs, but with high probability none of the serial numbers will match those that the mint originally produced.

## 3. STATE RESTORATION: WHY PUBLIC-KEY QUANTUM MONEY IS TRICKY

Wiesner's original quantum money scheme [15] is straightforward. To produce a quantum bill using $n$ qubits, the mint first chooses $n$ one-qubit states randomly drawn from the set $\{|0\rangle,|1\rangle,|+\rangle,|-\rangle\}$. The mint then assigns that state a (classical) serial number. A piece of quantum money consists of the $n$ qubit state and its serial number. The mint keeps a list of all serial numbers issued as well as a description of which state corresponds to which serial number. When a merchant receives a quantum bill, the merchant sends that bill to the mint for verification. The mint looks up the serial number and retrieves the description of the corresponding quantum state. Then the mint verifies that the given state is the state that goes with the attached serial number.

This kind of money cannot be forged by someone outside the mint. Since a would-be forger has no knowledge of the basis that each qubit was prepared in, the quantum no cloning theorem says that he or she cannot reliably copy the $n$ qubit quantum state.

Two things go wrong if you try to make public-key quantum money based on Wiesner's scheme.

The first is just a technicality. The no cloning theorem says that there is no way at all to copy a completely unknown quantum state, so if you are given one of Wiesner's quantum bills then there is nothing you can do to copy it. If, on the other hand, you are given Wiesner's quantum bill and access to a machine that will tell you whether a quantum bill is valid, you can copy the bill. Simply prepare a new random quantum state and feed it to the verification machine. With probability $2^{-n}$ you will get lucky and the machine will accept the bill. If it does, you just copied the bill. If the security parameter $n$ is large enough, the Earth will probably no longer exist by the time you successfully copy of bill. The complexity-theoretic no cloning theorem [20] tells us that, if the quantum money state is completely random, then there is no clever trick that can speed this process up. Copying a bill using only a verification machine will take an exponential number of tries.

The second problem is real. The complexity theoretic no cloning theorem applies only to completely random states, and Wiesner's quantum money is a product state. Product states can be copied very quickly using only a verification machine.

A counterfeiter would start out with a single valid quantum bill. This bill is the quantum state

$$
|\psi\rangle=\left|\psi_{1}\right\rangle\left|\psi_{2}\right\rangle \ldots\left|\psi_{n}\right\rangle
$$



Figure 3.1: Wiesner's quantum money is a bunch of qubits along with a serial number. From [23]. Reprinted with permission from AAAS.
along with the associated serial number. The counterfeiter does not know what $\left|\psi_{1}\right\rangle,\left|\psi_{2}\right\rangle$, and so on are. The counterfeiter produces a random one-qubit state $\left|\varphi_{1}\right\rangle$, and, setting aside the first qubit $\left|\psi_{1}\right\rangle$ of the original bill, feeds the state

$$
\left|\psi^{\prime}\right\rangle=\left|\varphi_{1}\right\rangle\left|\psi_{2}\right\rangle \ldots\left|\psi_{n}\right\rangle
$$

into the verification machine. If the bill $\left|\psi^{\prime}\right\rangle$ turns out to be valid (this happens with probability $1 / 2$ ), then the state $\left|\psi^{\prime}\right\rangle$ collapses to $|\psi\rangle$. Now the counterfeiter possesses both $|\psi\rangle$ and the original qubit $\left|\psi_{1}\right\rangle$ that was set aside, and so he or she has succeeded in copying the first qubit $\left|\psi_{1}\right\rangle$. On the other hand, if the bill $\left|\psi^{\prime}\right\rangle$ turns out not to be valid, then the state of the bill collapses to

$$
\left|\psi_{1}^{\perp}\right\rangle\left|\psi_{2}\right\rangle \ldots\left|\psi_{n}\right\rangle
$$

where $\left|\psi_{1}^{\perp}\right\rangle$ is the one-qubit state orthogonal to $\left|\psi_{1}\right\rangle$. The states of qubits 2 through $n$ have not been changed by this process. So the counterfeiter can then throw away $\left|\psi_{1}^{\perp}\right\rangle$, replace it with a random state, and try again. After an average of two tries, the counterfeiter will have copied the first qubit of the quantum bill. Then the counterfeiter can repeat this whole procedure to copy the second qubit, the third qubit, and so on until all $n$ qubits have been copied.

This attack works against any kind of public-key quantum money in which the quantum bill is a product state. In the specific case of Wiesner's quantum money, an even faster attack is possible - see Section 3.6.

These attacks are only possible because Wiesner's money is a product state. If the money were an entangled state, then removing one qubit of the state and verifying the remaining bits could collapse the removed qubit. It turns out that the attack generalizes to a process called quantum state restoration, and any secure public-key quantum money scheme must resist attacks based on it.

### 3.1. What is Quantum state restoration?

Quantum mechanics places constraints on what can be done only with a single copy of an unknown state. The no-cloning theorem says that it is impossible to copy such a state. Measuring an observable on an unknown state generically damages it. Learning the full description of a state or even the description of a small piece of it cannot be done with only a single copy of it.

We are interested in the additional power given by the ability to verify a state. Given a single copy of an unknown quantum state $|\psi\rangle$ and a verifier, that is a black box (or quantum circuit) which measures the operator $P=|\psi\rangle\langle\psi|$, the no-cloning theorem no longer applies. In this setting, we present novel algorithms that can copy small parts of the state and make measurements on $|\psi\rangle$ without damaging the state. One situation where such a verifier exists is when $|\psi\rangle$ is the unique ground state of a particular gapped local Hamiltonian which we know. Measuring the energy of $|\psi\rangle$ gives the ground state energy $E_{0}$. We can then use $E_{0}$ and the Hamiltonian $H$ to verify whether any state has energy $E_{0} .^{1}$

To understand quantum state restoration, first consider a classical problem. Suppose that there is some unknown $n$-bit string $z=z_{A} z_{B}$, where $z_{A}$ is the first $n-k$ bits of $z$ and $z_{B}$ is the last $k$ bits. Suppose further that there is a function

$$
f(x)= \begin{cases}1 & \text { if } x=z \\ 0 & \text { otherwise }\end{cases}
$$

on $n$-bit strings that tests whether they are equal to $z$. If we are given $z_{A}$ and the ability to evaluate $f$, we can find $z$ by randomly guessing: we pick a random $k$-bit string $x_{B}$ and evaluate $f\left(z_{A} x_{B}\right)$, repeating until we get $f=1$. This finds $z$ in expected time $2^{k}$.
Quantum state restoration is a straightforward quantum generalization of this classical algorithm, and, surprisingly, it works even on entangled states. If $|\psi\rangle$ lives in the Hilbert space $\mathcal{H}_{A} \otimes \mathcal{H}_{B}$, our algorithm takes as input the part of $|\psi\rangle$ that lives in subsystem $A$ and uses $P$ to produce as output the state $|\psi\rangle$ in expected time $O\left(\operatorname{poly}\left(\operatorname{dim} \mathcal{H}_{B}\right)\right)$. It works by randomly guessing the part of $|\psi\rangle$ that lives in subsystem $B$ and measuring $P$. On a successful iteration (i.e. if the measurement outcome is 1 ), then $|\psi\rangle$ is recovered. On a failed iteration, there is minimal damage to the part of the state in subsystem $A$ and we can try again.

This can be used to copy small subsystems of $|\psi\rangle$ : if $|\psi\rangle$ has the reduced density matrix $\rho_{B}$ on a small subsystem $B$, we can set aside subsystem $B$ and then use state restoration to extend subsystem $A$ to the full state $|\psi\rangle$. We are left with $|\psi\rangle$ and a mixed state $\rho_{B}$. If we use this to obtain multiple copies of $\rho_{B}$, we can perform tomography on subsystem $B$. We call this application single-copy tomography, and

[^0]we give two more specialized algorithms to do the same thing. All these algorithms have running time polynomial in the dimension of subsystem $B$. We also give a reduction from estimating the statistics of a general POVM measurement (even if it includes non-commuting operators) to single-copy tomography, with running time polynomial in the number of POVM operators.

### 3.2. The algorithm

Quantum state restoration takes as input a large subsystem of a state $|\psi\rangle$ (this subsystem could be, for example, the first $n-k$ qubits of the $n$ qubit state $|\psi\rangle$ ) and, using the ability to measure the projector $P=|\psi\rangle\langle\psi|$, reconstructs the full state $|\psi\rangle$.

Theorem 1. Suppose that $|\psi\rangle$ is an unknown quantum state in a Hilbert space $\mathcal{H}_{A} \otimes$ $\mathcal{H}_{B}$ and we are given oracle access to a coherent measurement of $P=|\psi\rangle\langle\psi|$ (that is, the oracle performs the operation $P \otimes \mathbb{I}+(1-P) \otimes \sigma_{x}$ on the original Hilbert space plus a single-qubit ancilla). Then there exists an efficient quantum algorithm that takes as input a mixed state in $\mathcal{H}_{A}$ with density matrix $\operatorname{Tr}_{B}|\psi\rangle\langle\psi|$ and outputs $|\psi\rangle$. This algorithm makes an expected number $O\left(\left(\operatorname{dim} \mathcal{H}_{B}\right)^{2}\right)$ of calls to the measurement oracle.

The idea is that any state $|\psi\rangle$ on a Hilbert space $\mathcal{H}_{A} \otimes \mathcal{H}_{B}$ (where $d$ is the dimension of $\mathcal{H}_{B}$ ) can be Schmidt decomposed as

$$
|\psi\rangle=\sum_{i=1}^{\chi} \sqrt{p_{i}}\left|u_{i}\right\rangle\left|v_{i}\right\rangle
$$

where $\chi$ is the Schmidt rank of $|\psi\rangle$ (note that $\chi \leq d$ ). If we start with the state $|\psi\rangle$ and set aside the part that lives on $\mathcal{H}_{B}$, then we are left with the mixed state $\rho_{A}=\operatorname{Tr}_{B}|\psi\rangle\langle\psi|$, which has all of its support on the Schmidt basis span $\left\{\left|u_{i}\right\rangle\right\}$. From $\rho_{A}$, we can construct the state $\rho_{A} \otimes \frac{I}{d}$ on $\mathcal{H}_{A} \otimes \mathcal{H}_{B}$. We now measure the projector $P$. If we obtain the outcome 1 , then we are left with the state $|\psi\rangle$, If not, we discard (i.e. trace out) $\mathcal{H}_{B}$, leaving a state on $\mathcal{H}_{A}$ that still has all of its support on the Schmidt basis. We then try again until we obtain the outcome 1. If all the $p_{i}$ are equal, then each attempt succeeds with probability $\frac{1}{\chi d}$, and the entire algorithm finishes in an expected number of iterations $\chi d$. For general values $\left\{p_{i}\right\}$, the expected running time is still exactly $\chi d$, although the distribution of the running time becomes more complicated.

We now summarize the quantum state restoration algorithm.

1. Start with the state $|\psi\rangle \in \mathcal{H}_{A} \otimes \mathcal{H}_{B}$ and set aside the part of $|\psi\rangle$ that lives in subsystem $B$. We are left with the mixed state

$$
\rho_{A}=\operatorname{Tr}_{B}|\psi\rangle\langle\psi|
$$

2. Add a random state on subsystem $B$. The state is now

$$
\rho_{A} \otimes \frac{\mathbb{I}}{d}
$$

3. Measure the projector $P=|\psi\rangle\langle\psi|$. If the outcome is +1 then you are done: you still have the original copy of subsystem $B$ that you set aside and you have recovered the state $|\psi\rangle$. If not, discard subsystem $B$ and repeat from step 2.
We now show that the expected running time of this algorithm is $\chi \cdot d \leq d^{2}$ (measured in number of uses of $P$ ).

In the simple case where all of the $p_{i}$ are equal, then the initial state $\rho_{A}$ is the fully mixed state over the span $\left\{\left|u_{i}\right\rangle\right\}$. In this case, if you measure o in step 3 , the density matrix left in register $A$ after discarding register $B$ is unchanged. The algorithm terminates with probability $\frac{1}{\chi \cdot d}$ on each iteration, finishing in an expected number of iterations $\chi \cdot d$. If the $p_{i}$ are not all equal, then the algorithm can reach bad states where most of the weight is on low-weight elements of the Schmidt basis. When this happens, the chance of success on any given iteration drops (see Fig. 3.2 for an extreme example), but the probability of reaching these bad states decreases with the corresponding $p_{i}$. Surprisingly, these effects exactly cancel, and the expected number of iterations required to restore the state is $\chi \cdot d$ regardless of the values of the $p_{i}$.

To prove this, we define two maps

$$
\begin{aligned}
& F_{0}(\sigma)=\operatorname{Tr}_{B}\left[(1-|\psi\rangle\langle\psi|)\left(\sigma \otimes \frac{\mathbb{I}}{d}\right)(1-|\psi\rangle\langle\psi|)\right] \\
& F_{1}(\sigma)=\operatorname{Tr}_{B}\left[|\psi\rangle\langle\psi|\left(\sigma \otimes \frac{\mathbb{I}}{d}\right)|\psi\rangle\langle\psi|\right]
\end{aligned}
$$

Here $F_{b}(\sigma)$ is the unnormalized density matrix obtained by measuring $P$ on the state given by the density matrix $\sigma$, conditioned on the measurement outcome $b \in\{0,1\}$. The probability of obtaining a sequence of measurement outcomes $b_{1}, b_{2}, \ldots, b_{m}$, starting with the state $\sigma$ is then given by

$$
\begin{equation*}
\operatorname{Pr}\left[\left\{b_{1}, b_{2}, b_{3}, \ldots, b_{m}\right\} \mid \sigma\right]=\operatorname{Tr}\left[F_{b_{m}} \circ \cdots \circ F_{b_{1}}(\sigma)\right] \tag{3.1}
\end{equation*}
$$

which can be seen by induction:

$$
\begin{aligned}
\operatorname{Pr}\left[\left\{b_{1}, b_{2}, b_{3}, \ldots, b_{m}\right\} \mid \sigma\right]= & \operatorname{Pr}\left[b_{m} \mid \sigma,\left\{b_{1}, b_{2}, b_{3}, \ldots, b_{m-1}\right\}\right] \\
& \times \operatorname{Pr}\left[\left\{b_{1}, b_{2}, b_{3}, \ldots, b_{m-1}\right\} \mid \sigma\right] \\
= & \operatorname{Tr} F_{b_{m}}\left(\frac{F_{b_{m-1}} \circ \cdots \circ F_{b_{1}}(\sigma)}{\operatorname{Tr}\left(F_{b_{m-1}} \circ \cdots \circ F_{b_{1}}(\sigma)\right)}\right) \\
& \times \operatorname{Tr}\left(F_{b_{m-1}} \circ \cdots \circ F_{b_{1}}(\sigma)\right) \\
= & \operatorname{Tr} F_{b_{m}}\left(F_{b_{m-1}} \circ \cdots \circ F_{b_{1}}(\sigma)\right) .
\end{aligned}
$$
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Figure 3.2: Each quantum state restoration iteration can be less likely to succeed than the previous iteration. The Y axis is the probability of restoring the state on a given iteration conditioned on all previous iterations failing. Conditioned on failing every time, the first two flat regions are metastable states and the third is stable. In this graph, $|\psi\rangle=\sqrt{1-10^{-2}-10^{-4}}|0\rangle_{A}|0\rangle_{B}+\sqrt{10^{-2}}|1\rangle_{A}|1\rangle_{B}+$ $\sqrt{10^{-4}}|2\rangle_{A}|2\rangle_{B}, \operatorname{dim} \mathcal{H}_{B}=10$, and the expected number of iterations required is 30 .

We can use this equation to write an explicit formula for the expected number of measurements $T(\sigma)$, starting with the state $\sigma$ :

$$
\begin{align*}
T(\sigma) & =\sum_{k=1}^{\infty} k \cdot \operatorname{Pr}[\{\underbrace{0,0, \ldots, 0}_{k-1}, 1\} \mid \sigma] \\
& =\sum_{k=1}^{\infty} k \cdot \operatorname{Tr}\left[F_{1} \circ F_{0} \circ \cdots \circ F_{0}(\sigma)\right] . \tag{3.2}
\end{align*}
$$

As written, this formula is difficult to evaluate, but we can see that it is linear in $\sigma$. We are interested in the quantity $T\left(\rho_{A}\right)$, which we expand as

$$
\begin{equation*}
T\left(\rho_{A}\right)=\sum_{i=1}^{\chi} p_{i} T\left(\left|u_{i}\right\rangle\left\langle u_{i}\right|\right) . \tag{3.3}
\end{equation*}
$$

### 3.3. Single-copy tomography and estimation of measurement statistics

We expand $T\left(\left|u_{i}\right\rangle\left\langle u_{i}\right|\right)$ by conditioning on the outcome of the first measurement:

$$
\begin{aligned}
T\left(\left|u_{i}\right\rangle\left\langle u_{i}\right|\right) & \left.\left.=\operatorname{Pr}\left[1| | u_{i}\right\rangle\left\langle u_{i}\right|\right]+\operatorname{Pr}\left[0| | u_{i}\right\rangle\left\langle u_{i}\right|\right]\left(1+T\left(\frac{F_{0}\left(\left|u_{i}\right\rangle\left\langle u_{i}\right|\right)}{\left.\operatorname{Pr}\left[0| | u_{i}\right\rangle\left\langle u_{i}\right|\right]}\right)\right) \\
& =1+T\left(F_{0}\left(\left|u_{i}\right\rangle\left\langle u_{i}\right|\right)\right) \\
& =1+T\left(\left|u_{i}\right\rangle\left\langle u_{i}\right|-2 \frac{p_{i}}{d}\left|u_{i}\right\rangle\left\langle u_{i}\right|+\frac{p_{i}}{d} \sum_{j=1}^{\chi} p_{j}\left|u_{j}\right\rangle\left\langle u_{j}\right|\right) \\
& =1+\left(1-2 \frac{p_{i}}{d}\right) T\left(\left|u_{i}\right\rangle\left\langle u_{i}\right|\right)+\frac{p_{i}}{d} \sum_{j=1}^{\chi} p_{j} T\left(\left|u_{j}\right\rangle\left\langle u_{j}\right|\right) .
\end{aligned}
$$

Using (3.3), this can be transformed into

$$
2 p_{i} T\left(\left|u_{i}\right\rangle\left\langle u_{i}\right|\right)-p_{i} T\left(\rho_{A}\right)=d
$$

Summing both sides over $i=1, \ldots, \chi$ using $\sum p_{i}=1$ and (3.3) again, we obtain

$$
T\left(\rho_{A}\right)=\chi \cdot d,
$$

which is the desired result. This proves theorem 1.

### 3.3. Single-copy tomography and estimation of measurement statistics

We expect that quantum state restoration will most commonly be used to perform tomography on a single copy of a verifiable quantum state. We can perform several different types of tomography, and we give algorithms for some types that are faster than quantum state restoration.

### 3.3.1. General tomography on a subsystem

In the simplest case, we have a single copy of an unknown state $|\psi\rangle$ and access to the measurement $P=|\psi\rangle\langle\psi|$ and we would like to estimate properties of the density matrix $\rho_{B}=\operatorname{Tr}_{A}|\psi\rangle\langle\psi|$ for a subsystem $B$. We can do this by using quantum state restoration to prepare many unentangled states, each with (independent) density matrices $\rho_{B}$. We can then use any standard state tomography algorithm on these states.
3.3.2. Measurement of a subsystem in an orthogonal basis

For many applications, it is sufficient to estimate the probabilities

$$
q_{i}=\operatorname{Tr}\left[|i\rangle_{B}\left\langle\left. i\right|_{B} \mid \psi\right\rangle\langle\psi|\right]
$$
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of obtaining the outcome $i$ if one were to measure subsystem $B$ of $|\psi\rangle$ in the orthonormal basis $\left\{|i\rangle_{B}\right\}$. Quantum state restoration can sample these probabilities directly. We discuss this application in section 3.4.1.

In sections 3.4.1 and 3.4.2, we present two other specialized algorithms to compute these probabilities. Both algorithms measure the $q_{i}$ one at a time by considering the statistics of the two-outcome measurements $\left\{|i\rangle_{B}\left\langle\left. i\right|_{B}, \mathbb{I}-\mid i\right\rangle_{B}\left\langle\left. i\right|_{B}\right\}\right.$, and both are based on previously presented schemes for amplifying QMA verifiers [24, 25].

In each case, we fix a precision $\delta>0$ and an error probability $\varepsilon>0$ and compute the running time to produce estimates $q_{i}^{\text {est }}$ such that

$$
\left|q_{i}^{\text {est }}-q_{i}\right|<\delta
$$

for all $i$ with probability at least $1-\varepsilon$.

### 3.3.3. Estimation of the statistics of any POVM

We can use any of our algorithms to estimate the statistics of a general measurement (on the complete state, not just a subsystem). This is because a general POVM measurement can be reduced to a measurement of a subsystem in an orthogonal basis, as we now review. Given an efficiently implementable POVM $\left\{E_{i}\right\}$ where $i \in\{1, \ldots, d\}$, we can implement a unitary operator $U$ such that

$$
U\left(|\varphi\rangle_{A}|1\rangle_{B}\right)=\sum_{i=1}^{d}\left(\sqrt{E_{i}}|\varphi\rangle_{A}\right)|i\rangle_{B}
$$

for any state $|\varphi\rangle$. If we work in a two-register Hilbert space, where register $A$ can hold $|\varphi\rangle$ and register $B$ has dimension $d$, then the probability of measurement outcome $i$ when the POVM is measured on $|\varphi\rangle$ is equal to

$$
\langle\varphi| E_{i}|\varphi\rangle=\operatorname{Tr}\left[\rho_{B}|i\rangle_{B}\left\langle\left. i\right|_{B}\right]\right.
$$

where $\rho_{B}=\operatorname{Tr}_{A}\left[U|\varphi\rangle_{A}|1\rangle_{B}\left\langle\left. 1\right|_{B}\left\langle\left.\varphi\right|_{A} U^{\dagger}\right]\right.\right.$. If we define

$$
\begin{aligned}
|\psi\rangle & =U|\varphi\rangle_{A}|1\rangle_{B} \\
P^{\prime} & =|\psi\rangle\langle\psi|=U P U^{\dagger}
\end{aligned}
$$

then $|\psi\rangle$ can be efficiently prepared (given $|\varphi\rangle$ ) and $P^{\prime}$ can be efficiently measured. Now we can use any of the algorithms to estimate the measurement statistics of subsystem $B$ of $|\psi\rangle$ using the projector $P^{\prime}$ in the computational basis (that is, any of the algorithms below) to estimate the probabilities $\langle\varphi| E_{i}|\varphi\rangle=\operatorname{Tr}\left[|i\rangle\langle i| \rho_{B}^{\prime}\right]$. After estimating the probabilities, we uncompute $U$ to recover the initial state $|\varphi\rangle$. We summarize this ability with the following theorem.

Theorem 2. Suppose that $|\varphi\rangle$ is an unknown quantum state and we are given oracle access to a coherent measurement of $P=|\varphi\rangle\langle\varphi|$ (that is, the oracle performs the operation $P \otimes \mathbb{I}+(1-P) \otimes \sigma_{x}$ on the original Hilbert space plus a single-qubit ancilla). Fix $0<\varepsilon<1, \delta>0$, and an efficiently implementable $d$-outcome POVM given by operators $\left\{E_{i}\right\}$. Then there exists an efficient quantum algorithm that takes as input a single copy of $|\varphi\rangle$ and outputs an undamaged copy of $|\varphi\rangle$ along with estimates $q_{i}^{\text {est }}$ such that

$$
\left.\left|q_{i}^{\text {est }}-\langle\varphi| E_{i}\right| \varphi\right\rangle \mid<\delta
$$

for all $i$ with probability at least $1-\varepsilon$. This algorithm uses an expected number $O\left(\frac{d}{\delta} \log \left(\frac{d}{\varepsilon}\right)\right)$ calls to the measurement oracle and the POVM.

The algorithm which achieves this running time is given in section 3.4.2.2.
If we want to perform tomography on a subsystem of $|\varphi\rangle$, we can use theorem 2 to estimate an informationally complete POVM on that subsystem.

### 3.4. Single-copy tomography algorithms

We give three single-copy tomography algorithms. They all implement measurements in an orthogonal basis as in Section 3.3.2; the technique in Section 3.3.3 will extend any of them to general POVMs.

### 3.4.1. Quantum state restoration

In this section we consider the running time of estimating the probabilities $q_{i}=$ $\operatorname{Tr}\left[\rho_{B}|i\rangle_{B}\left\langle\left. i\right|_{B}\right]\right.$ on a given state $|\psi\rangle$ using quantum state restoration. We do this by repeatedly measuring register $B$ and then restoring the state. Let $m_{i}$ be the number of times we observe outcome $i$ in $N$ trials. Our estimate of $q_{i}$ is

$$
q_{i}^{\text {est }}=\frac{m_{i}}{N} .
$$

For the $j^{\text {th }}$ observation, let $x_{i, j} \in\{0,1\}$ indicate whether the outcome of that observation was $i$. For fixed $i$, the $x_{i, j}$ are independent. To obtain a bound on the error $\left|q_{i}^{\text {est }}-q_{i}\right|$, we use Hoeffding's inequality [26], which for a sequence of $N$ independent and identically distributed random bits $x_{i, j}$ with mean value $\mathbb{E}_{j}\left[x_{i, j}\right]=q_{i}$ implies that

$$
\begin{equation*}
\operatorname{Pr}\left[\left|\frac{1}{N} \sum_{j=1}^{N} x_{i, j}-q_{i}\right| \geq \delta\right] \leq 2 e^{-2 N \delta^{2}}, \text { for any } \delta>0 \tag{3.4}
\end{equation*}
$$

So

$$
\operatorname{Pr}\left[\left|q_{i}^{\text {est }}-q_{i}\right| \geq \delta\right] \leq 2 e^{-2 N \delta^{2}}
$$
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for each $i$ individually, and, by a union bound,

$$
\operatorname{Pr}\left[\left|q_{i}^{\text {est }}-q_{i}\right| \geq \delta \text { for any } i\right] \leq 2 d e^{-2 N \delta^{2}}
$$

Choosing $N=\left\lceil\frac{1}{2 \delta^{2}} \ln \frac{2 d}{\varepsilon}\right\rceil$ makes the right hand side $\leq \varepsilon$. Each of the $N$ repetitions of quantum state restoration takes an expected time $\chi \cdot d$, so the total expected number $\mathbb{E}\left[M_{\mathrm{SR}}\right]$ (where the subscript stands for "state restoration") of uses of $P$ is

$$
\mathbb{E}\left[M_{\mathrm{SR}}\right]=\chi \cdot d\left[\frac{1}{2 \delta^{2}} \ln \frac{2 d}{\varepsilon}\right\rceil .
$$

### 3.4.2. Improved algorithms

In this section we describe two other algorithms which can be used for single-copy tomography. Both of these approaches are based on Jordan's lemma [27]. The algorithms we discuss in this section are based on the QMA amplification schemes of Marriott and Watrous [24] and Nagaj et al. [25].

To use these algorithms, we fix $i \in\{1, \ldots, d\}$ and we will estimate

$$
q_{i}=\operatorname{Tr}\left[\rho_{B}|i\rangle_{B}\left\langle\left. i\right|_{B}\right] .\right.
$$

We repeat this for each value of $i$.
We begin by defining the projector

$$
Q_{i}=|i\rangle_{B}\left\langle\left. i\right|_{B}\right.
$$

and the states

$$
\begin{aligned}
\left|v_{i}\right\rangle & =\frac{1}{\sqrt{q_{i}}} Q_{i}|\psi\rangle \\
\left|v_{i}^{\perp}\right\rangle & =\frac{1}{\sqrt{1-q_{i}}}\left(1-Q_{i}\right)|\psi\rangle
\end{aligned}
$$

Note that we can write

$$
\begin{equation*}
|\psi\rangle=\sqrt{q_{i}}\left|v_{i}\right\rangle+\sqrt{1-q_{i}}\left|v_{i}^{\perp}\right\rangle . \tag{3.5}
\end{equation*}
$$

We also define the state

$$
\begin{equation*}
\left|\psi_{i}^{\perp}\right\rangle=-\sqrt{1-q_{i}}\left|v_{i}\right\rangle+\sqrt{q_{i}}\left|v_{i}^{\perp}\right\rangle . \tag{3.6}
\end{equation*}
$$

We can then use the above expressions to write $\left|v_{i}\right\rangle$ and $\left|v_{i}^{\perp}\right\rangle$ in terms of $|\psi\rangle$ and $\left|\psi_{i}^{\perp}\right\rangle$

$$
\begin{align*}
\left|v_{i}\right\rangle & =\sqrt{q_{i}}|\psi\rangle-\sqrt{1-q_{i}}\left|\psi_{i}^{\perp}\right\rangle \\
\left|v_{i}^{\perp}\right\rangle & =\sqrt{1-q_{i}}|\psi\rangle+\sqrt{q_{i}}\left|\psi_{i}^{\perp}\right\rangle . \tag{3.7}
\end{align*}
$$

The principal angle $\theta_{i} \in\left[0, \frac{\pi}{2}\right]$ between the two bases $\left\{|\psi\rangle,\left|\psi_{i}^{\perp}\right\rangle\right\}$ and $\left\{\left|v_{i}\right\rangle,\left|v_{i}^{\perp}\right\rangle\right\}$ is defined by

$$
\begin{equation*}
\cos ^{2} \theta_{i}=\left|\left\langle v_{i} \mid \psi\right\rangle\right|^{2}=\left\langle\psi \mid v_{i}\right\rangle\left\langle v_{i} \mid \psi\right\rangle=\langle\psi| Q_{i}|\psi\rangle=q_{i} . \tag{3.8}
\end{equation*}
$$

Having defined the two bases $\left\{\left|v_{i}\right\rangle,\left|v_{i}^{\perp}\right\rangle\right\}$ and $\left\{|\psi\rangle,\left|\psi_{i}^{\perp}\right\rangle\right\}$, we are now ready to describe two algorithms for computing the expectation value $q_{i}$ more efficiently than by using quantum state restoration. For any chosen $\varepsilon$ and $\delta$, each of these algorithms will generate an estimate $q_{i}^{\text {est }}$ such that $\left|q_{i}^{\text {est }}-q_{i}\right|<\delta$ with probability at least $1-\frac{\varepsilon}{d}$. Repeating for each $i$, we have $\left|q_{i}^{\text {est }}-q_{i}\right|<\delta$ for all $i$ with probability at least $1-\varepsilon$ by a union bound. The running times of these algorithms as a function of $\delta$ and $\varepsilon$ are summarized in Table 3.1.

### 3.4.2.1. Alternating projections

This algorithm is an application of the scheme of Marriott and Watrous [24] which was originally proposed for witness-reusing amplification of the complexity class QMA. Observe from (3.5), (3.6) and (3.7) that when performing the measurement $P$ on the state $\left|v_{i}\right\rangle$, the probability of obtaining 1 (and the state $|\psi\rangle$ ) is $q_{i}$. Similarly, when measuring $P$ on the state $\left|v_{i}^{\perp}\right\rangle$, the probability of obtaining 0 (and the state $\left|\psi_{i}^{\perp}\right\rangle$ ) is also $q_{i}$. We can estimate $q_{i}$ by performing many alternating measurements of $P$ and $Q_{i}$ and counting the number of transitions $\left|v_{i}\right\rangle \leftrightarrow|\psi\rangle$ or $\left|v_{i}^{\perp}\right\rangle \leftrightarrow\left|\psi_{i}^{\perp}\right\rangle$. Let us now present the algorithm and compute its complexity measured by the expected number of measurements of $P$, as a function of the desired precision $\delta$ and error probability $\frac{\varepsilon}{d}$.

1. Start with the state $|\psi\rangle$. Fix $N=\left\lceil\frac{1}{2}+\frac{\ln \frac{2 d}{e}}{4 \delta^{2}}\right\rceil$.
2. Repeat for $t=1, \ldots, N$
a) Measure $Q_{i}$ and record the measurement outcome as a bit $a_{2 t-1} \in$ $\{0,1\}$. This produces one of the two states $\left|v_{i}\right\rangle$ or $\left|v_{i}^{\perp}\right\rangle$.
b) Measure the projector $P=|\psi\rangle\langle\psi|$ and record the result $a_{2 t} \in\{0,1\}$. This produces either the state $|\psi\rangle$ or $\left|\psi_{i}^{\perp}\right\rangle$.
3. If the state is not currently $|\psi\rangle$ (because the last measurement in step 2 b gave a 0 ), then the state is $\left|\psi_{i}^{\perp}\right\rangle$. In this case alternate measuring $Q_{i}$ and $P$ until you recover $|\psi\rangle$.
4. From the list $\left(a_{1}, \ldots, a_{2 N}\right)$, compute the list of differences

$$
\left(\Delta_{1}, \Delta_{2}, \ldots, \Delta_{2 N-1}\right),
$$

where $\Delta_{j}=a_{j+1} \oplus a_{j}$. Let $m$ denote the number of zeros in this list of differences. Then the estimate of $q$ is given by

$$
\begin{equation*}
q_{i}^{\text {est }} \equiv \frac{m}{2 N-1} \tag{3.9}
\end{equation*}
$$
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As discussed above, the probability of getting a measurement outcome ( 1 or 0 ) which is the same as the previous measurement outcome is $q_{i}$. So the number of zeros which appear in the list $\left(\Delta_{1}, \Delta_{2}, \ldots, \Delta_{2 N-1}\right)$ is a binomial random variable with mean $q_{i}(2 N-1)$. This is why (3.9) gives an estimator for the value of $q_{i}$.

We now show that the estimate $q_{i}^{\text {est }}$ from (3.9) has the required precision $\delta$, with probability at least $1-\varepsilon$. To show this, we again use Hoeffding's inequality (3.4). Applying this to the case at hand with $q_{k}=1 \oplus \Delta_{k}$ for $k \in\{1 \ldots, 2 N-1\}$, we obtain

$$
\operatorname{Pr}\left[\left|q_{i}^{\text {est }}-q_{i}\right| \geq \delta\right] \leq 2 e^{-2(2 N-1) \delta^{2}}
$$

The choice $N=\left\lceil\frac{1}{2}+\frac{\log \frac{2 d}{\varepsilon}}{4 \delta^{2}}\right\rceil$ guarantees that the right hand side is $\leq \frac{\varepsilon}{d}$. Thus we have shown that the desired precision $\delta$ is achieved by our scheme with probability at least $1-\frac{\varepsilon}{d}$.

We now derive the expected number $\mathbb{E}\left[M_{\mathrm{AP}}^{(i)}\right]$ (AP stands for alternating projections) of uses of $P$ in the above algorithm. The random variable $M_{\mathrm{AP}}^{(i)}$ is $N$ plus the number of additional uses of $P$ in step 3 . The operation composed of measuring $Q_{i}$ and then measuring $P$ is an update of a symmetric random walk on the two states $\left\{|\psi\rangle,\left|\psi_{i}^{\perp}\right\rangle\right\}$. Let $w(r)$ be the probability of transitioning from $|\psi\rangle$ to $\left|\psi_{i}^{\perp}\right\rangle$ in $r$ steps. Then with probability $1-w(N)$ step 3 does not use $P$ at all and, with probability $w(N)$ it uses an expected number $\frac{1}{w(1)}$ invocations of $P$. Thus the expected running time of the algorithm is

$$
\begin{aligned}
\mathbb{E}\left[M_{\mathrm{AP}}^{(i)}\right] & =N+w(N) \frac{1}{w(1)} \\
& \leq 2 N
\end{aligned}
$$

In the last line, we used the fact that $w(N)$ is less than or equal to the probability of at least one transition occurring in $N$ steps, which is at most $N w(1)$ by a union bound.

Hence

$$
\mathbb{E}\left[M_{\mathrm{AP}}^{(i)}\right] \leq 2\left(\left\lceil\frac{1}{2}+\frac{1}{4 \delta^{2}} \ln \frac{2 d}{\varepsilon}\right\rceil\right)
$$

Repeating this procedure to obtain estimates of each $q_{i}$ (which are all within the desired precision $\delta$ with probability at least $1-\varepsilon$ ) takes the expected running time

$$
\mathbb{E}\left[M_{\mathrm{AP}}\right] \leq 2 d\left(\left\lceil\frac{1}{2}+\frac{1}{4 \delta^{2}} \ln \frac{2 d}{\varepsilon}\right\rceil\right)
$$

### 3.4.2.2. Phase estimation

In this section we will give an improved algorithm for single-copy tomography using phase estimation, based on a fast QMA amplification scheme given in [25].

Its advantage over the previous two algorithms is that it requires quadratically fewer measurements of $P$. The results of this section will prove Theorem 2.

As in the previous section, we estimate the $q_{i}$ one at a time for $i \in\{1, \ldots, d\}$. We begin by defining the unitary operator

$$
W_{i}=(2 P-\mathbb{I})\left(2 Q_{i}-\mathbb{I}\right),
$$

which is a product of two reflections. Note that if we can implement $P$ so that it coherently xors its measurement outcome into an ancilla register (as in the assumption of theorem 2), then we can implement the operator $(2 P-\mathbb{I})$ by first initializing that ancilla to $|-\rangle$ and applying the measurement.

Within the 2D subspace $S_{i}$ spanned by the vectors $|\psi\rangle$ and $\left|\psi_{i}^{\perp}\right\rangle(3.7)$, the operator $W_{i}$ is a rotation

$$
\begin{equation*}
\left.W_{i}\right|_{S_{i}}=e^{-2 i \theta_{i} \sigma_{y}} \tag{3.10}
\end{equation*}
$$

where $\theta_{i}$ is the principal angle as defined in (3.8), and $\sigma_{y}$ refers to the Pauli matrix.
We now describe how to obtain $q_{i}=\langle\psi| Q_{i}|\psi\rangle=\cos ^{2} \theta_{i}$ by running phase estimation of the operator $W_{i}$ on the state $|\psi\rangle$. The eigenvectors of $W_{i}$ are

$$
\begin{equation*}
\left|\varphi_{i}^{ \pm}\right\rangle=\frac{1}{\sqrt{2}}\left(|\psi\rangle \pm i\left|\psi_{i}^{\perp}\right\rangle\right) . \tag{3.11}
\end{equation*}
$$

and correspond to eigenvalues $e^{\mp i 2 \pi \varphi_{i}}$, where $\varphi_{i}=\frac{\theta_{i}}{\pi}$ so that $0<\varphi_{i}<\frac{1}{2}$. After running phase estimation of $W_{i}$ on the input state $|\psi\rangle$, we will likely measure a good approximation to either $\varphi_{i}$ or $1-\varphi_{i}$. Note that either outcome provides a good estimate of

$$
q_{i}=\cos ^{2}\left(\pi \varphi_{i}\right)=\cos ^{2}\left(\pi\left(1-\varphi_{i}\right)\right)
$$

This is the idea of the algorithm we present in this section. Our algorithm must have a failure probability lower than that obtained by a single use of phase estimation, and we must recover the state $|\psi\rangle$ at the end of the algorithm.

Our algorithm begins by defining

$$
\begin{align*}
t & =\left\lceil\log _{2}\left(\frac{3 \pi}{\delta}\right)\right\rceil+2 . \\
r & =\left\lceil\frac{1}{\log _{2}\left(\frac{2}{\sqrt{3}}\right)} \log _{2}\left(\frac{d}{2 \varepsilon}\right)\right] \tag{3.12}
\end{align*}
$$

We proceed as follows:

1. Start in the state $|\psi\rangle|0\rangle^{\otimes t}$.
2. Repeat for $j=1, \ldots, r$ :
a) Reset the $t$ qubits of the second register to the state $|0\rangle^{\otimes t}$. Perform phase estimation of the operator $W_{i}$ on the state of the first register, computing the phase using the $t$ ancillas in the second register. Define

$$
q_{i}^{(j)}=\cos ^{2}\left(\pi \varphi_{i}^{(j)}\right)
$$

where $\varphi_{i}^{(j)}$ is the measured phase.
b) Measure the projector $P=|\psi\rangle\langle\psi|$ on the first register.
3. If the state is not currently $|\psi\rangle$ (because the last measurement in step 2(b) gave a 0 ), then the state is $\left|\psi_{i}^{\perp}\right\rangle$. In this case repeat phase estimation followed by measurement of $P$ until you measure a 1 for $P$, recovering the state $|\psi\rangle$.
4. Let $q_{i}^{e s t}$ be the median of the values $\left\{q_{i}^{(j)}\right\}$ for $j \in\{1, \ldots r\}$.

We now determine the expected running time of this algorithm, and then we will show that the resulting estimate $q_{i}^{e s t}$ achieves the desired precision with high enough probability. Our analysis of the running time is based on the observation that each iteration of phase estimation followed by measurement of $P$ is an update of a random walk on the two states $\left\{|\psi\rangle,\left|\psi_{i}^{\perp}\right\rangle\right\}$. If we start in state $|\psi\rangle$ of the first register then after applying phase estimation (but before measuring the phase) we obtain a state

$$
\left|\Psi_{i}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|\varphi_{i}^{+}\right\rangle|\gamma\rangle+\left|\varphi_{i}^{-}\right\rangle|\mu\rangle\right)
$$

where $|\gamma\rangle$ and $|\mu\rangle$ are $t$-qubit states. So the probability of measuring 1 in step 2 b is

$$
\operatorname{Pr}[|\psi\rangle \rightarrow|\psi\rangle]=\operatorname{Tr}\left[(|\psi\rangle\langle\psi| \otimes \mathbb{I})\left|\Psi_{i}\right\rangle\left\langle\Psi_{i}\right|\right]
$$

in which case the resulting state of the first register is $|\psi\rangle$. The probability of measuring a zero in this step is

$$
\operatorname{Pr}\left[|\psi\rangle \rightarrow\left|\psi^{\perp}\right\rangle\right]=\operatorname{Tr}\left[\left(\left|\psi^{\perp}\right\rangle\left\langle\psi^{\perp}\right| \otimes \mathbb{I}\right)\left|\Psi_{i}\right\rangle\left\langle\Psi_{i}\right|\right]=1-\operatorname{Pr}[|\psi\rangle \rightarrow|\psi\rangle]
$$

in which case the resulting state of the first register is $\left|\psi^{\perp}\right\rangle$. Similarly, one can compute the transition probabilities starting from the state $\left|\psi^{\perp}\right\rangle$ of the first register. These satisfy

$$
\begin{aligned}
\operatorname{Pr}\left[\left|\psi^{\perp}\right\rangle \rightarrow\left|\psi^{\perp}\right\rangle\right] & =\operatorname{Pr}[|\psi\rangle \rightarrow|\psi\rangle] \\
\operatorname{Pr}\left[\left|\psi^{\perp}\right\rangle \rightarrow|\psi\rangle\right] & =\operatorname{Pr}\left[|\psi\rangle \rightarrow\left|\psi^{\perp}\right\rangle\right]
\end{aligned}
$$

so the random walk is symmetric. We can then directly apply our analysis of the previous section to show that
$\mathbb{E}[\#$ of uses of phase estimation followed by measurement of $P] \leq 2 r$.

Each time we use phase estimation with $t$ ancillas, we use the gate $W_{i}$ less than $2^{t}$ times [28]. So each time we repeat phase estimation followed by measurement of $P$ we use less than $2^{t}+1$ measurements of $P$ so the expected total number of times $\mathbb{E}\left[M_{\mathrm{PE}}^{(i)}\right]$ (PE stands for phase estimation) that we use the measurement of $P$ is

$$
\begin{aligned}
\mathbb{E}\left[M_{\mathrm{PE}}^{(i)}\right] & <2 r \cdot\left(2^{t}+1\right) \\
& \leq 2 r\left(\frac{12 \pi}{\delta}+1\right) \\
& =2\left[\frac{1}{\log _{2}\left(\frac{2}{\sqrt{3}}\right)} \log _{2}\left(\frac{d}{2 \varepsilon}\right)\right]\left(\frac{12 \pi}{\delta}+1\right) .
\end{aligned}
$$

Repeating this procedure to obtain estimates of each $q_{i}$ takes expected running time

$$
\begin{equation*}
\mathbb{E}\left[M_{\mathrm{PE}}\right]<2 d\left[\frac{\log _{2}\left(\frac{d}{2 \varepsilon}\right)}{\log _{2}\left(\frac{2}{\sqrt{3}}\right)}\right]\left(\frac{12 \pi}{\delta}+1\right) . \tag{3.13}
\end{equation*}
$$

We now show that the probability that all the estimates $q_{i}^{\text {est }}$ obtained by using the above algorithm satisfy

$$
\left|q_{i}^{\text {est }}-q_{i}\right|<\delta
$$

is at least $1-\varepsilon$. Our choice of $t$ was designed so that the output of phase estimation of $W_{i}$ on the state $\left|\varphi_{i}^{+}\right\rangle$using $t$ ancillas is a state $\left|\varphi_{i}^{+}\right\rangle|\gamma\rangle$ such that a measurement of the $t$-qubit state $|\gamma\rangle$ in the computational basis produces a phase $\tilde{\varphi}$ that satisfies

$$
\left|\tilde{\varphi}-\varphi_{i}\right| \leq \frac{\delta}{3 \pi}
$$

with probability at least $3 / 4$ [28]. Similarly the output of phase estimation of $W_{i}$ on the state $\left|\varphi_{i}^{-}\right\rangle$using $t$ ancillas is a state $\left|\varphi_{i}^{-}\right\rangle|\mu\rangle$ such that a measurement of the $t$-qubit state $|\mu\rangle$ in the computational basis produces a phase $\tilde{\varphi}$ that satisfies

$$
\left|\tilde{\varphi}-\left(1-\varphi_{i}\right)\right| \leq \frac{\delta}{3 \pi}
$$

with probability at least $3 / 4$. In step $2(\mathrm{a})$ of our algorithm we perform phase estimation on either the state $|\psi\rangle$ or the state $\left|\psi_{i}^{\perp}\right\rangle$. In either case, the reduced density matrix of the $t$-qubit ancilla register after applying the phase estimation (but before measuring the phase) is

$$
\frac{1}{2}(|\gamma\rangle\langle\gamma|+|\mu\rangle\langle\mu|)
$$

which is an equal probabilistic mixture of $|\gamma\rangle$ and $|\mu\rangle$. So, with probability at least $3 / 4\left(\right.$ regardless of whether we started in $|\psi\rangle$ or $\left.\left|\psi^{\perp}\right\rangle\right)$, the phases $\varphi_{i}^{(j)}$ measured in
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$$
\begin{array}{ccc}
\text { State Restoration } & \text { Alternating Projectors } & \text { Phase Estimation } \\
\hline \mathbb{E}\left[M_{\mathrm{SR}}\right]=\mathrm{O}\left(\frac{\chi \cdot d}{\delta^{2}} \log \frac{d}{\varepsilon}\right) & \mathbb{E}\left[M_{\mathrm{AP}}\right]=O\left(\frac{d}{\delta^{2}} \log \frac{d}{\varepsilon}\right) & \mathbb{E}\left[M_{\mathrm{PE}}\right]=O\left(\frac{d}{\delta} \log \left(\frac{d}{\varepsilon}\right)\right)
\end{array}
$$

Table 3.1.: Scaling of the expected number of measurements of $P=|\psi\rangle\langle\psi|$ used by each algorithm as a function of the desired precision $\delta$ and error probability $\varepsilon$.
step 2 of the algorithm satisfy either

$$
\left|\varphi_{i}^{(j)}-\varphi_{i}\right| \leq \frac{\delta}{3 \pi}
$$

or

$$
\left|\varphi_{i}^{(j)}-\left(1-\varphi_{i}\right)\right| \leq \frac{\delta}{3 \pi}
$$

Using the inequality

$$
\left|\cos ^{2}(\pi \alpha)-\cos ^{2}(\pi \beta)\right| \leq 2 \pi|\alpha-\beta|
$$

and the fact that $\cos ^{2}(\pi x)=\cos ^{2}(\pi(1-x))$ it follows that the estimates $q_{i}^{(j)}$ each (independently) satisfy

$$
\left|q_{i}^{(j)}-q_{i}\right|<\delta
$$

with probability at least $3 / 4$. The median lemma of [25] says in this case that the probability that the median of the $r$ independent measured values $q_{i}^{(j)}$ falls outside the interval $\left(q_{i}-\delta, q_{i}+\delta\right)$ is upper bounded as $p_{\text {fail }} \leq \frac{1}{2}\left(\frac{\sqrt{3}}{2}\right)^{r}$. Plugging in our choice of $r$ from equation (3.12) gives

$$
\left|q_{i}^{\text {est }}-q_{i}\right|<\delta
$$

for each $i$ with probability at least $1-\frac{\varepsilon}{d}$. So the probability that the above inequality is satisfied for all of the $i \in\{1, \ldots d\}$ is at least $1-\varepsilon$.

### 3.4.3. Performance comparison

These three algorithms for estimating the probabilities $q_{i}=\operatorname{Tr}\left[\rho_{B}|i\rangle_{B}\left\langle\left. i\right|_{B}\right]\right.$ give estimates $\left\{q_{i}^{\text {est }}\right\}$ (for $i$ from 1 to $d$ ) which are all within $\delta$ of the correct values with probability at least $1-\varepsilon$. Their running times are summarized in table 3.1.

State restoration is conceptually the simplest of the three algorithms, and we expect that it will be sufficient for most purposes. It is also the slowest as a function of $d$ and $\delta$ (assuming $\chi$ is increasing as a function of $d$ ). The state restoration algorithm has the advantage that we can drop in different tomography schemes that may improve performance.

In the absence of a better tomography scheme, however, both other algorithms outperform state restoration as a function of $d$. Phase estimation also performs quadratically better than both other algorithms as $\delta \rightarrow 0$.

### 3.5. A CONDENSED-MATTER APPLICATION OF SINGLE-COPY TOMOGRAPHY

Quantum computers offer potentially exponential speedups in simulating quantum mechanics, but some problems are still hard. For example, preparing ground states of many-body systems generically takes exponential time in the number of particles. Nonetheless, for sufficiently small systems with large enough energy gaps, algorithms such as [29] may run quickly enough to prepare a single copy of the ground state, and phase estimation can be used to verify the ground state. Single-copy tomography allows us to make multiple tomographic measurements (even of non-commuting operators) on small numbers of particles without having to prepare multiple copies of the ground state. This gives a large speedup over traditional tomography.

Single-copy tomography could also be useful to characterize the ground state during adiabatic evolution. This information could even be used in real time to guide the choice of path for an adiabatic algorithm.

### 3.6. A faster attack against Wiesner's money

In the beginning of this chapter, we described a simple attack against any public-key quantum money if the quantum state is a product state. Wiesner's money is vulnerable to a faster attack.
In Wiesner's money, each qubit $\left|\psi_{i}\right\rangle$ is either $|0\rangle,|1\rangle,|+\rangle$, or $|-\rangle$. All of these states are eigenstates of either $X$ or $Z$.
To counterfeit the quantum money, an attacker named Carla can learn the full description of a quantum bill by using a verification machine exactly once per qubit. Suppose that Carla's quantum money state is $|\$\rangle$. To learn the $i^{\text {th }}$ qubit, she tries to verify the state $X_{i}|\$\rangle$. If $X_{i}|\$\rangle$ is invalid, then the state $\left|\psi_{i}\right\rangle$ is either $|0\rangle$ or $|1\rangle$, as the other possibilities $|+\rangle$ and $|-\rangle$ are eigenstates of $X_{i}$. In this case, the verification machine does not change the state it received, Carla now knows that $\left|\psi_{i}\right\rangle$ is an eigenstate of $Z$. She applies $X_{i}$ to recover $|\$\rangle$ and measures $\left|\psi_{i}\right\rangle$ in the $Z$ basis to learn whether it is $|0\rangle$ or $|1\rangle$.
If, on the other hand, the state $X_{i}|\$\rangle$ is valid, then $\left|\psi_{i}\right\rangle$ is either $|-\rangle$ or $|+\rangle$. In this case, the verification machine gives Carla her state $X_{i}|\$\rangle=|\$\rangle$ back. But now Carla knows that $\left|\psi_{i}\right\rangle$ is an eigenstate of $X$ and she can measure it to learn whether it is $|+\rangle$ or $|-\rangle$.
If Carla repeats this process for $i=1, \ldots, n$, she will learn the secret description of $\left|\$_{s}\right\rangle$ in exactly $n$ queries to the verifier. Once she has done this, she can make as many counterfeit copies of $\left|\$_{s}\right\rangle$ as she wants.
If Wiesner's quantum money is used as a private-key quantum money scheme, the mint must be careful to prevent this kind of attack. If the mint returns invalid bills back to their owners as souvenirs, then Carla could perform the exact same attack using the mint as a verification machine. The mint must destroy any invalid
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bill it sees to prevent this attack.

## 4. Breaking Aaronson's quantum money

In 2009, Aaronson proposed [20] a public-key quantum money scheme. His quantum money is a stabilizer state. To create a quantum bill, the mint generates a random stabilizer state with certain properties and constructs an obfuscated description of the state that can be used to verify that state. The quantum bill is the quantum state, the obfuscated description used for verification, and a digital signature of the verifier. The scheme is parametrized by integers $n, m$ and $l$ and by a real number $\varepsilon \in[0,1]$. These parameters are required to satisfy $\frac{1}{\varepsilon^{2}} \ll l$.

Stabilizer money is insecure due to two different attacks. If $\varepsilon$ is small, then the verification procedure is too weak and a counterfeiter can construct a different quantum state that will appear valid. If $\varepsilon$ is large, then the description of the quantum state can be deobfuscated and a counterfeiter can produce new quantum money states directly. These attacks require only the obfuscated description of a valid money state - neither attack requires access to a valid quantum money state.

The quantum money state is a tensor product of $l$ different stabilizer states, each on $n$ qubits, and the classical secret is a list of Pauli group operators which stabilize the state. The bank generates an instance of the money by choosing a random stabilizer state for each of the $l$ registers. To produce the verifier, the bank generates an $m \times l$ table of $n$ qubit Pauli group operators. The $(i, j)^{\text {th }}$ element of the table is an operator

$$
E_{i j}=(-1)^{b_{i j}} A_{1}^{i j} \otimes A_{2}^{i j} \ldots \otimes A_{n}^{i j}
$$

where each $A_{k}^{i j} \in\left\{1, \sigma_{x}, \sigma_{y}, \sigma_{z}\right\}$ and $b_{i j} \in\{0,1\}$. Each element $E_{i j}$ of the table is generated by the following procedure:

1. With probability $1-\varepsilon$ choose the $b_{i j}$ and, for each $k, A_{k}^{i j}$ uniformly at random.
2. With probability $\varepsilon$ choose the operator $E_{i j}$ to be a uniformly random element of the stabilizer group of $\left|C_{i}\right\rangle$.

To verify the quantum money state, for each $i$ the authenticator chooses $j(i) \in[m]$ at random and measures

$$
\begin{equation*}
Q=\frac{1}{l} \sum_{i} I^{\otimes i-1} \otimes E_{i, j(i)} \otimes I^{\otimes m-i} . \tag{4.1}
\end{equation*}
$$

The authenticator accepts iff the outcome is greater than or equal to $\frac{\varepsilon}{2}$. Note that measuring the operator $Q$ is equivalent to measuring the operator $E_{i, j(i)}$ for each
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register $i \in[l]$ and then averaging the results, since the measurements on different registers commute.

The state $\left|C_{1}\right\rangle\left|C_{2}\right\rangle \ldots\left|C_{l}\right\rangle$ is accepted by this procedure with high probability since the probability of measuring a +1 for the operator $E_{i, j(i)}$ on the state $\left|C_{i}\right\rangle$ is $\frac{1+\varepsilon}{2}$. The mean value of the operator $Q$ in the state $\left|C_{1}\right\rangle\left|C_{2}\right\rangle \ldots\left|C_{l}\right\rangle$ is therefore $\varepsilon$, since it is simply the average of the $E_{i, j(i)}$ for each register $i \in[l]$. The parameter $l$ is chosen so that $\frac{l}{\varepsilon^{2}}=\Omega(n)$ so the probability that one measures $Q$ to be less than $\frac{\varepsilon}{2}$ is exponentially small in $n$.

### 4.1. The attack

Our attack on this money depends on the parameter $\varepsilon$. Our proofs assume that $m=\operatorname{poly}(n)$, but we expect that both attacks work beyond the range in which our proofs apply.

### 4.1.1. Attacking the verifier for small $\epsilon$

For $\varepsilon \leq \frac{1}{16 \sqrt{m}}$ and with high probability over the table of Pauli operators, we can efficiently generate a state that passes verification with high probability. This is because the verification algorithm does not project onto the intended money state but in fact accepts many states with varying probabilities. On each register, we want to produce a state for which the expected value of the measurement of a random operator from the appropriate column of $E$ is sufficiently positive. This is to ensure that, with high probability, the verifier's measurement of $Q$ will have an outcome greater than $\frac{\varepsilon}{2}$. For small $\varepsilon$, there are many such states on each register and we can find enough of them by brute force.

We find states that pass verification by working on one register at a time. For each register $i$, we search for a state $\rho_{i}$ with the property that

$$
\begin{equation*}
\operatorname{Tr}\left[\left(\frac{1}{m} \sum_{j=1}^{m} E_{i j}\right) \rho_{i}\right] \geq \frac{1}{4 \sqrt{m}}+O\left(\frac{1}{m^{2}}\right) . \tag{4.2}
\end{equation*}
$$

As we show in Section 4.2, we can find such states efficiently on enough of the registers to construct a state that passes verification.

### 4.1.2. Recovering the classical secret for large $\epsilon$

For $\varepsilon \geq \frac{c}{\sqrt{m}}$ for any constant $c>0$, we use a classical attack instead: we recover the classical secret (i.e. a description of the quantum state) and can thus forge the money. We observe that each column of the table $E$ contains approximately $\varepsilon m$ commuting operators, with the rest chosen randomly, and if, in each column, we can find a set of commuting operators that is at least as large as the planted set, then any quantum state stabilized by these operators will pass verification.

We begin by casting our question as a graph problem. For each column, let $G$ be a graph whose vertices correspond to the $m$ measurements, and connect vertices $i$ and $j$ if and only if the corresponding measurements commute. The vertices corresponding to the planted commuting measurements now form a clique, and we aim to find it.

In general, it is intractable to find the largest clique in a graph. In fact, it is NP-hard even to approximate the size of the largest clique within $n^{1-\varepsilon}$, for any $\varepsilon>0$ [30]. Finding large cliques planted in otherwise random graphs, however, can be easy.
For example, if $\varepsilon=\Omega\left(\frac{\log m}{\sqrt{m}}\right)$, then a simple classical algorithm will find the clique. This algorithm proceeds by sorting the vertices in decreasing order of degree and selecting vertices from the beginning of the list as long as the selected vertices continue to form a clique.

We can find the planted clique for $\varepsilon \geq \frac{c}{\sqrt{m}}$ for any constant $c>0$ in polynomial time using a more sophisticated classical algorithm that may be of independent interest. If the graph were obtained by planting a clique of size $\varepsilon \sqrt{m}$ in a random graph drawn from $G(m, 1 / 2)$, Alon, Krivelevich, and Sudakov showed in [31] that one can find the clique in polynomial time with high probability. ${ }^{1}$ Unfortunately, the measurement graph $G$ is not drawn from $G(m, 1 / 2)$, so we cannot directly apply their result. However, we show in section 4.2 that if $G$ is sufficiently random then a modified version of their algorithm works.

### 4.2. DETAILS OF THE ATTACK AGAINST STABILIZER MONEY FOR SMALL $€$

For $\varepsilon \leq \frac{1}{16 \sqrt{m}}$ and with high probability in the table of Pauli operators, we can efficiently generate a state that passes verification with high probability. Our attack may fail for some choices of the table used in verification, but the probability that such a table of operators is selected by the bank is exponentially small.
Recall that each instance of stabilizer money is verified using a classical certificate, which consists of an $m \times l$ table of $n$ qubit Pauli group operators. The $(i, j)^{\text {th }}$ element of the table is an operator

$$
E_{i j}=(-1)^{b_{i j}} A_{1}^{i j} \otimes A_{2}^{i j} \cdots \otimes A_{n}^{i j}
$$

where each $A_{k}^{i j} \in\left\{1, \sigma_{x}, \sigma_{y}, \sigma_{z}\right\}$ and $b_{i j} \in\{0,1\}$.
We will use one important property of the algorithm that generates the table of Pauli operators: with the exception of the fact that $-I^{\otimes n}$ cannot occur in the table, the distribution of the tables is symmetric under negation of all of the operators.

[^1]The verification algorithm works by choosing, for each $i$, a random $j(i) \in[m]$. The verifier then measures

$$
Q=\frac{1}{l} \sum_{i} I^{\otimes i-1} \otimes E_{i, j(i)} \otimes I^{\otimes m-i}
$$

The algorithm accepts iff the outcome is greater than or equal to $\frac{\varepsilon}{2}$. Note that measuring the operator $Q$ is equivalent to measuring the operator $E_{i, j(i)}$ for each register $i \in[l]$ and then averaging the results, since the measurements on different registers commute.

To better understand the statistics of the operator $Q$, we consider measuring an operator $E_{i, j(i)}$ on a state $\rho_{i}$, where $j(i) \in[m]$ is chosen uniformly at random. The total probability $p_{1}\left(\rho_{i}\right)$ of obtaining the outcome +1 is given by

$$
\begin{aligned}
p_{1}\left(\rho_{i}\right) & =\frac{1}{m} \sum_{j=1}^{m} \operatorname{Tr}\left[\left(\frac{1+E_{i, j(i)}}{2}\right) \rho_{i}\right] \\
& =\frac{1+\operatorname{Tr}\left[H^{(i)} \rho_{i}\right]}{2}
\end{aligned}
$$

where (for each $i \in[l]$ ) we have defined the Hamiltonian

$$
H^{(i)}=\frac{1}{m} \sum_{j=1}^{m} E_{i j} .
$$

We use the algorithm described below to independently generate an $n$ qubit mixed state $\rho_{i}$ on each register $i \in[l]$. At least $1 / 4$ of these states $\rho_{i}$ (w.h.p. over the choice of the table $E$ ) will have the property that

$$
\begin{equation*}
\operatorname{Tr}\left[H^{(i)} \rho_{i}\right] \geq \frac{1}{4 \sqrt{m}}+O\left(\frac{1}{m^{2}}\right) \tag{4.4}
\end{equation*}
$$

and the rest have

$$
\begin{equation*}
p_{1}\left(\rho_{i}\right) \geq \frac{1}{2}-O\left(\frac{1}{m}\right) \tag{4.5}
\end{equation*}
$$

which implies that

$$
\mathbb{E}_{i} p_{1}\left(\rho_{i}\right) \geq \frac{1}{2}+\frac{1}{8 \sqrt{m}}+O\left(\frac{1}{m^{2}}\right) .
$$

We use the state

$$
\rho=\rho_{1} \otimes \rho_{2} \otimes \ldots \otimes \rho_{l}
$$

as our forged quantum money. If the verifier selects $j(i)$ at random and measures $Q$ (from equation (4.3)), then the expected outcome is at least $\frac{1}{4}\left(\frac{1}{4 \sqrt{m}}+O\left(\frac{1}{m^{2}}\right)\right)+$ $\frac{3}{4} O\left(\frac{1}{m}\right)$, and the probability of an outcome less than $\frac{1}{32 \sqrt{m}}$ (for $\varepsilon \leq \frac{1}{16 \sqrt{m}}$, the
verifier can only reject if this occurs) is exponentially small for $m$ sufficiently large by independence of the registers. Therefore the forged money state $\rho$ is accepted by Aaronson's verifier with probability that is exponentially close to 1 if $\varepsilon \leq \frac{1}{16 \sqrt{m}}$.

Before describing our algorithm to generate the states $\left\{\rho_{i}\right\}$, we must understand the statistics (in particular, the first two moments) of each $H^{(i)}$ on the fully mixed state $\frac{\mathbb{I}}{2^{n}}$. We will assume that, for $j \neq k, E_{i j} \neq E_{i k}$. We also assume that the operators $\pm I \otimes I \otimes I \ldots \otimes I$ do not appear in the list. Both of these assumptions are satisfied with overwhelming probability. The first and second moments of $H^{(i)}$ are

$$
\operatorname{Tr}\left[H^{(i)} \frac{\mathbb{I}}{2^{n}}\right]=0
$$

and

$$
\begin{align*}
& \operatorname{Tr}\left[\left(H^{(i)}\right)^{2} \frac{\mathbb{I}}{2^{n}}\right]  \tag{4.6}\\
= & 2^{-n} \operatorname{Tr}\left[\frac{1}{m^{2}} \sum_{j}\left(E_{i, j}\right)^{2}+\frac{1}{m^{2}} \sum_{j \neq k} E_{i, j} E_{i, k}\right] \\
= & \frac{1}{m} \tag{4.7}
\end{align*}
$$

We define $f_{i}$ to be the fraction (out of $2^{n}$ ) of the eigenstates of $H^{(i)}$ that have eigenvalues in the set $\left[\frac{1}{2 \sqrt{m}}, 1\right] \cup\left[-1,-\frac{1}{2 \sqrt{m}}\right]$. Since the eigenvalues of $H^{(i)}$ are bounded between -1 and 1 , we have

$$
\operatorname{Tr}\left[\left(H^{(i)}\right)^{2} \frac{\mathbb{I}}{2^{n}}\right] \leq f_{i}+\left(1-f_{i}\right) \frac{1}{4 m}
$$

Plugging in equation (4.7) and rearranging we obtain

$$
f_{i} \geq \frac{3}{4 m-1}
$$

We also define $g_{i}$ to be the fraction of eigenstates of $H^{(i)}$ that have eigenvalues in the set $\left[\frac{1}{2 \sqrt{m}}, 1\right]$. The distribution (for any fixed $i$ ) of $E_{i j}$ as generated by the bank is symmetric under negation of all the $E_{i j}$, so with probability at least $1 / 2$ over the choice of the operators in the row labeled by $i$, the fraction $g_{i}$ satisfies

$$
\begin{equation*}
g_{i} \geq \frac{3}{8 m-2} . \tag{4.8}
\end{equation*}
$$

We assume this last inequality is satisfied for at least $\frac{1}{4}$ of the indices $i \in[l]$, for the particular table $E_{i j}$ that we are given. The probability that this is not the case is exponentially small in $l$.
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Ideally, we would generate the states $\rho_{i}$ by preparing the fully mixed state, measuring $H^{(i)}$, keeping the result if the eigenvalue is at least $\frac{1}{2 \sqrt{m}}$, and otherwise trying again, up to some appropriate maximum number of tries. After enough failures, we would simply return the fully mixed state. It is easy to see that outputs of this algorithm would satisfy equation (4.2) with high probability.

Unfortunately, we cannot efficiently measure the exact eigenvalue of an arbitrary Hermitian operator; instead, we use phase estimation, which gives polynomial error using polynomial resources. In section 4.2.2 we review the phase estimation algorithm. In section 4.2.1, we describe an efficient algorithm to generate $\rho_{i}$ using phase estimation and show that the resulting states, even in the presence of errors due to polynomial-time phase estimation, are accepted by the verifier with high probability, assuming that the table $E_{i j}$ has the appropriate properties.

### 4.2.1. Generating each register's state

We now fix a particular value of $i$ and, for convenience, define $H=\frac{1}{4} H^{(i)}$ so that all the eigenvalues of $H$ lie in the interval $\left[-\frac{1}{4}, \frac{1}{4}\right]$. We denote the eigenvectors of $H$ by $\left\{\left|\psi_{j}\right\rangle\right\}$ and write

$$
e^{2 \pi i H}\left|\psi_{j}\right\rangle=e^{2 \pi i \varphi_{j}}\left|\psi_{j}\right\rangle .
$$

The positive eigenvalues of $H$ map to phases $\varphi_{j}$ in the range $\left[0, \frac{1}{4}\right]$ and negative eigenvalues of $H$ map to $\left[\frac{3}{4}, 1\right]$.

We label each eigenstate of $H$ as either "good" or "bad" according to its energy. We say an eigenstate $\left|\psi_{j}\right\rangle$ is good if $\varphi_{j} \in\left[\frac{1}{16 \sqrt{m}}, \frac{1}{4}\right]$. Otherwise we say it is bad (which corresponds to the case where $\varphi_{j} \in\left[0, \frac{1}{16 \sqrt{m}}\right.$ ) $\cup\left[\frac{3}{4}, 1\right]$.

We use the following algorithm to produce a mixed state $\rho_{i}$.

1. Set $k=1$.
2. Prepare the completely mixed state $\frac{\mathbb{I}}{2^{n}}$. In our analysis of this step, we will imagine that we have selected an eigenstate $\left|\psi_{p}\right\rangle$ of $H$ uniformly at random, which yields identical statistics.
3. Use the phase estimation circuit to measure the phase of the operator $e^{2 \pi i H}$. Here the phase estimation circuit (see section 4.2.2) acts on the original $n$ qubits in addition to $q=r+\left\lceil\log \left(2+\frac{2}{\delta}\right)\right\rceil$ ancilla qubits, where we choose

$$
\begin{aligned}
& r=\lceil\log (20 m)\rceil \\
& \delta=\frac{1}{m^{3}}
\end{aligned}
$$

4. Accept the resulting state (of the $n$ qubit register) if the measured phase $\varphi^{\prime}=\frac{z}{2^{q}}$ is in the interval $\left[\frac{1}{8 \sqrt{m}}-\frac{1}{20 m}, \frac{1}{2}\right]$. In this case stop and output the state of the first register. Otherwise set $k=k+1$.
5. If $k=m^{2}+1$ then stop and output the fully mixed state. Otherwise go to step 2.

We have chosen the constants in steps 3 and 4 to obtain an upper bound on the probability $p_{b}$ of accepting a bad state in a particular iteration of steps 2,3 , and 4 :

$$
\begin{aligned}
p_{b} & =\operatorname{Pr}\left(\left|\psi_{p}\right\rangle \text { is bad and you accept }\right) \\
& \leq \operatorname{Pr}\left(\text { accept given that }\left|\psi_{p}\right\rangle \text { was bad }\right) \\
& \leq \operatorname{Pr}\left(\left|\varphi_{p}-\varphi^{\prime}\right|>\frac{1}{16 \sqrt{m}}-\frac{1}{20 m}\right) \\
& \leq \operatorname{Pr}\left(\left|\varphi_{p}-\varphi^{\prime}\right|>\frac{1}{20 m}\right) \\
& \leq \delta \text { by equation } 4.13 .
\end{aligned}
$$

Above, we considered two cases depending on whether or not the inequality 4.8 is satisfied for the register $i$. We analyze the algorithm in these two cases separately.

Case 1: Register $i$ satisfies inequality 4.8
In this case, choosing $p$ uniformly,

$$
\begin{equation*}
\operatorname{Pr}\left(\frac{1}{4} \geq \varphi_{p} \geq \frac{1}{8 \sqrt{m}}\right) \geq \frac{3}{8 m-2} \tag{4.9}
\end{equation*}
$$

This case occurs for at least $1 / 4$ of the indices $i \in[l]$ with all but exponential probability.

The probability $p_{g}$ that you pick a good state (in a particular iteration of steps 2 , 3 , and 4 ) and then accept it is at least

$$
\begin{aligned}
p_{g}= & \operatorname{Pr}\left(\left|\psi_{p}\right\rangle \text { is good and you accept }\right) \\
\geq & \operatorname{Pr}\left(\frac{1}{4} \geq \varphi_{p} \geq \frac{1}{8 \sqrt{m}} \text { and you accept }\right) \\
= & \operatorname{Pr}\left(\frac{1}{4} \geq \varphi_{p} \geq \frac{1}{8 \sqrt{m}}\right) \\
& \times \operatorname{Pr}\left(\text { accept given } \frac{1}{4} \geq \varphi_{p} \geq \frac{1}{8 \sqrt{m}}\right) \\
\geq & \operatorname{Pr}\left(\frac{1}{4} \geq \varphi_{p} \geq \frac{1}{8 \sqrt{m}}\right)(1-\delta) \\
\geq & \frac{3}{8 m}\left(1-\frac{1}{m^{3}}\right) \\
\geq & \frac{1}{4 m}, \text { for m sufficiently large. }
\end{aligned}
$$
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Thus the total probability of outputting a good state is (in a complete run of the algorithm)

$$
\begin{aligned}
& \operatorname{Pr}(\text { output a good state }) \\
&= \sum_{k=1}^{m^{2}} p_{g}\left(1-p_{g}-p_{b}\right)^{k-1} \\
&= \frac{p_{g}}{p_{g}+p_{b}}\left(1-\left(1-p_{g}-p_{b}\right)^{m^{2}}\right) \\
& \geq \frac{p_{g}}{p_{g}+p_{b}}\left(1-\left(1-p_{g}\right)^{m^{2}}\right) \\
& \geq \frac{p_{g}}{p_{g}+\delta}\left(1-\left(1-p_{g}\right)^{m^{2}}\right) . \\
& \geq \frac{p_{g}}{p_{g}+\delta}\left(1-e^{-p_{g} m^{2}}\right) \\
& \geq \frac{1}{1+\frac{4}{m^{2}}}\left(1-e^{-p_{g} m^{2}}\right) \text { for } m \text { sufficiently large. } \\
&= 1-O\left(\frac{1}{m^{2}}\right)
\end{aligned}
$$

So in this case, the state $\rho_{i}$ will satisfy

$$
\begin{aligned}
& \operatorname{Tr}\left[H^{(i)} \rho_{i}\right] \\
\geq & \operatorname{Pr}(\text { output a good state }) \frac{1}{4 \sqrt{m}} \\
& -(1-\operatorname{Pr}(\text { output a good state })) \\
= & \frac{1}{4 \sqrt{m}}+O\left(\frac{1}{m^{2}}\right) .
\end{aligned}
$$

Case 2: Register $i$ does not satisfy inequality 4.8
This case occurs for at most $3 / 4$ of the indices $i \in[l]$ with all but exponentially small probability.

The probability of accepting a bad state for register $i$ at any point is

$$
\begin{equation*}
\operatorname{Pr}(\text { accept a bad state ever }) \leq \sum_{k=1}^{m^{2}} \delta=\frac{1}{m} \tag{4.12}
\end{equation*}
$$

So the state $\rho_{i}$ which is generated by the above procedure will satisfy

$$
\begin{aligned}
& \operatorname{Tr}\left[H^{(i)} \rho_{i}\right] \\
\geq & -\operatorname{Pr}(\text { accept a bad state ever }) \\
= & -\frac{1}{m} .
\end{aligned}
$$

We have thus shown that equation (4.4) holds for all indices $i$ that satisfy inequality 4.8 ; equation (4.5) holds for the rest of the indices. As discussed above, this guarantees (assuming at least $1 / 4$ of the indices $i$ satisfy inequality (4.8)) that our forged state $\rho=\rho_{1} \otimes \rho_{2} \otimes \ldots \otimes \rho_{l}$ is accepted by the verifier with high probability if $\varepsilon \leq \frac{1}{16 \sqrt{m}}$.

### 4.2.2. Review of the phase estimation algorithm

In this section we review some properties of the phase estimation algorithm as described in [28]. We use this algorithm in section 4.2 to measure the eigenvalues of the operator $e^{2 \pi i H}$. The phase estimation circuit takes as input an integer $r$ and a parameter $\delta$ and uses

$$
q=r+\left\lceil\log \left(2+\frac{2}{\delta}\right)\right\rceil
$$

ancilla qubits. When used to measure the operator $e^{2 \pi i H}$, phase estimation requires a subroutine that implements the unitary operator $e^{2 \pi i H t}$ for $t \leq 2^{r}$; this can be approximated efficiently if $2^{r}=O(\operatorname{poly}(n))$. This approximation of the Hamiltonian time evolution incurs an error that can be made polynomially small in $n$ using polynomial resources (see for example [28]). We therefore neglect this error in the remainder of the discussion. The phase estimation circuit, when applied to an eigenstate $\left|\psi_{j}\right\rangle$ of $H$ such that

$$
e^{2 \pi i H}\left|\psi_{j}\right\rangle=e^{2 \pi i \varphi_{j}}\left|\psi_{j}\right\rangle,
$$

and with the $q$ ancillas initialized in the state $|0\rangle^{\otimes q}$, outputs a state

$$
\left|\psi_{j}\right\rangle \otimes\left|a_{j}\right\rangle
$$

where $\left|a_{j}\right\rangle$ is a state of the ancillas. If this ancilla register is then measured in the computational basis, the resulting $q$ bit string $z$ will be an approximation to $\varphi_{j}$ that is accurate to $r$ bits with probability at least $1-\delta$ in the sense that

$$
\begin{equation*}
\operatorname{Pr}\left(\left|\varphi_{j}-\frac{z}{2^{q}}\right|>\frac{1}{2^{r}}\right) \leq \delta . \tag{4.13}
\end{equation*}
$$

In order for this algorithm to be efficient, we choose $r$ and $\delta$ so that $2^{r}=\operatorname{poly}(n)$ and $\delta=\frac{1}{\operatorname{poly}(n)}$.

## 5. Quantum money based on component mixers

Our approach to collision-free quantum money is to make the quantum money state $|\$\rangle\rangle$ easy to describe but hard to produce.
The description of our state starts with a very large classical set $S$. The set $S$ is the computational basis of the Hilbert space that our money lives in. We partition $S$ into a large number $c$ of subsets $S_{1}, \ldots, S_{c}$. Each component has a label $\ell$, and a classical function maps each element of $S$ to the label of the component that it is in. The state $\left|\$_{\ell}\right\rangle$ is simply the uniform superposition

$$
\begin{equation*}
\left|\$_{\ell}\right\rangle=\frac{1}{\sqrt{N_{\ell}}} \sum_{\substack{x \in S \\ L(x)=\ell}}|x\rangle \tag{5.1}
\end{equation*}
$$

of all of the elements in the component with label $\ell$. The normalization factor $N_{\ell}$ is the size of the component with label $\ell$.
The mint prepares quantum money states by postselection. To produce each money state, it starts by preparing the uniform superposition

$$
\frac{1}{\sqrt{|S|}} \sum_{x \in S}|x\rangle
$$

of everything. ${ }^{1}$ The mint then coherently computes $L$ into an ancilla register, giving

$$
\frac{1}{\sqrt{|S|}} \sum_{x \in S}|x\rangle|L(x)\rangle
$$

Finally, the mint measures the ancilla register. This collapses the state to

$$
\left|\$_{\ell}\right\rangle|\ell\rangle=\frac{1}{\sqrt{N_{\ell}}} \sum_{\substack{x \in S \\ L(x)=\ell}}|x\rangle|\ell\rangle=\left|\$_{\ell}\right\rangle .
$$

The measurement result $|\ell\rangle$ is the serial number of the new quantum money state and the quantum output $\left|\$_{\ell}\right\rangle$ is the quantum money.
For this to be collision-free, we need the measurement $\ell$ to never repeat itself. This means that, for some security parameter $n$, there should be an exponentially

[^2]
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large set of labels and an exponentially large number of elements with each label. Furthermore, no label should correspond to more than an exponentially small fraction of the set.

The function $L$ should be as obscure and have as little structure as possible. This makes the quantum money state $\left|\psi_{\ell}\right\rangle$ be the uniform superposition of exponentially many terms that seemingly have no useful relationship to each other. Since no label occurs during the postselection procedure above with greater than exponentially small probability, the postselection procedure would have to be repeated exponentially many times to produce the same label $\ell$ twice. If the labeling function $L$ is a black box with no additional structure, then the Grover lower bound [34] rules out any polynomial time algorithm that can produce the state $\left|\psi_{\ell}\right\rangle$ given only knowledge of $\ell$. We conjecture that it is similarly difficult to copy a state $\left|\psi_{\ell}\right\rangle$ or to produce the state $\left|\psi_{\ell}\right\rangle \otimes\left|\psi_{\ell}\right\rangle$ for any $\ell$ at all.

In order to verify a quantum money state, a merchant first measures $L$ again on that state and confirms that the measurement result matches the alleged serial number of the state. The merchant must then verify that the state is the correct superposition. To make this possible, we need some additional structure in the components. We need a family of functions $\left\{M_{i}\right\}$ with the property that, if $i$ is selected uniformly at random from the set of all possible values, then $M_{i}$ will map an element of any component of $S$ to a new, approximately uniformly random element of the same component of $S$. The merchant can verify the superposition by checking that the quantum state is invariant under the action of the functions $M_{i}$.

To encode the quantum money as qubits, we assume that $S$ is a set of $n$-bit strings of ones and zeros. The number of bits $n$ will be the security parameter of the quantum money.

The set of functions $\left\{M_{i}\right\}$ is called a component mixer because it mixes within components of $S$. In the remainder of this chapter, I give evidence that quantum money based on component mixers is secure.

### 5.1. Introduction

In a quantum money protocol based on component mixers, all parties (the mint, honest users of money, and any adversaries) have access to two black-box operations. They have access to a "component mixer" (defined below) that invertibly maps any string to a new almost uniformly random string in the same component. They also have access to a labeling function that determines which component any element is in. (In the concrete scheme, the component mixer does not fully mix within the components. We ignore that issue here.)

To prove hardness results related to counterfeiting quantum money, we need an appropriate computational assumption. We find this assumption in a new class of query problems based on component mixers.

All these problems involve a large set that is partitioned into components. An algorithm must use black-box queries to a component mixer to answer questions about the components. The algorithm is not given access to a labeling function. The SAME COMPONENT problem is: are two given elements in the same component? The multiple components problem is: is there more than one component (as opposed to just one)? If we promise that either there is only one component or no component contains a majority of the set, then the MULTIPLE COMPONENTS problem becomes multiple balanced components. Finally, on a quantum computer, the COMPONENT SUPERPOSITION problem is to prepare the uniform superposition of all elements in a component given as input one element in that component. (The classical analog, producing a uniformly random sample from a component, is easy by assumption.)

These types of questions are natural abstractions of graph isomorphism and group membership. Graph isomorphism is the problem of deciding whether two graphs are equivalent up to a permutation. The complexity of graph isomorphism is unknown on both classical and quantum computers. Group membership, on the other hand, is the problem of deciding whether an element of some large group is in a particular subgroup of that group. The subgroup is specified by its generators, and the group structure is given either as a black box or in some explicit form such as a matrix representation. In the black-box setting, group membership is hard on classical computers [35] but has unknown complexity on quantum computers.

For graph isomorphism, the big set would be the set of all graphs of a given size and the components are isomorphism classes of graphs. The component mixer permutes the vertices of a graph. Testing whether two graphs are isomorphic reduces to the SAME COMPONENT problem.

For group membership, the big set would be a large group and the components would be cosets of a subgroup that is described only by its generators. The component mixer would multiply by an element of the subgroup. The group membership problem reduces to an instance of SAME COMPONENT: testing whether a given element is in the same component as the identity. The multiple balanced compoNENTS problem would determine whether the given generators generate the entire group or a proper subgroup.

Each of these query problems naturally defines a complexity class. SCP, MCP, and MBCP are the sets of languages that are polynomial-time reducible to the SAME COMPONENT problem, MULTIPLE COMPONENTS problem and mUlTiple balanced components problem. We relate all three classes to commonly-used complexity classes. Our results are summarized in the table above.

These problems and classes are immediately interesting for two reasons. First, if SAME COMPONENT is hard on a quantum computer, then we have evidence for the security of a quantum money protocol [2]. Second, MCP and MBCP are candidates for a classical oracle separation between QCMA and QMA. (Group membership does not work directly because it has too much structure [36].)
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| The class... | ...is in... | ...and oracle-separated from |
| :---: | :---: | :---: |
| SCP | NP, SZK | co-MA, hopefully BQP |
| MCP | QMA, NP ${ }^{\text {co-NP }}$, NP ${ }^{\text {co-SCP }}$ | BQP, hopefully QCMA |
| MBCP | MCP, AM, co-AM, SZK, BPP ${ }^{\text {SCP }}$ | hopefully QCMA |

Table 5.1.: Component problems have a home in the complexity zoo.

### 5.2. Definitions

All the problems we consider are questions about a large set $S$. For consistency in defining the size of the problems, we take $n$ to be the number of bits used to represent an element of $S$. The set $S$ is partitioned into components, and access to the components is given through a family of invertible maps that takes each element of every component of $S$ to a new element of the same component. The set of maps constitutes a component mixer if a uniform random choice of which map in the set to evaluate produces a uniformly random output.

Definition 3. A family of one-to-one maps $\left\{M_{i}\right\}$ is a component mixer on a partition $\left\{S_{1}, \ldots, S_{c}\right\}$ of a set $S$ if:

- The set $S$ is a subset of $n$-bit strings.
- The family is indexed by a label $i$ from a set $\operatorname{Ind}_{M}$, and each $i$ can be encoded in $O($ poly $(n))$ bits.
- The functions $\left\{M_{i}\right\}$ do not mix between components. That is, for all $i$ and $a$, if $x \in S_{a}$ then $M_{i}(x) \in S_{a}$ as well.
- The functions $\left\{M_{i}\right\}$ instantly mix within each component. That is, for all $a$ and $x \in S_{a}$, if $i \in_{R} \operatorname{Ind}_{M}$, then the total variation distance between $M_{i}(x)$ and a uniform sample from $S_{a}$ is no more than $2^{-n-2}$.

The last condition is often easy to satisfy directly. For graph isomorphism, if $\operatorname{Ind}_{M}$ were the set of permutations, then $M_{i}$ would apply the permutation $i$ to a graph. For group membership, if $\operatorname{Ind}_{M}$ were a set of sequences of coin flips that could generate nearly uniform samples from the subgroup (e.g. the coin flips could encode straight-line programs as in [37]), then $M_{i}$ would multiply its argument by the element of the subgroup implied by the coin flips. In general, given a Markov chain over $S$ that does not mix between components but mixes rapidly over each component, each step of which consists of choosing uniform random sample from a set of invertible rules and applying that rule, then iterating that Markov chain to amplify its spectral gap will give a component mixer.

In graph isomorphism, generating a random graph, testing whether some encoding of a graph is valid, and generating a random permutation to apply to the
vertices are all easy. Similarly, in group membership, generating a random element of the whole group (as opposed to the subgroup) is easy, as is generating a random element of the subgroup. When we abstract these problems to component mixer problems, we want the corresponding operations to be easy as well. This leads to our definition of query access to a component mixer.
Definition 4. An algorithm has query access to a component mixer $\left\{M_{i}\right\}$ if the algorithm can do each of the following operations in one query with failure probability no more than $2^{-n}$.

- Test an $n$-bit string for membership in $S$.
- Generate an uniform random sample from $S$.
- Test a string for membership in $\operatorname{Ind}_{M}$.
- Generate an uniform random sample from $\operatorname{Ind}_{M}$.
- Given $s \in S$ and $i \in \operatorname{Ind}_{M}$, compute $M_{i}(s)$.
- Given $s \in S$ and $i \in \operatorname{Ind}_{M}$, compute $M_{i}^{-1}(s)$.

If we are considering quantum algorithms, we want to give the algorithm some quantum power. For example, in graph isomorphism, generating a uniform quantum superposition of all graphs is easy, as is generating a uniform quantum superposition of all members of the permutation group [33]. We give quantum component algorithms the equivalent powers.
Definition 5. An algorithm has quantum query access to a component mixer $\left\{M_{i}\right\}$ if the algorithm can do each of the following operations coherently in one query with failure probability no more than $2^{-n}$ :

- Test an $n$-bit string for membership in $S$.
- Generate the state $\sum_{s \in S}|s\rangle$ or measure the projector onto that state.
- Test a string for membership in $\operatorname{Ind}_{M}$.
- Generate the state $\sum_{i \in \operatorname{Ind}_{M}}|i\rangle$ or measure the projector onto that state.
- Compute the "controlled- $M$ " operator, abbreviated CM. CM takes three registers as input: the first is the number $-1,0$, or +1 , the second is a string $i$, and the third is an $n$-bit string $s$. On input $|\alpha, i, s\rangle, \mathrm{CM}|\alpha, i, s\rangle=$ $\left|\alpha, i, M_{i}^{\alpha}(s)\right\rangle$ if $i \in \operatorname{Ind}_{M}$ and $s \in S$; otherwise CM $|\alpha, i, s\rangle=|\alpha, i, s\rangle$.

As a technical detail, we assume that any algorithm given (quantum) query access to a component mixer $\left\{M_{i}\right\}$ knows both $n$ and the number of bits needed to encode an element of $\operatorname{Ind}_{M}$.

We can now state the definitions of our query problems.
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Definition 6. The same component problem is: given query access to a component mixer $\left\{M_{i}\right\}$ on a set $S$ and two elements $(s, t) \in S$, accept if $s$ and $t$ are in the same component of $S$.

Definition 7. The multiple components problem is: given query access to a component mixer $\left\{M_{i}\right\}$ on a partition $\left\{S_{1}, \ldots, S_{c}\right\}$, accept if $c>1$.

Definition 8. The multiple balanced components problem is: There is a partition $\left\{S_{1}, \ldots, S_{c}\right\}$ with the promise that either there is only one component or no component contains more than half the elements in $S$. Given query access to a component mixer $\left\{M_{i}\right\}$ on that partition and the string $0^{n}$, accept if $c>1$.

On a quantum computer, we can also try to generate the uniform superposition over a component.

Definition 9. The component superposition problem is: given quantum query access to a component mixer $\left\{M_{i}\right\}$ on a set $S$ and an element $s \in S$, output the state

$$
\left|S_{j}\right\rangle=\frac{1}{\sqrt{\left|S_{j}\right|}} \sum_{u \in S_{j}}|u\rangle
$$

where $S_{j}$ is the (unknown) component containing $s$.
The decision problems can also be viewed as complexity classes. We define the class SCP to be the set of languages that are polynomial-time reducible to the same component problem with bounded error. Similarly, we define MCP by reference to multiple components and MBCP by reference to multiple balanced COMPONENTS.

### 5.3. BASIC PROPERTIES OF COMPONENT MIXERS

Lemma. (Component mixers are fully connected) If $s$ and $t$ are in the same component, then there exists $i$ such that $t=M_{i}(s)$.

Proof. Assume the contrary. Suppose $s$ and $t$ are in the same component $S_{j}$ and let $A=\left\{M_{i}(s): i \in \operatorname{Ind}_{M}\right\}$. By assumption, $t \notin A$. This means that the variation distance between $M_{i}(s)$ (for $i \in_{R} \operatorname{Ind}_{M}$ ) and a uniform sample on $S_{j}$ is

$$
\begin{aligned}
& \frac{1}{2} \sum_{u \in S_{j}}\left|\operatorname{Pr}\left[M_{i}(s)=u\right]-\frac{1}{\left|S_{j}\right|}\right| \\
\geq & \frac{1}{2}\left|\operatorname{Pr}\left[M_{i}(s)=t\right]-\frac{1}{\left|S_{j}\right|}\right| \\
= & \frac{1}{2\left|S_{j}\right|} \\
\geq & 2^{-n-1}>2^{-n-2},
\end{aligned}
$$

which contradicts the fact that $M$ is a component mixer.

A uniform quantum superposition over all the elements in one component is a potentially useful state. It is not obvious whether a quantum computer can produce or verify such a state with a small number of queries to a component mixer, but it is possible to verify that a state is in the span of such superpositions.

Lemma. (Quantum computers can project onto component superpositions) A quantum computer can, with a constant number of queries to a component mixer, measure the projector

$$
P=\sum_{k}\left(\left|S_{k}\right|^{-1 / 2} \sum_{x \in S_{k}}|x\rangle\right)\left(\left|S_{k}\right|^{-1 / 2} \sum_{x \in S_{k}}\langle x|\right)=\sum_{k}\left(\frac{1}{\left|S_{k}\right|} \sum_{x, y \in S_{k}}|x\rangle\langle y|\right)
$$

with negligible error as a function of n.
Proof. Starting with a state $|\psi\rangle$, we give an algorithm to measure $P$ on $|\psi\rangle$. The algorithm uses three registers: $|\psi\rangle$ starts in register $A$; registers $B$ and $C$ are ancillas. $B$ 's computational basis is $\operatorname{Ind}_{M}$ and $C$ holds a single bit. To simplify the notation, we write the uniform superposition in register $B$ as $\left|e_{0}\right\rangle=\left|\operatorname{Ind}_{M}\right|^{-1 / 2} \sum_{i}|i\rangle_{M}$. The algorithm is:

1. Initialize register $B$ to $\left|e_{0}\right\rangle_{B}$ and register $C$ to $|0\rangle$. This gives the state

$$
\left|\varphi_{1}\right\rangle=|\psi\rangle_{A}\left|e_{0}\right\rangle_{B}|0\rangle_{C} .
$$

2. Apply controlled- $M$ with the control set to 1 . This is equivalent to applying $M$ unconditionally. Let $\tilde{M}_{j}$ be the quantum operator corresponding to the action of $M_{j}$ on register $A$. That is, $\left\langle s^{\prime}\right| \tilde{M}_{j}|s\rangle=\left\langle s^{\prime} \mid M_{j}(s)\right\rangle$. With this notation, the action of this step on registers $A$ and $B$ is $U=\left(\sum_{j} \tilde{M}_{j} \otimes|j\rangle\langle j|\right)$. The resulting state is

$$
\begin{aligned}
\left|\varphi_{2}\right\rangle & =U|\psi\rangle_{A}\left|e_{0}\right\rangle_{B}|0\rangle_{C} \\
& =\left|e_{0}\right\rangle_{B B}\left\langle e_{0}\right| U|\psi\rangle_{A}\left|e_{0}\right\rangle_{B}|0\rangle_{C}+\left(\mathbb{I}-\left|e_{0}\right\rangle_{B B}\left\langle e_{0}\right|\right) U|\psi\rangle_{A}\left|e_{0}\right\rangle_{B}|0\rangle_{C}
\end{aligned}
$$

3. Apply the unitary operator $\left|e_{0}\right\rangle_{B B}\left\langle e_{0}\right| \otimes X_{C}+\left(\mathbb{I}-\left|e_{0}\right\rangle_{B B}\left\langle e_{0}\right|\right) \otimes I_{C}$. This sets register $C$ to $|1\rangle$ is register $B$ is still in the state $\left|e_{0}\right\rangle$. The state is now

$$
\left|\varphi_{3}\right\rangle=\left|e_{0}\right\rangle_{B B}\left\langle e_{0}\right| U|\psi\rangle_{A}\left|e_{0}\right\rangle_{B}|1\rangle_{C}+\left(\mathbb{I}-\left|e_{0}\right\rangle_{B B}\left\langle e_{0}\right|\right) U|\psi\rangle_{A}\left|e_{0}\right\rangle_{B}|0\rangle_{C} .
$$

4. Uncompute step 2 by applying $U^{\dagger}$. This gives

$$
\begin{aligned}
\left|\varphi_{4}\right\rangle= & U^{\dagger}\left|e_{0}\right\rangle_{B B}\left\langle e_{0}\right| U|\psi\rangle_{A}\left|e_{0}\right\rangle_{B}|1\rangle_{C} \\
& +U^{\dagger}\left(\mathbb{I}-\left|e_{0}\right\rangle_{B B}\left\langle e_{0}\right|\right) U|\psi\rangle_{A}\left|e_{0}\right\rangle_{B}|0\rangle_{C} \\
= & \left(U^{\dagger}\left|e_{0}\right\rangle_{B B}\left\langle e_{0}\right| U\right)|\psi\rangle_{A}\left|e_{0}\right\rangle_{B}|1\rangle_{C} \\
& +\left(\mathbb{I}-U^{\dagger}\left|e_{0}\right\rangle_{B B}\left\langle e_{0}\right| U\right)|\psi\rangle_{A}\left|e_{0}\right\rangle_{B}|0\rangle_{C} .
\end{aligned}
$$

To simplify this result, observe that the matrix $\left|\operatorname{Ind}_{M}\right|^{-1} \sum_{j} \tilde{M}_{j}$ is the Markov matrix obtained by applying one of the $M_{i}$ uniformly at random to an element of $S$. From the definition of a component mixer, $\left|\operatorname{Ind}_{M}\right|^{-1} \sum_{j} \tilde{M}_{j} \approx$ $P$. Furthermore, $P|\psi\rangle$ has the form $\alpha \sum_{x \in S_{a}}|x\rangle$ for some $a$ and $\alpha$, and $M_{k}$ preserves the set $S_{a}$, so $\tilde{M}_{k} P|\psi\rangle=P|\psi\rangle$ for all $k$. Using these observations, we can simplify

$$
\begin{aligned}
& U^{\dagger}\left|e_{0}\right\rangle_{B B}\left\langle e_{0}\right| U|\psi\rangle_{A}\left|e_{0}\right\rangle_{B} \\
= & \left(\sum_{k} \tilde{M}_{k}^{\dagger} \otimes|k\rangle_{B B}\langle k|\right)\left|e_{0}\right\rangle_{B B}\left\langle e_{0}\right|\left(\sum_{j} \tilde{M}_{j} \otimes|j\rangle\langle j|\right)|\psi\rangle_{A}\left|e_{0}\right\rangle_{B} \\
= & \left(\sum_{k} \tilde{M}_{k}^{\dagger} \otimes|k\rangle_{B B}\langle k|\right)\left|e_{0}\right\rangle_{B}\left|I_{M}\right|^{-1}\left(\sum_{j} \tilde{M}_{j}\right)|\psi\rangle_{A} \\
\approx & \left(\sum_{k} \tilde{M}_{k}^{\dagger} \otimes|k\rangle_{B B}\langle k|\right) P|\psi\rangle_{A}\left|e_{0}\right\rangle_{B} \\
= & P\left(\sum_{k}|k\rangle_{B B}\langle k|\right)|\psi\rangle_{A}\left|e_{0}\right\rangle_{B} \\
= & P|\psi\rangle_{A}\left|e_{0}\right\rangle_{B} .
\end{aligned}
$$

Plugging this in, we have

$$
\left|\varphi_{4}\right\rangle \approx P|\psi\rangle_{A}\left|e_{0}\right\rangle_{B}|1\rangle_{C}+(\mathbb{I}-P)|\psi\rangle_{A}\left|e_{0}\right\rangle_{B}|0\rangle_{C}
$$

with negligible error.
At this point, register $B$ is unentangled with the rest of the system, register $C$ contains the outcome of the measurement, and register $A$ contains the correct final state.

On a quantum computer, SAME COMPONENT reduces to COMPONENT SUPERPOSItion: given two initial elements, a swap test can decide with bounded error whether their respective component superpositions are the same state or non-overlapping states.

### 5.4. Placing component mixer problems in the complexity zoo

### 5.4.1. Inclusions

Several of the complexity class relationships in Table 5.1 are straightforward. Multiple components is a relaxation of multiple balanced components, so MBCP $\subseteq$ MCP. The "component mixers are fully connected" lemma implies a
simple NP algorithm for SAME COMPONENT, so SCP $\subseteq$ NP. Multiple components can be restated as "do there exist two objects that are not in the same component?", so $\mathrm{MCP} \subseteq \mathrm{NP}^{\mathrm{co}-\mathrm{SCP}}$ and hence $\mathrm{MCP} \subseteq \mathrm{NP}^{\text {co-NP }}$.
In the appendix, we give two Arthur-Merlin protocols for multiple balanced COMPONENTS:

- A protocol to prove a "yes" answer. In this protocol, Merlin solves the same COMPONENT problem on input given by Arthur (appendix 5.7.1).
- A protocol to prove a "no" answer (appendix 5•7.2).

The existence of these protocols implies that $\mathrm{MBCP} \subseteq \mathrm{AM}, \mathrm{BPP}{ }^{S C P}$, and co-AM. We also give a QMA protocol for multiple components (see appendix 5.7.3).

Same component is reducible to statistical difference: to test whether $s$ and $t$ are in the same component, choose $i, j \in_{R} \operatorname{Ind}_{M}$ and test whether $M_{i}(s)$ and $M_{j}(t)$ have the same distribution. Statistical difference is complete for SZK, so SCP $\subseteq$ SZK [38].

Multiple balanced components is also reducible to statistical difference: choose $a, b \in_{R} S$ and $i, j \in_{R} \operatorname{Ind}_{M}$. If there are multiple balanced components, then the predicate that the first two and last two elements of ( $a, M_{i}(a), b, M_{j}(b)$ ) are in the same component holds w.p. 1, whereas the same predicate holds on four independent uniform samples from $S \mathrm{w} . \mathrm{p}$. at most $1 / 4$. This means that the variation distance between $\left(a, M_{i}(a), b, M_{j}(b)\right)$ and four independent samples is at least $3 / 4$. If, on the other hand, there is only one component, then $\left(a, M_{i}(a), b, M_{j}(b)\right)$ is negligibly different four independent samples from $S$. Therefore, multiple balanced components reduces to statistical difference on the distribution of $\left(a, M_{i}(a), b, M_{j}(b)\right)$ versus four independent uniform samples from $S$. Hence MBCP $\subseteq$ SZK.

### 5.4.2. Separations

SCP contains group membership (relative to any oracle) and group membership is not in co-MA for black-box groups [35], so SCP $\nsubseteq$ co-MA relative to an oracle.
The quantum query complexity of multiple components is exponential by reduction from the Grover problem (see appendix 5.8). This implies the existence of an oracle separating MCP and BQP.

### 5.4.3. Conjectured separations

We conjecture that there is no QCMA or co-QCMA proof for multiple components or even multiple balanced components This would imply the existence of an oracle separating MBCP from QMA and hence QCMA from QMA.
We further conjecture that multiple balanced components has superpolynomial randomized and quantum query complexity. This conjecture would imply that MBCP is separated from BPP and BQP by an oracle.
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### 5.5. A hardness result for counterfeiting Quantum money

We are now ready to prove a hardness result for counterfeiting quantum money. Recall that the quantum money state is defined [3, 2] as

$$
\left|\$_{\ell}\right\rangle=\sum_{x \in S_{\ell}}|x\rangle
$$

where $S_{\ell}$ is a component of a partition of a big set $S$ and an adversary is given access to a component mixer for that partition. Unlike the other component mixer problems we have discussed, an adversary also has access to a labeling function $L$ that maps each element of $S$ to a label that identifies which component contains that element.

We show that, if an attacker is given one copy of $\left|\$_{\ell}\right\rangle$ and measures it in the computational basis, then, under reasonable assumptions, the attacker cannot recreate the state. That is, given some $s \in S_{\ell}$ (i.e. the measurement outcome), it is hard to produce $\left|\$_{\ell}\right\rangle$. We call this type of attack simple counterfeiting. Our assumption is that the quantum query complexity of same component is superpolynomial.

Definition 10. The simple counterfeiting problem is: given quantum query access to a component mixer $\left\{M_{i}\right\}$ on a set $S$, quantum query access to a function $L$ that maps each element of $S$ to a unique label identifying the component containing that element, and an element $s \in S$, output the state

$$
\left|S_{j}\right\rangle=\frac{1}{\sqrt{\left|S_{j}\right|}} \sum_{u \in S_{j}}|u\rangle
$$

where $S_{j}$ is the component containing $s$.
Simple counterfeiting is the same problem as component superposition except that the algorithm also has access to the labeling function. This makes the problem seem easier; for example, same component and multiple balanced components both become trivial with access to the labeling function. We show that the labeling function is unhelpful for the purpose of simple counterfeiting.

Theorem. If the quantum query complexity of COMPONENT SUPERPOSITION is superpolynomial, then the quantum query complexity of SIMPLE COUNTERFEITING is also superpolynomial.

Proof. The simple counterfeiting and component superposition problems are almost the same: they differ only in that simple counterfeiting is given access to a label that identifies components. Calculating such a label given only a component mixer is at least as hard as solving simple counterfeiting in the first place, so we won't be able to provide a valid label. The idea behind the proof is to show that a
correct labeling function is not very helpful for solving simple counterfeiting, and that, given a component mixer, we can efficiently provide a label that is indistinguishable from a valid label in polynomial time.

We assume for contradiction that we have a quantum query algorithm "alg" that solves simple counterfeiting in $n^{k}$ queries for sufficiently large $n$. Alg is given quantum query access to a component mixer and labeling function and it is promised that the labeling function is consistent with the component mixer. It takes as input an element $s \in S_{j}$ for some $j$. It makes $n^{k}$ quantum queries and produces a mixed state $\rho$ as output. The trace distance between $\rho$ and the desired output state $\frac{1}{\sqrt{\left|S_{j}\right|}} \sum_{u \in S_{j}}|u\rangle$ is a negligible function of $n$.

We give an algorithm that solves COMPONENT SUPERPOSITION with high probability using alg as a subroutine.

As input, we have quantum query access to a component mixer on $n$ bits and an $n$-bit string $s$. This means that the space of $n$ bit strings is partitioned into components $S_{1}, \ldots, S_{c}$ and a set of "garbage" strings $G=\{0,1\}^{n} \backslash\left(S_{1} \cup \cdots \cup S_{c}\right)$, where $c$ is the (unknown) number of components. We are not given access to a labeling function. WLOG, we assume that $s \in S_{1}$.

We define an instance of simple counterfeiting on $2 n$-bit strings that can be used to solve the original component superposition problem. To simplify the notation, we treat each $2 n$-bit string as a pair of binary numbers, each between o and $2^{n}-1$. In our instance of simple counterfeiting, the components are $\{0\} \times S_{1}, \ldots,\{0\} \times S_{c}$ and $\{0\} \times G$. Each other element (that is, everything that has something nonzero as its first $n$ bits) is its own component. We use the component mixer

$$
M_{i}^{(0)}(r, z)= \begin{cases}\left(0, M_{i}(z)\right) & \text { if } r=0 \\ (r, z) & \text { otherwise }\end{cases}
$$

and incorrect label

$$
L^{(0)}(r, z)= \begin{cases}(0,0) & \text { if } r=0 \\ (r, z) & \text { otherwise }\end{cases}
$$

The label $L^{(0)}$ violates the promise of simple counterfeiting (it assigns the same label to all the components in the original component mixer), so the simple counterfeiting algorithm run directly on $\left\{M_{i}^{(0)}\right\}$ and $L^{(0)}$ might fail. However, the only way to detect that $L^{(0)}$ is invalid is to query it on some input of the form $(0, t)$ for $t \in S_{2} \cup \cdots \cup S_{c}$. Those inputs are an exponentially small fraction of the domain of $L^{(0)}$ and we can hide them by randomly permuting $L^{(0)}$ and $M_{i}^{(0)}$, giving this algorithm:

1. Choose independent random permutations $\pi$ and $\sigma$ on $\mathbb{Z}_{2^{n}} \times \mathbb{Z}_{2^{n}}$. $\pi$ indicates where each $2 n$-bit string is hidden in the permuted problem and $\sigma$ scrambles
the labels. (These permutations will take an exponential number of bits to specify, but they can be implemented with no queries to $\left\{M_{i}\right\}$.)
a) Run alg on $\left\{\pi \circ M_{i}^{(0)} \circ \pi^{-1}\right\}$ and $\sigma \circ L^{(0)} \circ \pi^{-1}$ with the initial element $\pi(0, s)$.
b) Apply $\pi^{-1}$ coherently to the quantum state that alg produces.
c) Output the last $n$ qubits of the result.

Proof. If $\sigma \circ L^{(0)} \circ \pi$ were a valid label function for the component mixer

$$
\left\{\pi \circ M_{i}^{(0)} \circ \pi\right\}
$$

then this algorithm would succeed on each try w.p. negligibly different from 1. We will prove that the invalidity of the labeling function is well enough hidden that the algorithm works anyway.

To prove this, we assume the contrary: there is some $\left\{M_{i}\right\}$ for which this algorithm fails with non-negligible probability. This means that the actual output of our algorithm differs non-negligibly in trace distance from the desired output. Such a difference would be detectable if we knew what the correct output was; we will show that this is impossible by solving the Grover problem more quickly than is allowed by the BBBV theorem using alg as a subroutine.

We generalize the functions $M_{i}^{(0)}$ and $L^{(0)}$ to a larger family that encodes a Grover search problem. We can picture $\left\{M_{i}^{(0)}\right\}$ as an embedding of the original problem in the first row of a grid in which the first $n$ bits is the row index and the last $n$ bits is the column index (see Figure 5.1 - the unmarked squares are their own components). There are many other ways we could have embedded the original problem, though. (These other embeddings are well-defined, but they are difficult to calculate without access to a labeling function for the original problem.) In particular, we could have placed everything except $S_{1}$ on a different row. If we put the other components on the $j^{\text {th }}$ row, we get

$$
L^{(j)}(r, z)= \begin{cases}(0,0) & \text { if } r=0 \text { and } z \in S_{1} \\ (0,0) & \text { if } r=j \text { and } z \notin S_{1} \\ (r, z) & \text { otherwise }\end{cases}
$$

and

$$
M_{i}^{(j)}(r, z)= \begin{cases}\left(0, M_{i}(z)\right) & \text { if } r=0 \text { and } z \in S_{1} \\ \left(j, M_{i}(z)\right) & \text { if } r=j \text { and } z \notin S_{1} . \\ (r, z) & \text { otherwise }\end{cases}
$$

Alternatively, we could leave them out entirely, giving

$$
L^{\text {nowhere }}(r, z)= \begin{cases}(0,0) & \text { if } r=0 \text { and } z \in S_{1} \\ (r, z) & \text { otherwise }\end{cases}
$$

and

$$
M_{i}^{\text {nowhere }}(r, z)= \begin{cases}\left(0, M_{i}(z)\right) & \text { if } r=0 \text { and } z \in S_{1} \\ (r, z) & \text { otherwise }\end{cases}
$$

We can't efficiently implement queries to $L^{\text {nowhere }}, M^{\text {nowhere }}, L^{(j)}$ or $M_{i}^{(j)}$ for $j \neq 0$, but, if we could and if alg didn't notice that the label function was invalid, then the output on any of instances with starting element $(0, s)$ would be

$$
\sum_{z \in S_{1}}|0\rangle|z\rangle .
$$

The latter $n$ qubits this state is exactly what we want.
The function $L^{\text {nowhere }}$ is a valid labeling function, but all of the $L^{(j)}$ are invalid because they take the same value on the images of $S_{1}, \ldots, S_{c}$ even though they are in different components. Nonetheless, they look valid as long as no one ever queries them on the images of $S_{2}, \ldots, S_{c}$, which collectively represent less than a $2^{-n}$ fraction of all possible queries.

We formalize this notion by a reduction from the Grover problem. Suppose $g: \mathbb{Z}_{2^{n}} \rightarrow\{0,1\}$ is a function that outputs 1 at most one input. By the BBBV theorem [34], the query complexity of distinguishing a random point function $g$ from all zeros is $O\left(2^{n / 2}\right)$. Using our algorithm for simple counterfeiting as a subroutine, we will attempt to decide whether $g$ maps any value to 1 . We do this by allowing $g$ to select which embedding to use. This gives the "labeling" function

$$
L^{[g]}(r, z)= \begin{cases}(0,0) & \text { if } r=0 \text { and } z \in S_{1} \\ (0,0) & \text { if } g(r)=1 \text { and } z \notin S_{1} \\ (r, z) & \text { otherwise }\end{cases}
$$

and component mixer

$$
M_{i}^{[g]}((r, z))= \begin{cases}\left(0, M_{i}(z)\right) & \text { if } r=0 \text { and } z \in S_{1} \\ \left(j, M_{i}(z)\right) & \text { if } g(r)=1 \text { and } z \notin S_{1} \\ (r, z) & \text { otherwise }\end{cases}
$$

If $g(j)=1$ for some $j$, then $L^{[g]}=L^{(j)}$ and $M_{i}^{[g]}=M_{i}^{(j)}$; otherwise $L^{[g]}=$ $L^{\text {nowhere }}$ and $M^{[g]}=M^{\text {nowhere }}$. It is possible to evaluate either $L^{[g]}(r, z)$ or $M_{i}^{[g]}(r, z)$ with a very large number of queries to the original component mixer $\left\{M_{i}\right\}$ and one query to $g(r)$. (Evaluating the functions coherently requires a second query to $g(r)$ to uncompute garbage.)
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If we choose independent random permutations $\pi$ and $\sigma$ on $\mathbb{Z}_{2^{n}} \times \mathbb{Z}_{2^{n}}$ and run alg on

$$
\left\{\pi \circ M_{i}^{[g]} \circ \pi^{-1}\right\} \text { and } \sigma \circ L^{[g]} \circ \pi-1
$$

with initial state $\pi(0, s)$, the output of the algorithm is some mixed state that depends on $g$. Let $\rho_{0}$ be the density matrix of that mixed state if $g$ is all zeros and let $\rho_{\text {point }}$ be the density matrix if $g$ is a uniformly random point function.

Claim. $\left\|\rho_{0}-\rho_{\text {point }}\right\|_{\text {tr }}$ is a negligible function of $n$.
Proof. Assume the contrary: $\left\|\rho_{0}-\rho_{\text {point }}\right\|_{\text {tr }} \geq n^{-k}$ for some fixed $k$ and an infinite sequence of values of $n$. If we run alg on $L^{[g]}$ and $M_{i}^{[g]}$, we can then decide whether the output is $\rho_{0}$ or $\rho_{\text {point }}$ and therefore whether $g$ is all zeros or a point function by measuring the output. We will get the right answer w.p. at least $\frac{1}{2}+\frac{n^{-k}}{2}$. We can amplify $n^{2 k}$ times to get the right answer w.p. at least $2 / 3$ by a Chernoff bound. By assumption, alg makes $n^{r}$ queries to $L^{[g]}$ and $M_{i}^{[g]}$. That means that, in $n^{r+2 k}=o\left(n^{n / 2}\right)$ queries, we can determine whether $g(j)=1$ for any $j$; this is impossible by the BBBV theorem. Therefore $\left\|\rho_{0}-\rho_{\text {point }}\right\|_{\text {tr }}$ is a negligible function of $n$.

It follows that, if we apply $\pi^{-1}$ to $\rho_{0}$ and to $\rho_{\text {point }}$, the results differ negligibly in trace distance. The result of applying $\pi^{-1}$ to $\rho_{0}$ is the uniform superposition over $\{0\} \times S_{1}$ up to negligible error because if $g=0$ then alg's promise is satisfied and it produces the correct answer. Furthermore, if we set $g(0)=1$, then the output distribution is still $\rho_{0}$ because the distribution of component mixers and labels seen by alg is independent of which point function we choose. This means that $\pi^{-1}$ applied to the output of alg on $\left\{\pi \circ M_{i}^{(0)} \circ \pi^{-1}\right\}$ and $\sigma \circ L^{(0)} \circ \pi^{-1}$ with initial state $\pi(0, s)$ differs negligibly from the uniform superposition over $\{0\} \times S_{1}$ in trace distance.

This contradicts the assumption that there exists some input on which our algorithm fails, so our algorithm solves COMPONENT SUPERPOSITION with negligible error.

We can replace the assumption that COMPONENT SUPERPOSITION is hard with the assumption that SAME COMPONENT is hard because SAME COMPONENT reduces to COMPONENT SUPERPOSITION.

### 5.6. OpEN PROBLEMS

There are a number of open problems related to this work.
Ideally, we would prove the impossibility of more general forms of counterfeiting. If we could show that, given one copy of $\left|\$_{\ell}\right\rangle$ for some $\ell$, it is hard to produce a second copy of $\left|\$_{\ell}\right\rangle$, then we would know that (in a black-box model) quantum


Figure 5.1: There are $2^{n}+1$ ways to hide components that are hard to label.
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money could not be counterfeited. An even better result would be collision-freedom: that is hard for anyone to produce a state of the form $\left|\$_{\ell}\right\rangle \otimes\left|\$_{\ell}\right\rangle$ by any means, even for a random $\ell$ of an attacker's choice. (Collision-freedom implies that copying is impossible: if an attacker could copy a given quantum money state, then the output of the algorithm would be contain two copies of $\left|\$_{\ell}\right\rangle$ for the value of $\ell$ implied by the input.)

It should be possible to prove quantum lower bounds on the query complexity of same component and multiple balanced components. This would strengthen the hardness result for counterfeiting quantum money.

A classical oracle separating MCP and QCMA would also separate QMA and QCMA. We conjecture that an appropriate worst-case component mixer would work, but we have no proof.

A cryptographically secure component mixer could be a useful object, and a good cryptographically secure component mixer with an associated labeling function would give a better quantum money protocol than quantum money from knots. (Knot invariants have all kinds of unnecessary properties.) If we had that as well as a hardness result for generating quantum money collisions, then quantum money would be on a sound theoretical footing.

### 5.7. Query protocols for component problems

### 5.7.1. An AM query protocol for MULTIPLE BALANCED COMPONENTS

Suppose that Merlin wants to prove to Arthur that some component mixer has multiple balanced components. Arthur and Merlin run this protocol:

|  | Arthur | Merlin |
| :---: | :---: | :---: |
| 1. Choose $s_{1}, s_{2} \in_{R} S, i \in_{R}\{1,2\}$ and $j \in_{R} \operatorname{Ind}_{M}$. |  |  |
| 2. Compute $t=M_{j}\left(s_{i}\right)$. |  |  |
| 3. | Send $s_{1}, s_{2}, t$ to Merlin. |  |
| 4. |  | If $s_{1}$ and $s_{2}$ are in different components, compute $i^{\prime}=i$. Otherwise, choose $i^{\prime} \in_{R}\{1,2\}$. |
| 5. |  | Send $i^{\prime}$ to Arthur. |
| 6. Accept iff $i=i^{\prime}$. |  |  |
| If $\left\{M_{i}\right\}$ has multiple balanced components, then with probability at least $1 / 2$, |  |  |
| $s_{1}$ and $s_{2}$ are in different components. In this case, Merlin will always answer correctly. This means that Merlin is correct w.p. at least $3 / 4$. If, on the other hand, $M$ has only one component, then $t$ is a nearly uniform sample from $S$ (trace distance at most $2^{-n-2} \leq \frac{1}{8}$ ). This means that Merlin can guess $i$ correctly with probability at |  |  |

most $5 / 8$. With constant overhead, this protocol can be amplified to give soundness and completeness errors $1 / 3$.

Steps 1, 2, 3, 5, and 6 can be done in a constant number of queries to the component mixer oracle. Step 4 requires Merlin to solve the SAme component to decide whether $t$ is in the same component as $s_{1}, s_{2}$, or both. This means that if Arthur had the power of SCP (with oracle access to $\left\{M_{i}\right\}$ ), then he could run the protocol on his own.

### 5.7.2. A co-AM query protocol for multiple balanced Components

Suppose that Merlin wants to prove to Arthur that some component mixer has a single component (as opposed to multiple balanced components). Arthur and Merlin run this protocol:

## Arthur <br> Merlin

| 1. | Choose $s_{1}, s_{2} \in_{R} S$. |  |
| :--- | :--- | :--- |
| 2. | Send $s_{1}, s_{2}$ to Merlin. | Choose $i \in_{R} \operatorname{Ind}_{M}$ such that |
| 3. |  | $M_{i}\left(s_{1}\right)=s_{2}$. |
|  |  |  |
| 4. |  |  |
| 5. | Accept iff $M_{i}\left(s_{1}\right)=s_{2}$. |  |

If there is only one component, then $s_{1}$ and $s_{2}$ are in the same component and Merlin can find $i$ because component mixers are fully connected. If, on the other hand, there are multiple balanced components, then w.p. at least $1 / 2, s_{1}$ and $s_{2}$ are in different components and no such $i$ exists.

This means that this proof is complete and has soundness error at most $1 / 2$. A constant amount of amplification will reduce the soundness error below $1 / 3$.

### 5.7.3. A quantum witness for MULTIPLE COMPONENTS

Given a "yes" instance of multiple components problem, let $S_{1}$ and $S_{2}$ be two distinct components. Then a valid witness state is

$$
\left|\psi_{\mathrm{MC}}\right\rangle=\left(\sum_{s \in S_{1}}|s\rangle\right) \otimes\left(\sum_{s \in S_{2}}|s\rangle\right) .
$$

To verify the witness, Arthur first measures the projector of each register onto the space of uniform superpositions over components (see section 5.3). If either measurement outputs zero, Arthur rejects. Otherwise Arthur performs a swap test between the two registers and accepts iff the swap test says that the registers are different.
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On a valid witness, Arthur's projections succeed with probability close to 1 . The states in the two registers have disjoint support (both before and after the swap test), so the swap test indicates that the states are different w.p. $\frac{1}{2}$. Arthur therefore accepts a valid witness w.p. $1 / 2$.

If there is only one component then projecting onto the space of uniform superpositions over components is equivalent to projecting onto the uniform superposition over $S$. Therefore, on any witness, if Arthur's projections succeed then the post-measurement state is (up to negligible error) two copies of the uniform superposition over $S$. Those two copies are approximately the same state, so the swap test says that they are the same and Arthur rejects w.p. near 1. Standard techniques can amplify this protocol to give completeness and soundness errors less than $1 / 3$.

### 5.8. MULTIPLE COMPONENTS HAS EXPONENTIAL QUANTUM QUERY COMPLEXITY

We can embed an instance of the Grover problem into multiple components. Let $g$ be the instance of the Grover problem on $n$ bits (i.e. $g: \mathbb{Z}_{2^{n}} \rightarrow\{0,1\}$ is either all zeros or a point function). Let $\operatorname{Ind}_{M}=\mathbb{Z}_{2^{n}}$ and define the component mixer

$$
M_{i}(x)=\left\{\begin{array}{ll}
(x+i) \bmod 2^{n} & \text { if } g(x)=g(x+i)=0 \\
x & \text { otherwise }
\end{array} .\right.
$$

If $g$ is all zeros then there is a single component, but if $g(y)=1$ then $y$ is in its own component. The function $M_{i}$ can be evaluated with two queries to $g$, so the Grover decision problem on $g$ reduces to multiple components on $\left\{M_{i}\right\}$.

Hence, by the BBBV theorem [34], the quantum query complexity of multiple COMPONENTS is $\Omega\left(2^{n / 2}\right)$.

## 6. Quantum money from knots

In this chapter, we present quantum money based on knots (see Figure 6.1). Quantum money from knots is a variant of the component mixer quantum money discussed in the previous chapter. To a first approximation, the large set $S$ is the set of knot diagrams. This set is partitioned into equivalence classes of knots diagrams, and the labeling function $L$ is a knot invariant called the Alexander polynomial [39]. The component mixers are sequences of Reidemeister moves that convert knot diagrams into other equivalent diagrams. The purported security of our quantum money scheme is based on the assumption that given two different looking but equivalent knots, it is difficult to explicitly find a transformation that takes one to the other.

$$
\left|\begin{array}{l}
\dot{1} \mid \\
\vdots
\end{array}\right\rangle
$$

Figure 6.1: Quantum money from knots
This description is only a rough approximation. Knot diagrams are continuous objects that are tedious to work with on a computer, so we use a different representation called planar grid diagrams instead. For technical reasons, we use oriented links instead of knots. An oriented link is one or more knots, possible interlinked, where each knot has an associated orientation. The set of oriented links and the set of planar grid diagrams are infinite, so we cut off the set at some size. That size is our security parameter. That cutoff introduces nonuniform weights into our superposition and component mixer, so we need to tweak the verification algorithm using ideas from the Metropolis sampling algorithm [40]. Finally, the Alexander polynomial is not a consistent labeling function: many equivalence classes of oriented links will have the same Alexander polynomial. We conjecture that this flaw does not weaken the security of our scheme.

### 6.1. Knots, LInks, and grid diagrams

In this section we briefly review the standard concepts of knots and links and how they are represented using diagrams. The same knot (or link) can be represented
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as a diagram in many different ways; the Reidemeister moves are a set of local changes to a diagram that do not change the underlying knot or link. We will review how to compute the Alexander polynomial for a given oriented link diagram in polynomial time. The Alexander polynomial is a link invariant in the sense that if we compute its value on diagrams that represent the same oriented link we get the same polynomial. Finally, we review planar grid diagrams and grid moves, which implement Reidemeister moves on grid diagrams.

### 6.1.1. Knots and links

We can think of a knot as a loop of string in 3 dimensions, that is, a map from $S^{1}$ into $\mathbb{R}^{3}$. Since it is hard to draw knots in 3 dimensions, usually a knot is represented by a projection of the 3 dimensional object into 2 dimensions where, at each crossing, it is indicated which strand passes above and which below. This is called a knot diagram. In this paper we will be interested in links, which correspond to one or more loops of string (called the components of the link). An oriented link is a link that has a direction associated with each component. An example of an oriented link diagram is shown in figure 6.2.


Figure 6.2: An oriented link diagram.

Two links (or knots) are equivalent if one can be smoothly morphed into the other without cutting the string. If unoriented links $K_{1}$ and $K_{2}$ are equivalent and they are represented by diagrams $D_{1}$ and $D_{2}$ respectively, then diagram $D_{1}$ can be transformed into $D_{2}$ (and vice versa) using the Reidemeister moves pictured in figure 6.3. (For oriented links the Reidemeister moves can be drawn with the same pictures as in figure 6.3 but with orientations along the edges that are consistent before and after applying the move). Looking at these moves, one sees that if two diagrams can be brought into the same form by using the moves then the diagrams represent equivalent links. The converse of this statement is a theorem.


Figure 6.3: The three Reidemeister moves for unoriented link diagrams.

### 6.1.2. The Alexander polynomial of an oriented link

The Alexander polynomial is a polynomial $\Delta(x)$ that can be computed from a given oriented link diagram and is invariant under the Reidemeister moves. In this section, following Alexander [39], we describe how to compute this polynomial. It will be clear from our discussion that the computation of $\Delta(x)$ can be done in polynomial time in the number of crossings of the diagram.

Suppose we are given a diagram of an oriented link $L$. If the diagram is disconnected, apply the first Reidemeister move in Figure 6.3 to connect the diagram. Let us write $a$ for the number of crosses in the diagram. The curve of the diagram then divides the two dimensional plane into $a+2$ regions including one infinite region (this follows from Euler's formula). The following recipe can be used to calculate $\Delta(x)$ :

1. For each region $i \in\{1, \ldots, a+2\}$, associate a variable $r_{i}$.
2. For each of the $a$ crossings, write down an equation

$$
x r_{j}-x r_{k}+r_{l}-r_{m}=0,
$$

where $\left\{r_{j}, r_{k}, r_{l}, r_{m}\right\}$ are the variables associated with the regions adjacent to the crossing, in the order pictured in figure 6.4.
3. Write the set of equations as a matrix equation

$$
\mathcal{M}\left(\begin{array}{c}
r_{1} \\
r_{2} \\
\vdots \\
r_{m+2}
\end{array}\right)=0
$$
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This defines the matrix $\mathcal{M}$ which has $a$ rows and $a+2$ columns. The entries of $\mathcal{M}$ are elements of the set

$$
\{ \pm 1, \pm x, 1+x, 1-x,-1+x,-1-x\} .
$$

4. Delete two columns of $\mathcal{M}$ which correspond to adjacent regions in the link diagram. This gives an $a \times a$ matrix $\mathcal{M}_{0}$.
5. Take the determinant of $\mathcal{M}_{0}$. This is a polynomial in $x$. Divide this polynomial by the factor $\pm x^{q}$ chosen to make the lowest degree term a positive constant. The resulting polynomial is the Alexander polynomial $\Delta(x)$ for the given link.

When we use the Alexander polynomial in this paper, we are referring to the list of coefficients, not the value of the polynomial evaluated at some $x$.


Figure 6.4: An equation $x r_{j}-x r_{k}+r_{l}-r_{m}=0$ is associated with each crossing, where the adjacent regions $\left\{r_{j}, r_{k}, r_{l}, r_{m}\right\}$ are labeled as shown. Note that the labeling of the adjacent regions depends on which line crosses on top.

### 6.1.3. Grid diagrams

It is convenient to represent knots as planar grid diagrams. A planar grid diagram is a $d \times d$ grid on which we draw $d$ X's and $d$ O's. There must be exactly one X and one O in each row and in each column, and there may never be an X and an O in the same cell. We draw a horizontal line in each row between the O and the X in that row and a vertical line in each column between the X and the O in that column. Where horizontal lines and vertical lines intersect, the vertical line always crosses above the horizontal line.

Knots (or links) in a grid diagram carry an implicit orientation: each vertical edge goes from an X to an O , and each horizontal edge goes from an O to an X . Figure 6.5 shows an example of a $d=4$ planar grid diagram.

A planar grid diagram $G$ can be specified by two disjoint permutations $\pi_{X}$, $\pi_{O} \in S_{d}$, in which case the X's have coordinates $\left\{\left(i, \pi_{X}(i)\right)\right\}$ and the O's have coordinates $\left\{\left(i, \pi_{O}(i)\right)\right\}$ for $i \in\{1, \ldots, d\}$. Two permutations are said to be disjoint if for all $i, \pi_{X}(i) \neq \pi_{O}(i)$. Any two disjoint permutations $\pi_{X}, \pi_{O} \in S_{d}$ thus define a planar grid diagram $G=\left(\pi_{X}, \pi_{O}\right)$. Every link can be represented by many different grid diagrams.

We can define three types of grid moves. The grid moves are transformations on planar grid diagrams that, like the Reidemeister moves for link diagrams, are sufficient to generate all planar grid diagrams of the same oriented link.

- The first type of move is a cyclic permutation of either the rows or the columns. Figure 6.6 shows an example of this type of move on columns. We can think of these moves as grabbing both markers in the rightmost column, pulling them behind the page, and putting them back down on the left. These moves are always legal. There are equivalent moves on rows.
- The second type of move is transposition of two adjacent rows or columns. This can be done only when no strand would be broken. In Figure 6.7 we show examples of when this move is allowed. The legality of this move depends only on the position of the markers in the rows or columns being transposed. ${ }^{1}$
- The third type of move adds one row and one column (this is called stabilization) or deletes one row and one column (this is called destabilization), as shown in Figure 6.8. Destabilization selects three markers forming an "L" shape with sides of length 1 and collapses them into one. That is, it deletes one row and one column such that all three markers are removed. The inverse move selects any marker, adds a row and a column adjacent to that marker, and replaces that marker with three new markers. Any X or O can always be legally stabilized and any three markers forming an "L" shape with sides of length 1 can be destabilized unless they form a box (i.e. a $2 \times 2$ square with a marker in all four positions).

In the remainder of this paper we will represent links exclusively with planar grid diagrams.
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Figure 6.5: A planar grid diagram encodes an oriented link by connecting X and O marks.


Figure 6.6: Columns can be cyclically permuted. This move is always legal.


Figure 6.7: Adjacent columns can be transposed. The legality of these moves depends only on the positions of markers in the columns being transposed. The positions of markers in other columns are irrelevant. The middle move is not allowed.
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Figure 6.8: Stabilization (right to left) and destabilization (left to right) changes the dimension of the grid. This move is legal when rotated as well as when the markers are switched between X and O . The position of other markers does not matter.

### 6.2. QUANTUM MONEY

In this section we describe our quantum money scheme in full detail. In section 6.2.1 we describe how the mint can make quantum money efficiently. In section 6.2.2 we describe the verification procedure, which can be used by anyone (that is, anyone who owns a quantum computer) to ensure that a given quantum bill is legitimate. In section 6.2.3 we discuss the security of the verification procedure. In section 6.2.4 we contrast our quantum money scheme based on knots with a similar but insecure scheme based on graphs.
6.2.1. Minting quantum money

The basis vectors of our Hilbert space are grid diagrams $|G\rangle=\left|\pi_{X}, \pi_{O}\right\rangle$, where each grid diagram $G$ is encoded by the disjoint permutations $\pi_{X}, \pi_{O}$. The di-
mension $d(G)$ is the number of elements in the permutations. ${ }^{2}$ The number of disjoint pairs of permutations on $d$ elements is equal to $d$ ! times the number of permutations that have no fixed points. The latter quantity is called the number of derangements on $d$ elements, and it is given by $\left[\frac{d!}{e}\right]$ where the brackets indicate the nearest integer function.
To generate quantum money, the mint first chooses a security parameter $\bar{D}$ and defines an unnormalized distribution

$$
y(d)= \begin{cases}\frac{1}{d!\left[\frac{d!}{e}\right]} \exp \frac{-(d-\bar{D})^{2}}{2 \bar{D}} & \text { if } 2 \leq d \leq 2 \bar{D} \\ 0 & \text { otherwise } .\end{cases}
$$

Define an integer valued function

$$
q(d)=\left\lceil\frac{y(d)}{y_{\min }}\right\rceil,
$$

where $\lceil\cdot\rceil$ means round up and where $y_{\text {min }}$ is the minimum value of $y(d)$ for $d \in 2, \ldots, 2 \bar{D}$ (we need an integer valued distribution in what follows). The mint then uses the algorithm in [33] to prepare the state (up to normalization)

$$
\sum_{d=2}^{2 \bar{D}} d!\sqrt{q(d)}|d\rangle
$$

Using a straightforward unitary transformation acting on this state and an additional register, the mint produces

$$
\sum_{d=2}^{2 \bar{D}} d!\sqrt{q(d)}|d\rangle\left(\frac{1}{d!} \sum_{\pi_{X}, \pi_{O} \in S_{d}}\left|\pi_{X}, \pi_{O}\right\rangle\right)
$$

and then measures whether or not the two permutations $\pi_{X}$ and $\pi_{O}$ are disjoint. (They are disjoint with probability very close to $1 / e$.) If the mint obtains the measurement outcome "disjoint", it uncomputes the dimension $d$ in the first register to obtain the state $\mid$ initial $\rangle$ on the last two registers, where

$$
\begin{equation*}
\mid \text { initial }\rangle=\frac{1}{\sqrt{N}} \sum_{\text {grid diagrams } G} \sqrt{q(d(G))}|G\rangle \tag{6.1}
\end{equation*}
$$

and $N$ is a normalizing constant. If the measurement says "not distinct", the mint starts over.

[^4]
## 6. Quantum money from knots

The distribution $q(d)$ is chosen so that if one were to measure $d(G)$ on |initial $\rangle$, then the distribution of results would be extremely close to Gaussian with mean $\bar{D}$ restricted to integers in the interval $[2,2 \bar{D}]$. As $\bar{D}$ becomes large, the missing weight in the tails falls rapidly to zero.

From the state $\mid$ initial $\rangle$, the mint computes the Alexander polynomial $A(G)$ into another register and then measures this register, obtaining the polynomial $p$. The resulting state is $\left|\$_{p}\right\rangle$, the weighted superposition of all grid diagrams (up to size $2 \bar{D}$ ) with Alexander polynomial $p$ :

$$
\begin{equation*}
\left|\$_{p}\right\rangle=\frac{1}{\sqrt{N}} \sum_{G: A(G)=p} \sqrt{q(d(G))}|G\rangle \tag{6.2}
\end{equation*}
$$

where $N$ takes care of the normalization. The quantum money consists of the state $\left|\mathbb{\$}_{p}\right\rangle$, and the serial number is the polynomial $p$, represented by its list of coefficients. If the polynomial $p$ is zero, the mint should reject that state and start over. Splittable links have Alexander polynomial equal to zero, and we wish to avoid this case.

### 6.2.2. Verifying quantum money

Suppose you are a merchant. Someone hands you a quantum state $|\varphi\rangle$ and a serial number which corresponds to a polynomial $p$ and claims that this is good quantum money. To check that indeed this is the case, you would use the following algorithm:
o. Verify that $|\varphi\rangle$ is a superposition of basis vectors that validly encode grid diagrams. If this is the case then move on to step 1 , otherwise reject.

1. Measure the Alexander polynomial on the state $|\varphi\rangle$. If this is measured to be $p$ then continue on to step 2 . Otherwise, reject.
2. Measure the projector onto grid diagrams with dimensions in the range $\left[\frac{\bar{D}}{2}, \frac{3 \bar{D}}{2}\right]$. If you obtain +1 then continue on to step 3. Otherwise, reject. For valid money, you will obtain the outcome +1 with high probability and cause little damage to the state. (We discuss the rationale for this step in section 6.2.3.)
3. Apply the Markov chain verification algorithm described in section 6.2.2.2. If the state passes this step, accept the state. Otherwise, reject.

This procedure is analogous to the general technique for verifying collision-free quantum money based on component mixers. The Markov chain technique we use is somewhat more complicated to the method in the "quantum computers can project onto component superpositions" lemma in Section 5.3: it must account for the fact that we use a weighted superposition of basis states.

If the money passes steps o and 1 then $|\varphi\rangle$ is a superposition of grid diagrams with the correct Alexander polynomial $p$. Now passing steps 2 and 3 will (approximately) confirm that $|\varphi\rangle$ is the correct superposition of grid diagrams. This procedure will accept genuine quantum money states with high probability, but, as we discuss below, there will be other states that also pass verification. We believe that these states are hard to manufacture.
We now discuss the quantum verification scheme used in step 3. We begin by defining a classical Markov chain.

### 6.2.2.1. A classical Markov chain

The Markov chain is chosen to have uniform limiting distribution over pairs $(G, i)$ where $G$ is equivalent to (and reachable without exceeding grid dimension $2 \bar{D}$ from) the starting configuration, and where $i \in\{1, \ldots, q(d(G))\}$. Therefore, in the limiting distribution (starting from a grid diagram $\tilde{G}$ ) the probability of finding a grid diagram $G$ (which is equivalent to $\tilde{G}$ ) is proportional to $q(d(G))$. We use the extra label $i$ in our implementation of the verifier.

There are two types of update rules for the Markov chain. The first type is an update that changes $i$ while leaving $G$ unchanged (the new value of $i$ is chosen uniformly). The second type is an update that changes $G$ to a new diagram $G^{\prime}$ while leaving $i$ alone (this type of update is only allowed if $i \leq q\left(d\left(G^{\prime}\right)\right)$ ). For the moves that leave $i$ unchanged, our Markov chain selects a grid move at random and proposes to update the current grid diagram by applying that move. The move $G \rightarrow G^{\prime}$ is accepted if the value $i \leq q\left(d\left(G^{\prime}\right)\right)$.

Recall (from section 6.1.3) that there is a set of grid moves on planar grid diagrams that can be used to transition from one grid diagram to another. These moves only allow transitions between grid diagrams representing equivalent links, and some of these moves change the grid diagram's dimension. In general, any two grid diagrams representing equivalent links can be connected by a sequence of these moves (although finding this sequence is not easy). However, this sequence of moves may also pass through grid diagrams with dimension greater than $2 \bar{D}$. In this case, the two equivalent diagrams will not mix, due to the cutoff we defined.

In the appendix we define this Markov chain in detail. This Markov chain does not mix between nonequivalent grid diagrams. As such, it has many stationary distributions. In the next section, we use this Markov chain to produce a quantum verification procedure.

### 6.2.2.2. The quantum verifier

Let $B$ denote the Markov matrix. As shown in the appendix, $B$ is a doubly stochastic (the sum of the elements in each row and each column is 1 ) matrix that can be
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written as

$$
\begin{equation*}
B=\frac{1}{|\mathcal{S}|} \sum_{s \in \mathcal{S}} P_{s} \tag{6.3}
\end{equation*}
$$

where each $P_{s}$ is a permutation on the configuration space of pairs $(G, i)$ such that $i \leq q(d(G))$, and $\mathcal{S}$ is a set of moves that the Markov chain can make at each iteration. We can view the same matrices as quantum operators acting on states in a Hilbert space where basis vectors are of the form $|G\rangle|i\rangle$. For clarity we will refer to the quantum operators as $\hat{B}$ and $\hat{P}_{s}$.

Our quantum money states $\left|\$_{p}\right\rangle$ live in a Hilbert space where basis vectors are grid diagrams $|G\rangle$. To enable our verification procedure, we define a related state $\left|\mathbb{S}_{p}^{\prime}\right\rangle$ on two registers, where the second register holds integers $i \in\left\{0, \ldots, q_{\text {max }}\right\}$ (here $q_{\text {max }}$ is the maximum that $q(d)$ can reach). $\left|\$_{p}^{\prime}\right\rangle$ is unitarily related to $\left|\$ \$_{p}\right\rangle$, so verifying the former is equivalent to verifying the latter. Define a unitary $U$ that acts on basis vectors in the expanded Hilbert space as

$$
U(|G\rangle|0\rangle)=|G\rangle \frac{1}{\sqrt{q(d(G))}} \sum_{i=1}^{q(d(G))}|i\rangle .
$$

To obtain $\left|\$_{p}^{\prime}\right\rangle$, take the quantum money state $\left|\$_{p}\right\rangle$ and adjoin the ancilla register initialized in the state $|0\rangle$. Then apply $U$ to both registers to produce the state

$$
\begin{aligned}
\left|\$_{p}^{\prime}\right\rangle & =U\left(\left|\$_{p}\right\rangle|0\rangle\right) \\
& =\frac{1}{\sqrt{N}} \sum_{G: A(G)=p} \sum_{i=1}^{q(d(G))}|G\rangle|i\rangle .
\end{aligned}
$$

Note that whereas $\left|\$_{p}\right\rangle$ is a weighted superposition in the original Hilbert space (see equation 6.2), $\left|\mathbb{\$}_{p}^{\prime}\right\rangle$ is a uniform superposition in the expanded Hilbert space. However both $\left|\$_{p}\right\rangle$ and $\left|\$_{p}^{\prime}\right\rangle$ give rise to the same probability distribution over grid diagrams $G$.

The subroutine in step 3 of the verification procedure of Section 6.2.2 starts with the input state $|\varphi\rangle$ and applies the following algorithm. ${ }^{3}$

1. Take the input state $|\varphi\rangle$, append an ancilla register that can hold integers $i \in\left\{0, \ldots, q_{\text {max }}\right\}$, and prepare the state

$$
\left|\varphi^{\prime}\right\rangle=U(|\varphi\rangle|0\rangle)
$$

using the unitary $U$ defined above.

[^5]2. Append another ancilla register which holds integers $s \in\{1, \ldots|\mathcal{S}|\}$ and initialize it to the state $\sum_{s} \frac{1}{\sqrt{|\mathcal{S}|}}|s\rangle$. This produces the state
$$
\left|\varphi^{\prime}\right\rangle \sum_{s} \frac{1}{\sqrt{|\mathcal{S}|}}|s\rangle
$$
on three registers (one that holds grid diagrams $G$, one that holds integers $i \in\left\{0, \ldots, q_{\max }\right\}$ and one that holds integers $\left.s \in\{1, \ldots,|\mathcal{S}|\}\right)$.
3. Repeat $r=\operatorname{poly}(\bar{D})$ times:
a) Apply the unitary $V$, where
$$
V=\sum_{s} \hat{P}_{s} \otimes|s\rangle\langle s| .
$$

This operator applies the permutation $\hat{P}_{s}$ to the first two registers, conditioned on the value $s$ in the third register.
b) Measure the projector

$$
Q=I \otimes I \otimes\left(\sum_{s, s^{\prime}} \frac{1}{|\mathcal{S}|}|s\rangle\left\langle s^{\prime}\right|\right) .
$$

4. If you obtained the outcome 1 in each of the $r$ repetitions of step 3, then accept the money. In this case apply $U^{\dagger}$ and then remove the second and third registers. The final state of the first register is the output quantum money state. If you did not obtain the outcome 1 in each of the $r$ iterations in step 3, then reject the money.
For a quantum money state $\left|\$_{p}\right\rangle$ the associated state $\left|\$_{p}^{\prime}\right\rangle \sum_{s} \frac{1}{\sqrt{|\mathcal{S}|}}|s\rangle$ prepared in steps 1 and 2 is unchanged by applying the unitary $V$ in step 3a. Measuring the projector $Q$ in step 3b on this state gives +1 with certainty. So for good quantum money, all the measurement outcomes obtained in step 4 are +1 . We can see that good quantum money passes verification.

Now let us consider the result of applying the above procedure to a general state $|\varphi\rangle$. The first step of the algorithm is to prepare $\left|\varphi^{\prime}\right\rangle=U(|\varphi\rangle|0\rangle)$. If a single iteration of the loop in step 3 results in the outcome 1 , then the final state of the first two registers is

$$
\frac{\frac{1}{|\mathcal{S}|} \sum_{s} \hat{P}_{s}\left|\varphi^{\prime}\right\rangle}{\| \frac{1}{|\mathcal{S}|} \sum_{s, t} \hat{P}_{s}\left|\varphi^{\prime}\right\rangle \|}
$$

This occurs with probability

$$
\begin{equation*}
\| \frac{1}{|\mathcal{S}|} \sum_{s} \hat{P}_{s}\left|\varphi^{\prime}\right\rangle \|^{2} \tag{6.4}
\end{equation*}
$$
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The entire procedure repeats the loop $r$ times and the probability of obtaining all outcomes 1 is

$$
\|\left(\frac{1}{|\mathcal{S}|} \sum_{s} \hat{P}_{s}\right)^{r}\left|\varphi^{\prime}\right\rangle \|^{2}
$$

in which case the final state (on the first two registers) is

$$
\frac{\left(\frac{1}{|\mathcal{S}|} \sum_{s} \hat{P}_{s}\right)^{r}\left|\varphi^{\prime}\right\rangle}{\|\left(\frac{1}{|\mathcal{S}|} \sum_{s} \hat{P}_{s}\right)^{r}\left|\varphi^{\prime}\right\rangle \|}
$$

To get some intuition about what states might pass even the first iteration of this test with reasonable probability (6.4), note that the state $\frac{1}{|\mathcal{S}|} \sum_{s} \hat{P}_{s}\left|\varphi^{\prime}\right\rangle$ can only have norm close to 1 if most of its terms add coherently. In other words, most of the $\hat{P}_{s}\left|\varphi^{\prime}\right\rangle$ must be nearly the same (they are all exactly the same for good quantum money).

Since $\frac{1}{|\mathcal{S}|} \sum_{s} \hat{P}_{s}=\hat{B}$ is our Markov matrix, the set of states that pass all the rounds is directly related to the mixing properties of the Markov chain - these states correspond to eigenvectors of $\hat{B}$ with eigenvalues close to 1 .

### 6.2.3. Security of the money scheme

We have shown that the quantum money states $\left|\$_{p}\right\rangle$ can be efficiently generated and pass verification with high probability. In this section we discuss why we believe this quantum money is hard to forge. We consider four possible types of attack against our quantum money.

First, an attacker might measure a valid quantum money state $\left|\mathbb{W}_{p}\right\rangle$ to learn a grid diagram with Alexander polynomial $p$ and then generate a superposition containing that diagram that passes verification. One such state is the (correctly weighted) superposition over grid diagrams equivalent to the measured diagram. If an attacker could do this, the attacker's algorithm could be used to solve grid diagram equivalence, i. e. the problem of telling whether or not two grid diagrams represent the same link. This is believed to be a hard problem on average, even for quantum computers. In fact, even deciding whether or not a grid diagram represents the unknot is conjectured to be hard. By the theorem in Section 5.5, a generic oracle attack of this type is most likely impossible.

Second, there are likely to exist grid diagrams of dimension $2 \bar{D}$ (our maximum grid dimension) where no allowed grid move reduces the dimension (this follows from the fact that every link has a minimum dimension of grid diagrams that represent it). Because we disallow moves that increase the dimension above $2 \bar{D}$, the Markov chain starting from one of these grid diagrams with dimension $2 \bar{D}$ will only mix over a small set of diagrams with the same dimension. Uniform superpositions over these sets will pass step 3 of the verification procedure. Step 2 of the verification procedure is designed to reject such superpositions.

Third, if the Markov chain does not mix well, then there will be eigenstates of the matrix $\hat{B}$ with eigenvalues near +1 . For such eigenstates there may be counterfeit quantum money states that will pass verification with non-negligible probability. We do not know if these states exist, and even if they do we do not know how to make them. In fact even the simpler question, of finding two equivalent diagrams that require a super-polynomial number of grid moves to go from one to the other (or proving such diagrams do not exist) seems hard. ${ }^{4}$
Fourth, the attacker could use a valid money state $\left|\$_{p}\right\rangle$ and attempt to generate $\left|\$ \$_{p}\right\rangle \otimes\left|\$_{p}\right\rangle$ (or some entangled state on two registers where each register would pass verification). Such an attack worked to forge product state quantum money using quantum state restoration [5]. However, in that case the attack works because the product state money has an embedded classical secret that the attacker can learn to forge the state. In the present work, there is no obvious secret hidden in the money or in the verification algorithm that an attacker could use.

The list above comprises all the lines of attack we were able to think of.

### 6.2.4. Why not quantum money from graphs?

A similar but simpler quantum money scheme could be designed using graphs instead of knots. Such a scheme would be insecure because, in practice, it is easy to find the isomorphism relating most pairs of isomorphic graphs. The knot based quantum money is an analog of this scheme; we expect it to be secure because knot equivalence is believed to be difficult on average.
In the graph based quantum money scheme, the Hilbert space has basis vectors that encode adjacency matrices of graphs on $n$ vertices. The mint generates the state

$$
\sum_{\text {Adjacency matrices } A}|A\rangle|0\rangle \text {. }
$$

The mint then computes the eigenvalues of the adjacency matrix into the second register and measures the second register to obtain a particular spectrum $R=$ $\left\{\lambda_{1}, \ldots \lambda_{n}\right\}$. The resulting state is

$$
\left|\$_{R}\right\rangle|R\rangle=\sum_{A \text { with spectrum } R}|A\rangle|R\rangle .
$$

The quantum money is the state $\left|\$_{R}\right\rangle$ and the serial number encodes the spectrum $R$. The verification procedure is based on a classical Markov chain that, starting from a given adjacency matrix $A$, mixes to the uniform distribution over adjacency matrices $A^{\prime}$ that represent graphs isomorphic to $A$.
Given two adjacency matrices $A_{0}$ and $\sigma A_{0} \sigma^{-1}$ that are related by the permutation $\sigma \in S_{n}$, the forger can usually efficiently find the permutation $\sigma$ (we assume

[^6]
## 6. Quantum money from knots

for simplicity that $A_{0}$ has no automorphisms so this permutation is unique). We now show how this allows a counterfeiter to forge the graph based quantum money. The forger first measures the state $\left|\$_{R}\right\rangle$ in the computational basis, obtaining a particular adjacency matrix $A$ with the spectrum $R$. Starting from this state, the forger adjoins two additional registers (one that holds permutations and one that holds adjacency matrices) and, applying a unitary transformation, the forger can produce the state

$$
\sum_{\pi \in S_{n}}|A\rangle|\pi\rangle\left|\pi A \pi^{-1}\right\rangle
$$

Now the forger can use the procedure that solves graph isomorphism to uncompute the permutation held in the second register, producing the state

$$
|A\rangle|0\rangle \sum_{\pi \in S_{n}}\left|\pi A \pi^{-1}\right\rangle .
$$

The state of the third register will pass verification. The forger can repeat this procedure using the same adjacency matrix $A$ to produce many copies of this state, all of which will appear to be valid quantum money.

Quantum money from knots appears invulnerable to this attack. Given two grid diagrams $G_{1}$ and $G_{2}$ that represent the same link, we believe it is hard (on average) to find a sequence of grid moves which transform $G_{1}$ into $G_{2}$. Even given an oracle for the decision problem of determining whether two links are equivalent, we do not know how to find a sequence of Reidemeister moves relating the links. We hope this discussion has motivated some of the choices we have made for our knot based quantum money.

### 6.3. Details of the Markov chain on planar grid diagrams

The Markov chain in section 6.2.2.1 acts on the configuration space of pairs ( $G, i$ ) where $1 \leq i \leq q(d(G))$. Here we describe an algorithm to implement this Markov chain. For each update of the state of the Markov chain, we first choose several uniformly random parameters:

$$
\begin{aligned}
j: & \text { an integer from } 1 \text { to } 8 \\
w: & \text { an integer from o to } q_{\text {max }}^{2} \\
x, y: & \text { integers from o to } 2 \bar{D}-1 \\
k: & \text { an integer from o to } 3
\end{aligned}
$$

where $q_{\max }$ is the maximum value attained by the function $q(d)$ for $d \in\{2, \ldots$, $2 \bar{D}\}$. We then update the configuration $(G, i)$ in a manner that depends on the values of these variables, where $j$ picks the type of update being performed, and the other variables are used as parameters:

- If $j=1$, set

$$
i \leftarrow(i+w) \bmod q(d(G))
$$

Leave $G$ unchanged. This is the only move which changes $i$, and it is used to mix between different labels.

- If $j=2$, cyclically permute the columns of $G$ by moving each column to the right by one. Leave $i$ unchanged.
- If $j=3$, cyclically permute columns of $G$ by moving each column to the left by one. Leave $i$ unchanged.
- If $j=4$, cyclically permute the rows of $G$ by moving each row up by one. Leave $i$ unchanged.
- If $j=5$, cyclically permute the rows of $G$ by moving each row down by one. Leave $i$ unchanged.
- If $j=6$ and $x+1<d(G)$, then check whether transposing columns $x$ and $x+1$ is a legal move (as defined in section 6.1.3). If so, transpose them; otherwise, do nothing. Leave $i$ unchanged.
- If $j=7$ and $y+1<d(G)$, then check whether transposing rows $y$ and $y+1$ is a legal move (as defined in section 6.1.3). If so, transpose them; otherwise, do nothing. Leave $i$ unchanged.
- If $j=8, k=0, x, y<d(G)$, and there is a marker ( X or O ) at position $(x, y)$, then consider stabilizing by adding markers forming an L to the upper right of position $(x, y)$. In this case, construct $G^{\prime}$ from $G$ by adding a new column to the right of $x$ and a new row above $y$, deleting the original marker, adding markers of the same type at $(x+1, y)$ and $(x, y+1)$, and adding a marker of the opposite type at $(x+1, y+1)$. Then if $i \leq q\left(d\left(G^{\prime}\right)\right)$, set $(G, i) \leftarrow\left(G^{\prime}, i\right)$. If not, leave the configuration unchanged.
- If $j=8, k=0, x, y<d(G)-1$, there is no marker at $(x, y)$, and there are markers at positions $(x+1, y+1),(x+1, y),(x, y+1)$, then consider destabilizing by removing markers forming an $L$ to the upper right of position $(x, y)$. In this case, construct $G^{\prime}$ from $G$ by removing column $x+1$ and row $y+1$ (thus removing those three markers) and adding a new marker of the appropriate type at $(x, y)$ (measured after deleting the row and column). If $i \leq q\left(d\left(G^{\prime}\right)\right)$, set $(G, i) \leftarrow\left(G^{\prime}, i\right)$. If not, leave the configuration unchanged.
- If $j=8$, and $k \in 1,2,3$, rotate the grid diagram by $90 k$ degrees counterclockwise and then apply the update rule corresponding to $j=8, k=0$ with the same $(x, y)$. After applying the update, rotate the diagram back by the same amount.
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The parameter $j$ determines the type of move. The first move $(j=1)$ is used to permute between different labels of the same graph; it is the only move that changes the labels. Moves $2-5$ are cyclic permutations of rows and columns, while moves 6 and 7 are transpositions. Finally, $j=8$ stabilizes or destabilizes an L in a direction ( $\neg\lrcorner\llcorner$ or $\ulcorner$ ) depending on $k$ ( $\mathrm{o}, 1,2$, or 3 respectively). In all the moves $x$ is treated as column index (which describes where to apply the move), and $y$ is treated as a row index.

For fixed ( $j, w, x, y, k$ ), the update of the state is an easily computable, invertible function (in other words it is a permutation of the configuration space). This is easy to see for any of the moves with $j \in\{1, \ldots, 7\}$. One can check that each move with $j=8$ is its own inverse. This justifies our assertion that the Markov matrix $B$ can be written in the form of equation 6.3.

In the notation of Section 6.2.2, $s=(j, w, x, y, k)$ and

$$
\begin{aligned}
\mathcal{S}= & \{1, \ldots, 8\} \times\left\{0, \ldots, q_{\max }^{2}\right\} \times \\
& \{0, \ldots, 2 \bar{D}-1\} \times\{0, \ldots, 2 \bar{D}-1\} \times\{0,1,2,3\} .
\end{aligned}
$$

## 7. Sealed states and quantum blackmail

Imagine that you want to blackmail someone with incriminating documents. You are worried that your victim might kill you instead of paying up; for insurance, you give a copy of your incriminating documents to your attorney to be unsealed and published in the event of your untimely death. You meet with your victim and extort some quantum money.
Of course, your reputation as an honest blackmailer would be destroyed if the incriminating documents got out even though your victim paid up. To be safe, you ask your attorney for the documents back.

Is there any way your attorney can prove that he or she did not open and copy the documents before returning them?
With only classical techniques, the best you can do is to physically seal the documents before giving them to your attorney and check that the seal is intact when you get the documents back. If your attorney is good at covertly opening envelopes or if you want to send the documents to your attorney over the internet instead of in person, this is not good enough. Encrypting the documents would not help because your attorney needs to be able to read them if you die.

By the no-cloning theorem, it is conceivable that you could encode the documents into a sealed state and give a subsystem of that state to your attorney. He or she cannot directly copy the state, so perhaps any attempt to read the state would be detectable.

A quantum blackmail protocol has two players: Belinda the blackmailer and Charlie the co-conspiring attorney. Belinda has some secret message and, from that message, produces a state on two registers, $B$ and $C$. She gives register $C$ to Charlie. Charlie can do one of three things:

- He can unseal the state to learn the message.
- He can give the state in register $C$ back to Belinda and tell her that he did not unseal the message.
- He can cheat: he performs a local operation on the state in register $C$, gives that state to Belinda, and tells her that he did not unseal the state.

If Charlie unseals the state, then the protocol is done. If he tells Belinda that he did not unseal the message, then Belinda will make a measurement to decide whether to believe him. If Charlie did not cheat, then Belinda believes him with probability $1-\varepsilon_{c}$, where $\varepsilon_{c}$ is the protocol's completeness error. If Charlie does cheat, then
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Belinda may or may not catch him and he gains some advantage in determining what the sealed message was.

In the straightforward case, the message being sealed is a single classical message, and Charlie must be able to learn the message with some probability $p$ if he unseals the state. If he cheats, then Belinda should catch him with high probability. This turns out to be impossible to achieve with good security: in quantum computing, any measurement that has a nearly deterministic outcome can be done with almost no damage to the state. If $p$ is large, Charlie can learn the message with minimal damage to his state and is unlikely to be caught. If $p$ is small, the protocol is not very useful, and Charlie's chance of getting away with cheating does not decrease rapidly as $p$ decreases. In particular, Charlie can always recover the message with probability $p$, and Belinda will catch him with at most probability $\varepsilon_{c}+\sqrt{1-p}$. Charlie's cheating strategy does not require difficult computation. The proof is given in Section 7.1.

Nevertheless, there are at least two ways to achieve secure quantum blackmail protocols.

The simpler case is when Belinda has a collection of distinct pieces of classical information and unsealing the state only needs to reveal one of them to Charlie. This is realistic: if Belinda has several compromising pictures of her victim, then it may be sufficient for Charlie to have access to a single random picture as insurance. Belinda can put a random picture in the $C$ register and keep the purification of the state in the $B$ register; if Charlie copies the picture, he will know which picture it was and break the entanglement between the registers. Section 7.2 discusses the security properties of this protocol.

The more complicated case uses a new type of quantum computing resource: a computation that cannot be done on a quantum computer. The generic attack against sealed states relies on reversibly unsealing the state. If part of the unsealing process cannot be done on a quantum computer, then the attack may fail. Of course, any calculation that can be done on a classical computer can, in principle, be done on a quantum computer as well. Until someone invents perfect artificial intelligence, however, there will be calculations that can be done by humans but not by any computer. Since humans are not coherent quantum computers, we can use such a calculation to implement general-purpose sealed states. The idea is to encode a message as a superposition of many different images or sounds, any of which can be decoded by a human but not by a computer. Since humans cannot be run in reverse, showing the image or sound to a human will break the superposition. Section 7.3 gives an example of this type of protocol.

### 7.1. A BOUND ON SOUNDNESS AND COMPLETENESS

Suppose that Belinda has a single classical message $m$. She prepares a sealed message in register $C$ and gives it to Charlie. Without loss of generality, we
assume that Belinda keeps a purification of Charlie's state in register $B$, so the full sealed state is $\left|\psi_{m}\right\rangle_{B C}$. Charlie knows some algorithm that takes register $C$ as input and outputs $m$ in polynomial time with probability $p$.

If Charlie returns register $C$ unmodified to Belinda, then Belinda will perform some measurement on registers $B$ and $C$ to determine whether Charlie cheated. If Charlie did not cheat, then Belinda will believe him with probability $1-\varepsilon_{c}$, where $\varepsilon_{c}$ is the completeness error of the protocol.

Charlie can try cheat. For example, he could perform some measurement on register $C$ to try to learn $m$ and give the state that remains in register $C$ back to Belinda. If he tells her that he did not look at the message, she will believe him with probability $1-s$, where $s$ is the soundness of the protocol. In general, $s$ can depend on Charlie's cheating strategy.
Claim. Charlie has a strategy that recovers $m$ with probability $p$ such that Belinda will catch him with probability $s \leq \varepsilon_{c}+\sqrt{1-p}$.

Proof. If Charlie were to open the message instead of cheating, he would perform some measurement. Without loss of generality, that measurement consists of a unitary operator $U$ followed by a projective measurement $\left\{P_{i}\right\}$, both on register $C$. The projective measurement has one outcome per possible message. If Charlie needs any ancillas for his measurement, we can absorb them into register $C$.

Charlie's cheating strategy is based on the measurement he uses to open the state. Charlie acts only on register $A$, but we will keep track of the joint state of both registers. The initial state is $|\psi\rangle_{B C}$. Charlie applies $\mathbb{I} \otimes U$ and then makes the projective measurement $\left\{P_{i}\right\}$. With probability $p$, Charlie gets the outcome corresponding to $m$ and learns the state. With probability $1-p$, Charlie gets a different outcome and does not learn the state. In either case, Charlie applies $\mathbb{I} \otimes U^{\dagger}$ to the state that remains after the measurement and gives that state to Belinda.

If Charlie gets the correct outcome $m$, the final state of registers $B$ and $C$ is

$$
\left|\psi^{\prime}\right\rangle=\frac{1}{\sqrt{p}}\left(\mathbb{I} \otimes U^{\dagger}\right)\left(\mathbb{I} \otimes P_{m}\right)(\mathbb{I} \otimes U)|\psi\rangle .
$$

The operator $\left(\mathbb{I} \otimes U^{\dagger}\right)\left(\mathbb{I} \otimes P_{m}\right)(\mathbb{I} \otimes U)$ is a projector. Let

$$
\begin{aligned}
|\varphi\rangle & =\left(\mathbb{I} \otimes U^{\dagger}\right)\left(\mathbb{I} \otimes P_{m}\right)(\mathbb{I} \otimes U)|\psi\rangle=\sqrt{p}\left|\psi^{\prime}\right\rangle \text { and } \\
\left|\varphi^{\perp}\right\rangle & =\left[\mathbb{I}-\left(\mathbb{I} \otimes U^{\dagger}\right)\left(\mathbb{I} \otimes P_{m}\right)(\mathbb{I} \otimes U)\right]|\psi\rangle .
\end{aligned}
$$

Then the trace distance between the initial and final state is

$$
\begin{aligned}
& D\left(|\psi\rangle\langle\psi|, \frac{1}{p}|\varphi\rangle\langle\varphi|\right) \\
= & D\left(|\varphi\rangle\langle\varphi|+\left|\varphi^{\perp}\right\rangle\left\langle\varphi^{\perp}\right|+\left|\varphi^{\perp}\right\rangle\langle\varphi|+|\varphi\rangle\left\langle\varphi^{\perp}\right|, \frac{1}{p}|\varphi\rangle\langle\varphi|\right) \\
= & \frac{1}{2} \operatorname{Tr}\left|\begin{array}{l}
\frac{p-1}{p(1-p)} \sqrt{p(1-p)} \\
1-p
\end{array}\right| \\
= & \sqrt{(1-p)^{2}+p(1-p)} \\
= & \sqrt{1-p}
\end{aligned}
$$

The trace distance is an upper bound on the difference between the probability that Belinda accepts $|\psi\rangle$ and the probability that Belinda accepts $|\varphi\rangle$. So $s-\varepsilon_{c} \leq$ $\sqrt{1-p}$.

Even this bound is difficult to achieve. The obvious protocol is for Belinda to send Charlie the $C$ register of

$$
\left|\psi_{m}\right\rangle_{B C}=\frac{1}{\sqrt{2}}\left[|0\rangle_{B}|0\rangle_{C}+|m\rangle_{B}|m\rangle_{C}\right],
$$

where $|0\rangle$ is an arbitrary nonsense state. If Charlie returns the state unopened, Belinda verifies by projecting onto $\left|\psi_{m}\right\rangle$. This protocol is complete (i.e. $\varepsilon_{c}=0$ ), and it is reasonably sound against simple attacks. If Charlie measures his qubit in the computational basis, Belinda will detect his cheating with probability $1 / 2$, which is worse than the bound of $71 \%$.

Charlie has other options, though. For example, if he is worried that Belinda is blackmailing his friend, then he can verify that $m$ is not a compromising message about his friend. More generally, Charlie can choose any classical function $g(m) \in$ $\{0,1\}$ that satisfies $g(0)=0$. Then Charlie can measure $g$ on his register. If $g(m)=1$ (e.g. $m$ is a compromising message about Charlie's friend), then Charlie gets the correct answer w.p. $1 / 2$ and gets caught w.p. $1 / 2$. But if $g(m)=0$, then Charlie gets the correct answer w.p. 1, and Belinda will not catch Charlie.

This weakness of quantum blackmail is consequence of the fact that quantum mechanics allows Charlie to make any measurement with a definite outcome without causing any damage to the state being measured. To work around this weakness, we need an extra assumption.

### 7.2. Multiple compromising pictures

If Belinda has more than one message and she is willing to give Charlie a sealed state that can only reveal one of them, then she can do better. For example, suppose she has $n$ compromising pictures $m_{1}, \ldots, m_{n}$ of her victim, and she considers the
threat of any one of them being published to be adequate to ensure her safety. Belinda is therefore generates a quantum random selection of one picture

$$
|\psi\rangle_{B C}=\frac{1}{\sqrt{n}} \sum_{i=1}^{n}|i\rangle\left|m_{i}\right\rangle
$$

and sends register $C$ to Charlie. Of course, any tabloid would take great pains to authenticate a photograph before publishing it, so we will assume that Charlie has no interest in cheating unless he can recover an entire intact photograph. If can do this, then he knows which photograph Belinda sent him, and register $B$ collapses to a single value of $i$. No matter what state Charlie sends Belinda, Belinda can detect that he cheated with probability at least $\frac{n-1}{n}$. As $n$ becomes large, this protocol becomes more secure.

This protocol is vulnerable to other attacks, though. Charlie could measure a property that all $n$ pictures have in common without damaging the state at all. For example, he could use a quantum image recognition program to figure out who is in the pictures.

To prevent this type of attack and allow exponential security, we need a new type of resource.

### 7.3. CAPTCHAs

The fundamental weakness of quantum cryptography that makes quantum blackmail difficult is that any computation can be performed coherently. If Charlie can calculate something based on a sealed state that Belinda gives him, then he can do the same calculation coherently, measure some property of the result, and undo the original calculation. If the unsealing process required that Charlie does something that cannot be done on a quantum computer, then we could block these attacks. If quantum computers ever become as powerful as classical computers, then the only things that quantum computers will not be able to do are things that no computer at all can do.

CAPTCHAs, a type of spam-preventing technology on the internet, are based on a computation that can only be reliably done by humans. A CAPTCHA is a "Completely Automated Public Turing test to tell Computers and Humans Apart" [43]. To use a CAPTCHA, a website generates a random word or number $x$. The website then computes a picture, sound, or other message based on $x$ that is meant to be decoded by a human. Any human should be able to find $x$ by inspecting the web page, but no polynomial-time algorithm should be able to find $x$ with non-negligible probability.

A CAPTCHA is defined as a communication protocol, possibly with multiple rounds. We need a function instead of a communication protocol, and we need the function to be secure against quantum adversaries. We therefore propose the following definition:

Definition 11. An human-invertible one-way function is a one-to-one function $f:\{0,1\}^{*} \rightarrow I$ that maps strings of bits to a set $I$ and has these properties:

- The function $f$ can be evaluated in quantum polynomial time.
- Given $f(x)$ for unknown $x$, a human acts as an oracle that computes $x$ in one query with negligible probability of error. This process is incoherent: $f(x)$ leaks to the environment. Most likely, $I$ will be a set of images, sounds, or other media that a human can look at.
- There is no polynomial-time quantum algorithm that can compute $f^{-1}$ with non-negligible probability of success.

Standard CAPTCHAs are randomized, but we will assume that $f$ can derive any randomness it needs from its argument.

A human-invertible one-way function is very similar to a trapdoor one-way function; the difference is that instead of being invertible using trap door information, it is invertible by asking a human to invert it. Without access to a human, it works just like a trapdoor one-way function with unknown trap door information. We will therefore construct a cipher from $f$ in much the same way that public-key ciphers are constructed using trap door functions. The standard construction is Bellare and Rogaway's OAEP [44], and we will use a similar construction. OAEP is randomized, and we will replace the randomness with entanglement. To unseal a message, Charlie must show a particular value of $f$ to a human, breaking the entanglement in the process.

Let $n$ be the length of the message being sealed. Following OAEP, choose security parameters $k$ and $k_{0}$, where $n=k-k_{0}$. Let $G:\{0,1\}^{k_{0}} \rightarrow\{0,1\}^{n}$ be a pseudorandom generator and $H:\{0,1\}^{n} \rightarrow\{0,1\}^{k_{0}}$ be an ideal hash function. Both $G$ and $H$ are publicly known. The sealed state encoding $y$ is

$$
\left|\psi_{y}\right\rangle_{B C}=\frac{1}{\sqrt{2^{k_{0}}}} \sum_{r \in\{0,1\}^{k_{0}}}|r\rangle_{B}\left|\mathcal{E}_{r}^{G, H}(y)\right\rangle_{C},
$$

where

$$
\mathcal{E}_{r}^{G, H}(y)=f(y \oplus G(r) \| r \oplus H(y \oplus G(r))
$$

is the OAEP encrypted version of $y$. The $\|$ operator denotes concatenation of strings of bits, and $\oplus$ is bitwise exclusive or.

To seal a message $y$, Belinda generates $\left|\psi_{y}\right\rangle_{B C}$ and gives Charlie the $C$ register. To unseal the message, Charlie measures register $C$ and shows it to a human. The human inverts $f$ to recover $y \oplus G(r) \| r \oplus H(y \oplus G(r))$ for some unknown value of $r$. Charlie then computes $H(y \oplus G(r))$ to recover $r, G(r)$, and $y$.

If Charlie does not unseal the message, he returns register $C$ to Belinda, who measures $\left|\psi_{y}\right\rangle\left\langle\psi_{y}\right|$ on the combined state in registers $B$ and $C$. If the outcome is 1 , then she believes Charlie; if not, she accuses Charlie of cheating. This protocol
is fully complete - if Charlie does not cheat, then Belinda will believe him with probability one.

If Charlie cheats, he can use an arbitrarily complicated strategy to select the values of $f$ that he asks a human to invert. Let $Q \subseteq I$ be the set of all $f$ values that he will ever ask a human to invert. Of course, Charlie can ask a human to evaluate $f^{-1}$ even after Belinda has made her measurement, so Belinda cannot possibly know the set $Q$. Nonetheless, Charlie is constrained to make a polynomial number of queries, so $|Q|=O\left(\operatorname{poly}\left(k, k_{0}\right)\right)$. Let

$$
R=\left\{r: \mathcal{E}_{r}^{G, H}(y) \in Q\right\}
$$

and define projectors

$$
\begin{aligned}
T & =\left|\psi_{y}\right\rangle\left\langle\psi_{y}\right|=\frac{1}{2^{k_{0}}} \sum_{r, r^{\prime} \in\{0,1\}^{k_{0}}}|r\rangle_{B}\left|\mathcal{E}_{r}^{G, H}(y)\right\rangle_{C C}\left\langle\left.\mathcal{E}_{r^{\prime}}^{G, H}(y)\right|_{B}\left\langle r^{\prime}\right|\right. \text { and } \\
U & =\frac{1}{2^{k_{0}}-|R|} \sum_{r, r^{\prime} \in\{0,1\}^{k_{0}} \backslash R}|r\rangle_{B}\left|\mathcal{E}_{r}^{G, H}(y)\right\rangle_{C C}\left\langle\left.\mathcal{E}_{r^{\prime}}^{G, H}(y)\right|_{B}\left\langle r^{\prime}\right| .\right.
\end{aligned}
$$

Belinda's measurement is $T$, the projector onto the uniform superposition of all $r$ values, each paired with its corresponding $\mathcal{E}_{r}$ value. The projector $U$ is almost the same; it projects onto the uniform superposition of $r$ values that are useless to Charlie - this is the set of $r$ values for which Charlie will never ask a human to invert $f\left(\mathcal{E}_{r}^{G, H}\right)$. Belinda cannot measure $U$ as she does not know the set $R$, but if she could and the outcome of measuring $U$ were 1 , then Charlie could only attempt to decrypt $f\left(\mathcal{E}_{r}^{G, H}\right)$ without using a human to evaluate $f^{-1}\left(f\left(\mathcal{E}_{r}^{G, H}\right)\right)$.
Belinda's measurement $T$ and the operator $U$ are both rank-1 projectors, and they project onto states that differ negligibly from each other. If Belinda obtains the outcome 1 from $T$ and therefore believes Charlie, then either she got unlucky due to the difference between $T$ and $U$, which occurs with negligible probability, or Charlie's queries are all useless. ${ }^{1}$
In the event that Charlie's queries are useless, then recovering $x$ is mostly equivalent to breaking OAEP, which should be impossible as long as the human-invertible one-way function $f$ is secure. The standard OAEP security proof [44] fails in this context for two reasons: it assumes a classical adversary, and it assumes that the trapdoor function is a permutation; $f$ is merely one-way. The latter problem should be easily correctable, but the former will be more challenging. We are unaware of any meaningful security proofs of OAEP (or, for that matter, any other public-key cipher construction) against quantum adversaries.
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This protocol also is also somewhat resistant to attacks that break the humaninvertible one-way function after Belinda makes her measurement - if Belinda's test passes with non-negligible probability, then Charlie does not know anything that would let him reliably determine the value of $r$. It is hard to imagine that such any quantum state he generated from register $C$ without being able to invert $f$ would let him later recover $y$ even with unlimited computational power.

If Belinda wants to seal a very long message, it could be more efficient to generate a short random key, encrypt the message against the key, and seal the key instead of the message.

### 7.4. Open Questions

These protocols require Belinda to store a quantum state that is entangled with the sealed state. It should be possible to eliminate the entanglement. One naive approach is to eliminate register $B$, making the sealed state

$$
\frac{1}{\sqrt{2^{k_{0}}}} \sum_{r \in\{0,1\}^{k_{0}}}\left|\mathcal{E}_{r}^{G, H}(y)\right\rangle
$$

This is neither practical nor secure: preparing this state is likely as hard as index erasure [45], and if Charlie unseals the message then he can recreate the original state with whatever algorithm Belinda used to prepare it in the first place. The difficulty in preparing the state can be resolved by giving Charlie both registers, that is

$$
\frac{1}{\sqrt{2^{k_{0}}}} \sum_{r \in\{0,1\}^{k_{0}}}|r\rangle\left|\mathcal{E}_{r}^{G, H}(y)\right\rangle
$$

This is insecure for the same reason. An improved version would be

$$
\frac{1}{\sqrt{2^{k_{0}}}} \sum_{r \in\{0,1\}^{k_{0}}} e^{i \varphi(r)}|r\rangle\left|\mathcal{E}_{r}^{G, H}(y)\right\rangle
$$

where the function $\varphi(r)$ is a secret known only to Belinda. This appears to be secure, although the security proof would be more complicated.

Regardless of whether Belinda needs to store a quantum state, all of these protocols involve giving Charlie a highly entangled state. A protocol in which Charlie's state was a tensor product of a large number of low-dimension systems would be very interesting, since it could be built with much simpler quantum computing technology. Designing such a protocol that is secure even if Charlie can make entangling measurements may be difficult.

Putting aside quantum blackmail in particular, the technology for analysing the security of even classical cryptographic constructions against quantum attack is limited. There is extensive literature on the security of constructions as varied as
the Luby-Rackoff block cipher, psuedorandom functions, public-key cryptosystems, and modern block cipher modes. Many of these are provably secure against classical attack assuming that some underlying primitive is secure. Little progress has been made in defining security against quantum attacks. Classical attacks can take many forms (e.g. known-plaintext attacks, adaptive chosen-ciphertext attacks, etc.); this taxonomy will need to be extended to meaningfully discuss security in a post-quantum world (e.g. what is a non-adaptive chosen-quantum-ciphertext attack, and when is it relevant?). Even less progress has been made in proving the security of cryptographic constructions against quantum attack; the best we can say is that no one has found generic attacks better than Grover's algorithm.

Until the basic technology for analyzing the security of constructions like OAEP against quantum attacks is in place, it will be difficult to make rigorous statements about the security of even straightforward quantum cryptographic constructions like quantum blackmail.

## Part II.

## Radio astronomy

## 8. Introduction

Fourteen billion years ago [46], the Big Bang filled the universe with hot, dense, glowing plasma. About four hundred thousand years later, the plasma cooled off enough to turn into neutral hydrogen. Neutral hydrogen is transparent, and it filled the universe for several hundred million years as the first stars formed. Those stars emitted ultraviolet light and ionized the neutral hydrogen around them, eventually filling most of the universe with plasma again. This plasma, unlike the much denser plasma from the Big Bang, was mostly transparent. The period over which the neutral hydrogen formed is called the epoch of reionization or EoR.

Most of what we know about the history of our universe comes from things we can observe with telescopes. The universe is a big place and, given the scale of the universe, light takes a long time to cross it. If we look far away, we can see back in time - we see each object in the sky as it was when its light was emitted. If we look far enough back, we can still see the edge of the glowing plasma from the big bang. That plasma was opaque, and we cannot see anything through it. The edge of the plasma is called the surface of last scattering and its glow is the cosmic microwave background or CMB. Everything, even light, cools as the universe expands, so after fourteen billion years, the cosmic microwave background is a chilly 2.7 Kelvin.
Between the surface of last scattering and the EoR, there is very little that we can see. Neutral hydrogen gas is almost completely transparent, and there was nothing else in the universe back then that we can see today. But, if we could somehow see the neutral hydrogen gas and measure its distribution, we would learn an enormous amount about the history of the universe and the process of reionization.
Fortunately, neutral hydrogen is not completely transparent. It can undergo a hyperfine transition and interact with light at a wavelength of 21 cm . The universe is expanding, and over time all of the light in the universe is redshifted; that is, its wavelength increases. As a result, the neutral hydrogen in the universe modulated the intensity of light from the CMB that had a wavelength of 21 cm when it interacted with the hydrogen. As in Figure 8.1, the light that interacted with hydrogen closer to us had less time to redshift on its way to us and therefore has a shorter wavelength now than light that interacted with hydrogen farther away. If we could measure the spectrum of this light, we could make a three-dimensional map of the temperature of the neutral hydrogen in the early universe. Using such data, we could learn about the formation of the first stars and the shape of the early universe in unprecedented detail.
The 21 cm line from the EoR has never been detected, let alone measured. By the
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Figure 8.1: Light that interacts with hydrogen gas far away is redder than light that interacts closer to us.
time the light modulated by neutral hydrogen in the EoR reaches us, it has been redshifted to frequencies between 30 and 200 MHz . The modulation of the light corresponds to a shift in the effective temperature of the sky at these frequencies on the order of 30 mK . This very faint signal is hidden behind nearby radio sources that can be two or three orders of magnitude brighter. In order to detect the faint EoR signal, a telescope will need to take pictures of the sky at these frequencies with greater precision and sensitivity than is possible with any existing instrument.

Building a single-dish radio telescope large enough to measure the EoR signal is essentially impossible. Instead, astronomers use large arrays of small antennas to simulate a larger radio telescope than could be built directly. This technique is called aperture synthesis, because the telescope synthesizes the image that it would have seen if it were a single radio dish with a large aperture.

A telescope large enough to measure the EoR signal will contain a very large number of small antennas. It will collect data from each antenna, digitize that data, and process it in real-time to form images of the sky. The more antennas there are, the more complex the calculations become.

Throughout this thesis, I use the number $N$ to represent the number of antennas that compose a radio telescope. Traditional aperture synthesis techniques require computing power proportional to $N^{2}$ to process the data from $N$ antennas. Even though computing power seems cheap today, in a large enough telescope, the hardware needed to perform this computation costs more than anything else, so the number of antennas in most designs is limited by the cost of computing power.

With the FFT telescope group at MIT, I worked on a design for a radio telescope that operates between 120 and 200 MHz and will scale to extremely large $N$. We use a different aperture synthesis technique based on Fast Fourier transforms [47] with computational costs proportional to $N \log N$ instead of $N^{2}$. This eliminates the cost of computers as the main limit on the number of antennas that can be combined into a radio telescope, and it changes many of the other factors in the design of the array. In this type of telescope, the cost of each antenna matters regardless of how large the telescope becomes, so we focus on reducing the cost
of each antenna as much as possible. To detect the EoR signal, we will need hundreds of antennas observing a large portion of the sky for many months [48]. To measure the signal precisely, we will eventually want thousands if not hundreds of thousands of antennas.

### 8.1. Antenna basics

Before we get into the details of how to measure the 21 cm signal from the EoR, it will be useful to cover some of the basics of radio astronomy and engineering.

There are a few ways to measure radio signals coming from the sky. One way is to build a detector that measures incident power and then construct optics to focus energy onto the detector. For example, our eyes use chemical sensors, optical telescopes use semiconductor sensors, X-ray telescopes use a variety of energy-detecting devices, and microwave detectors often use bolometers. These devices have the downside that their optics must be made larger to increase their sensitivity and resolution, and we want to collect light from a much larger area than any dish we could conceivably build. To avoid this limitation, we can instead use antennas to collect and measure radio energy with phase information intact. We can then use an array of antennas to make pictures of the sky.

Radio astronomers think in an unusual set of units. We describe the brightness of a patch of sky in terms of its brightness temperature: an area with brightness temperature $T$ at some frequency emits light of the same intensity as a blackbody source with that temperature. The corresponding intensity or spectral radiance $I_{v}$ is the power per unit frequency per steradian of solid angle in the sky. Spectral radiance and brightness temperature are related by Planck's law

$$
I_{v}=\frac{2 h v^{3}}{c^{2}} \frac{1}{e^{\frac{h v}{k T}}-1}
$$

At the low frequencies we care about (around 150 MHz ), $h v \approx 10^{-25} \mathrm{~J}$. At 100 K , $k T \approx 1.4 \cdot 10^{-21} \mathrm{~J}$, and brightness temperature of the sky in our frequency band does not go far below $100 \mathrm{~K},{ }^{1}$ so we can take $\frac{h v}{k T} \ll 1$. This gives the Rayleigh-Jeans approximation

$$
I_{v} \approx \frac{2 v^{2} k T}{c^{2}}
$$

A source at room temperature has an intensity of around $2 \cdot 10^{-21} \mathrm{~W} \cdot \mathrm{~m}^{-2}$ steradian ${ }^{-1} \mathrm{~Hz}^{-1}$, and the fluctuations that we are looking for ( 2 O mK ) are on the order of $10^{-25} \mathrm{~W} \cdot \mathrm{~m}^{-2}$ steradian ${ }^{-1} \mathrm{~Hz}^{-1}$.

When describing electrical signals on a wire, it is easier to think about the power or power spectral density of the signal than the voltage or current. In practice,
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powers vary over a wide range, so we often use decibels relative to some reference. The expression 0 dBm means zero decibels above one milliwatt, so $0 \mathrm{dBm}=1 \mathrm{~mW}$. Similarly, $30 \mathrm{dBm}=1 \mathrm{~W}$ and $-30 \mathrm{dBm}=1 \mu \mathrm{~W}$.

Almost everything emits thermal noise (i.e. Johnson-Nyquist noise) onto any attached wire. At low frequencies, this noise has power $k_{B} T$ per unit frequency, where $T$ is the temperature of the noise source. At 300 K , this is $-174 \mathrm{dBm} / \mathrm{Hz}$. The spectrum of thermal noise is different in space and on a wire. In space, a thermal source has power spectral density proportional to $v^{2}$; in a wire, a thermal source has a flat spectrum. The difference is due to the number of dimensions: space is three-dimensional and wires are one-dimensional.

An antenna is a device used to collect incoming radiation of some polarization and turn it into a signal on a wire. There are a huge variety of antennas, differing in their efficiency, bandwidth, size, collecting area, directivity, and cost. Antennas are linear devices: when an antenna receives radiation at a wavelength of $\lambda$ with intensity $I$ from some direction $(\theta, \varphi)$ over a solid angle $d \Omega$, the incoming power per unit area is $I d \Omega$. The power that the antenna outputs onto the attached wire is $P_{\text {out }}=A_{\text {eff }}(\lambda, \theta, \varphi) I d \Omega$. The factor $A_{\text {eff }}$ has units of area and is called the effective area of the antenna. The function $A_{\text {eff }}$ can have a complicated dependence on angle, especially for larger antennas, but all antennas satisfy one basic constraint: the effective area, averaged over the entire sky, is at most $\frac{\lambda^{2}}{4 \pi} .{ }^{2}$ This constraint only applies to antennas. A large black sphere, for example, absorbs light with an effective area of $4 \pi r^{2}$, but a black sphere turns that absorbed light into heat instead of converting it linearly into a signal on a wire.

The collecting area of a a telescope is the most important parameter that determines its sensitivity to small dim objects, as long as that telescope has a wide enough field of view to see its target. But when designing a survey telescope that looks for a dim signal across a wide area of the sky, the parameter we care about is étendue, which is the collecting area integrated over the solid angle observed. This gives us the main design constraint on an instrument to measure the 21 cm EoR signal: each antenna, no matter how advanced, contributes an étendue of at most $\frac{\lambda^{2}}{4 \pi}$.

Our goal, then, is to build an instrument with good enough antennas and as many of them as possible. This principle guides our entire design.

### 8.2. Interferometry

The type of array we are designing, made of many antennas that collectively produce an image of the sky, is called an interferometer.

[^9]Imagine monochromatic radio waves coming from a single point in the sky. The radio sources we are looking at are very far away, so the radiation coming from any given point is effectively a plane wave by the time it reaches us. A monochromatic plane wave hitting a single antenna looks like a sine wave, and, assuming the antennas are identical, that plane wave hitting another antenna looks like another sine wave with the same amplitude. If we look at the signal from only one antenna, it could be coming from anywhere, but if we compare the signals from a pair of two antennas, we will find that they have different phases. Light from anywhere other than directly overhead takes a different amount of time to hit each antenna and experiences a different phase lag as a result. This difference in phases can tell us where the light came from.

A traditional digital interferometer processes each pair of antennas separately. It correlates the signals from each pair to estimate a function called visibility. It calculates these visibilities over a period of time, averages them, and sends them to a computer that turns the visibilities into a picture. This works well and can produce excellent pictures, but it has a serious downside: cost.

Each antenna produces data at some rate. If we collect radio waves from the entire 120 MHz to 200 MHz band simultaneously, we are producing at least 160 million samples (i.e. numbers) per second from each antenna. Each of these samples is about one byte of data, so this is $160 \mathrm{MB} /$ second. That is not so bad; computers are fast.

But, from these samples, we need to compute a visibility for each pair of antennas. If we have $N$ antennas, we have about $\frac{N^{2}}{2}$ pairs of antennas, and each visibility calculation produces data at about the same rate as an antenna. We can discard unneeded bits to cut this down by maybe a factor of ten, so suppose that each pair of antennas produces visibility data at $16 \mathrm{MB} /$ second. That does not sound bad at all, especially since we do not have to store all of that data.

Some day, we would like to build an array with a million antennas, giving us excellent sensitivity to measure the EoR signal. Those million antennas would produce half a trillion visibilities at $16 \mathrm{MB} /$ second each. That comes out to 8 exabytes or $8 \cdot 10^{18}$ bytes every second. Even though we never have to store all of that data, buying enough computers to compute the numbers in the first place will be absurdly expensive for the foreseeable future.

There are two solutions: either throw away most of the data, making the telescope less powerful or find a different way to make a map that does not require calculating all of the visibilities.

### 8.3. Fourier transforms

The mathematical trick that allows us to avoid calculating the visibility for each pair of antennas is based on an entirely different way of looking at a telescope. The light coming from the sky is a wave, and there are two natural ways to express

## 8. Introduction

a waveform: in the position basis and in the wave vector basis. These bases are related by a Fourier transform.

In the position basis, we can write down the electric field at any point in space and time. The electric field is a vector field that fills space, and its value at a position with coordinates $(x, y, z)$ and time $t$ is $\vec{E}(x, y, z, t)$. This representation is useful because it corresponds to what we can measure with antennas: an antenna is essentially just a device that measures the electric field at some position and turns it into a voltage on a wire.

In the wave vector basis, we can think of the electric field as being the sum of many modes, each of which is a sine wave that has some frequency $\omega$ and has a phase that depends linearly on position. At a position $(x, y, z)$ and time $t$, a mode $(\vec{k}, \omega)$ has phase $\omega t-k_{x} x-k_{y} y-k_{z} z$. All modes travel at the speed of light, which means that they satisfy the dispersion relation

$$
k^{2}=\frac{\omega^{2}}{c^{2}}
$$

We call the quantity $\vec{k}$ the wave vector of the mode. The wave vector has an important physical significance: it points in the direction that the wave is moving. This means that light with frequency $\omega$ from any given patch of the sky corresponds to the electromagnetic wave component with frequency $\omega$ and wave vector pointing toward us from that patch of the sky.

These bases for electromagnetic waves are related by a Fourier transform. In fact, an ordinary optical telescope and even a human eye are in effect just devices that Fourier transform incoming light. On a computer, Fast Fourier Transform (FFT) algorithms can convert between bases very efficiently: to convert $N$ evenlyspaced position-basis measurements into the wave vector basis takes $O(N \log N)$ operations. This means that, in principle, we could build a telescope with many antennas on an evenly-spaced grid, measure the electric field as a function of time, and compute the FFT. The resulting amplitudes in the wave vector basis will be a picture of the sky.

In practice, there are plenty of reasons why it is convenient to work with visibilities instead of images. For example, calibrating an interferometer and accounting for the rotation of the earth are both easier and better-understood in terms of visibilities. But we can compute an uncalibrated image of the sky, square the values to compute intensities instead of amplitudes, and Fourier transform back to recover the visibilities without losing any important information [47]. The details of this calculation are in Section 9.3.

With one million antennas, this reduces the computer power needed to build an interferometer by a factor of about one hundred thousand. With some care, the total cost of the telescope can be made almost linear in the number of antennas. If we control the cost per antenna design an easily scalable device, then we can build as large an array as we want for only the incremental cost of its parts.

## 9. Aperture synthesis and electric field gridding

To show how an FFT telescope works, we will first summarize traditional aperture synthesis.

We will start by specifying the intensity of all the radio sources in the sky and deriving properties that we can measure. We will then invert the process to recover the intensity. We will use unusual units because it makes the analysis easier; it is straightforward to convert between these units and standard physical units.

We will use separate coordinate systems to describe points in the sky and points near the telescope. Let $x, y$, and $z$ be coordinates near the telescope. The $x$ axis points east, the $y$ axis points north, and the $z$ axis points up. Everything in the sky is far away, and, because we ignore parallax, all that we care about when we look at a far away point is its direction as seen from the telescope. We will use the wave vector $\vec{k}$ to represent the position of any source in the sky.

If we had magical antennas that did not interact with each other, ${ }^{1}$ we could imagine covering everything near the telescope with antennas and recording the voltages forever. The antenna at position $(x, y, z)$ would detect a voltage $A(x, y, z, t)$ at time $t$. These voltages are just numbers, so we can Fourier transform ${ }^{2}$ them to get

$$
\begin{equation*}
A(x, y, z, t)=\frac{1}{(2 \pi)^{2}} \int \tilde{A}\left(k_{x}, k_{y}, k_{z}, \omega\right) e^{i \omega t-i k_{x} x-i k_{y} y-i k_{z} z} d k_{x} d k_{y} d k_{z} d \omega \tag{9.1}
\end{equation*}
$$

The functions $A$ and $\tilde{A}$ are samples from a random process. One of the parameters of that process is a map of the radio sources in the sky. These radio sources emit radio waves toward us with some intensity, and antennas on the ground will respond to these radio waves. If we consider radio waves with frequency between $\omega$ and $\omega+d \omega$ coming from a small patch of the sky with wave vectors in a volume $d k_{x} d k_{y} d k_{z}$ around $\vec{k}$, then the mean square voltage induced in the antenna would be

$$
\left.J(\vec{k}, \omega) d k_{x} d k_{y} d k_{z} d \omega=\left.\langle | \tilde{A}\left(k_{x}, k_{y}, k_{z}, \omega\right)\right|^{2}\right\rangle d k_{x} d k_{y} d k_{z} d \omega
$$

[^10]for some generalized function $J$ that is nonzero only on the shell $\omega^{2}=c^{2} k^{2}$. Here, $\langle\cdot\rangle$ indicates the expected value. The function $J$ parametrizes the random process that generates $A$ and $\tilde{A}$, and we will estimate $J$. From $J$, we can calculate the intensity $I_{v}(\vec{k}, \omega)$ by taking into account the details of how the antenna responds to incoming radiation from different directions and the geometrical factors from the curvature of the sky. This is standard and mostly independent of how information is processed in an interferometer.

What we do from here depends on what kind of interferometer we are building.

### 9.1. Traditional interferometers

A traditional radio interferometer is a bunch of antennas on the ground (i.e. with $z=0$ ) pointed in the same direction. The telescope records the voltages $A$ (see equation (9.1)) on each antenna for a short period $T$ of time. It then linearly transforms those voltages into the frequency domain, producing a complex amplitude for each of a number of frequency channels. Each channel represents the component of the voltage at some frequency $\omega$; for the antenna at position $(x, y)$, the transformed output is

$$
\begin{align*}
& W(x, y, \omega) \\
= & \frac{1}{2 \pi} \int \tilde{A}\left(k_{x}, k_{y}, k_{z}, \omega^{\prime}\right) e^{-i k_{x} x-i k_{y} y} s\left(\omega, \omega^{\prime}\right) d k_{x} d k_{y} d k_{z} d \omega^{\prime} . \tag{9.2}
\end{align*}
$$

The function $s\left(\omega, \omega^{\prime}\right)$ is the combined effect of the Fourier transform relating $A$ to $\tilde{A}$ and whatever algorithm the interferometer uses to transform the measured voltages back into the frequency domain. We assume that $s$ is a reasonable approximation of $\delta\left(\omega-\omega^{\prime}\right)$.

For each pair of antennas, the interferometer calculates the quantity

$$
\begin{equation*}
g\left(x_{1}, y_{1}, x_{2}, y_{2}, \omega\right)=W\left(x_{1}, y_{1}, \omega\right) W^{*}\left(x_{2}, y_{2}, \omega\right) \tag{9.3}
\end{equation*}
$$

where $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ are the coordinates of the antennas. For a generic function $\tilde{A}$, this quantity is both complicated and mostly useless. For any value of $\omega$, the values $W(x, y, \omega)$ can we written as a vector $\vec{w}$ with one entry for each of $N$ antennas. Then the values of $g$ are the just the entries of the $N \times N$ matrix $\vec{w} \vec{w}^{\dagger}$. This matrix has rank one, so its $N^{2}$ entries have only $N$ degrees of freedom and just recording the vector $\vec{w}$ seems more economical.

The power of an interferometer comes from an assumption about the random process generating $\tilde{A}$. For any given $\vec{k}, \tilde{A}$ encodes the intensity and phase of the signal from that part of the sky. Patches of the sky with different values of $\vec{k}$ are far apart and, for the most part, there is no mechanism to make them coherent with each other. We therefore assume that the phases, and therefore complex values, of $\tilde{A}$ are uncorrelated for different $\vec{k}$, even conditioned on previous measurements.

We also assume that, at least over the time it takes to make a measurement, the distribution of $\tilde{A}$ is invariant under time translation. This means that the measured values of $W$ are uncorrelated at different values of $\omega$. If we repeat our measurement of $W$ many times and average each resulting value of $g$, we therefore obtain the expected value

$$
\begin{align*}
& \left\langle g\left(x_{1}, y_{1}, x_{2}, y_{2}, \omega\right)\right\rangle  \tag{9.4}\\
= & \left\langle W\left(x_{1}, y_{1}, \omega\right) W^{*}\left(x_{2}, y_{2}, \omega\right)\right\rangle \\
= & \frac{1}{(2 \pi)^{2}} \int_{\vec{k}, \vec{l}, \omega^{\prime}, \omega^{\prime \prime}}\left[\begin{array}{c}
\left\langle\tilde{A}\left(\vec{k}, \omega^{\prime}\right) \tilde{A}\left(\vec{\ell}, \omega^{\prime \prime}\right)\right\rangle e^{-i k_{x} x_{1}-i k_{y} y_{1}+i \ell_{x} x_{2}+i \ell_{y} y_{2}} \\
s\left(\omega, \omega^{\prime}\right) s^{*}\left(\omega, \omega^{\prime \prime}\right) d \vec{k} d \vec{\ell} d \omega^{\prime} d \omega^{\prime \prime}
\end{array}\right] \\
= & \frac{1}{(2 \pi)^{2}} \int_{\vec{k}, \omega^{\prime}, \omega^{\prime \prime}}\left[\begin{array}{c}
\left\langle\tilde{A}\left(\vec{k}, \omega^{\prime}\right) \tilde{A}^{*}\left(\vec{k}, \omega^{\prime \prime}\right)\right\rangle e^{-i k_{x}\left(x_{1}-x_{2}\right)-i k_{y}\left(y_{1}-y_{2}\right)} \\
s\left(\omega, \omega^{\prime}\right) s^{*}\left(\omega, \omega^{\prime \prime}\right) d \vec{k} d \omega^{\prime} d \omega^{\prime \prime}
\end{array}\right] .
\end{align*}
$$

With a long enough measurement period $T$, the function $s$ can approach a delta function, and the average value of $g(x, y, x+\Delta x, y+\Delta y, \omega)$ is a good estimate of the function

$$
\begin{align*}
V(\Delta x, \Delta y, \omega) & \left.=\left.\frac{1}{(2 \pi)^{2}} \int\langle | \tilde{A}(\vec{k}, \omega)\right|^{2}\right\rangle e^{-i k_{x} \Delta x-i k_{y} \Delta y} d \vec{k} .  \tag{9.5}\\
& =\frac{1}{(2 \pi)^{2}} \int J(\vec{k}, \omega) e^{-i k_{x} \Delta x-i k_{y} \Delta y} d \vec{k} . \tag{9.6}
\end{align*}
$$

To obtain a good estimate, at least $N$ measurements must be averaged. Each measurement in the average increases the rank of the matrix of $g$ values by at most one, so $N$ measurements are needed to obtain a full-rank result.
$V$ is called visibility, and it is a function of the distance or baseline $(\Delta x, \Delta y)$ between antennas. ${ }^{3}$ An interferometer that samples the visibility densely in the ( $\Delta x, \Delta y$ ) plane could Fourier transform it to obtain a map of the sky. Most interferometers only sample it sparsely, obtaining one baseline per pair of antennas. These interferometers use more sophisticated techniques to obtain a map [49].

The estimator (9.4) is not biased by independent additive noise in the $W$ values except when measuring the visibility with baseline $\Delta x=\Delta y=0$. This baseline is called the autocorrelation, and many interferometers ignore it. This results in a loss of information about the average brightness of the sky but not about the variation in intensity in different directions. A careful measurement of the average brightness between 60 and 200 MHz could detect a phenomenon called the global step, but this measurement would likely be made with a very different type of telescope. [50]

[^11]Our assumption about incoherent sources is important and is not necessarily guaranteed to hold. For example, imagine aliens in two different star systems aiming lasers of exactly the same frequency at the Earth. The phase difference between the lasers is random but constant. This means that the cross terms in the visibility estimate will not average away, at least within the coherence time of the lasers.

Even if antennas are in a fixed position on the ground, the baseline between them changes as the earth rotates. The visibility data from different times of the day can be combined in a technique called rotation synthesis to sample more of the ( $\Delta x, \Delta y$ ) plane than would otherwise be possible. If the antennas do not rotate to point in a fixed direction, rotation synthesis algorithms must account for the fact that the antennas are pointing in different directions, and therefore have different spatial responses, at different times of day.

The relationship between the visibility and the intensity distribution in the sky is called the van Cittert-Zernike Theorem, and a more rigorous treatment can be found in [49].

### 9.2. AN ASIDE: POLARIZATION

We have, so far, ignored the effects of polarization. Radio waves have two possible polarizations, and an antenna will only record one of them. Some interferometers, including ours, record both and can measure the polarization of the radio signal from the sky. These interferometers use antennas that can collect light from both polarizations and record two signals, $A_{X}$ and $A_{Y}$, one for each polarization. They measure correlations for each baseline:

$$
\begin{aligned}
g_{X X}\left(x_{1}, y_{1}, x_{2}, y_{2}, \omega\right) & =W_{X}\left(x_{1}, y_{1}, \omega\right) W_{X}^{*}\left(x_{2}, y_{2}, \omega\right) \\
g_{X Y}\left(x_{1}, y_{1}, x_{2}, y_{2}, \omega\right) & =W_{X}\left(x_{1}, y_{1}, \omega\right) W_{Y}^{*}\left(x_{2}, y_{2}, \omega\right) \\
g_{Y X}\left(x_{1}, y_{1}, x_{2}, y_{2}, \omega\right) & =W_{Y}\left(x_{1}, y_{1}, \omega\right) W_{X}^{*}\left(x_{2}, y_{2}, \omega\right), \text { and } \\
g_{Y Y}\left(x_{1}, y_{1}, x_{2}, y_{2}, \omega\right) & =W_{Y}\left(x_{1}, y_{1}, \omega\right) W_{Y}^{*}\left(x_{2}, y_{2}, \omega\right)
\end{aligned}
$$

From these, they estimate four visibilities ( $V_{X X}, V_{X Y}, V_{Y X}, V_{Y Y}$ ). These visibilities are linearly related to the Stokes $I, Q, U$, and $V$ parameters. All of these calculations are done the same way as in single-polarization interferometry, even if the Fast Fourier transform technique is used.

The antennas that we use record North-South and East-West linear polarizations and our designs measure the Stokes parameters. We will ignore polarization in the rest of this thesis, except to the extent that measuring the Stokes parameters doubles the number of analog channels needed and quadruples the complexity of the correlator.

### 9.3. Fast Fourier transform telescope design

As discussed in Section 8.3, if antennas are placed on a grid, then Fourier transforming the signals they measure can produce an image directly. It turns out that this is equivalent to the traditional visibility approach to interferometry.

To estimate the visibility, an interferometer repeatedly computes the frequencydomain signal $W$ (9.2) for each antenna, computes the product

$$
W\left(x_{1}, y_{1}, \omega\right) W^{*}\left(x_{2}, y_{2}, \omega\right)
$$

for each pair of antennas, and averages. This product estimates the visibility

$$
V\left(x_{2}-x_{1}, y_{2}-y_{1}, \omega\right)
$$

, and if more than one pair of antennas has the same baseline, then the products of their $W$ functions estimate the same visibility value. An interferometer could, therefore, average the visibility measurements from each pair of antennas that share a baseline.
If the antennas are on a grid, then the average of the $g$ functions (9.3) has a useful structure. For notational convenience, let $W=0$ at all grid points on which there is no antenna. Then the visibility estimate for each sample of $W$ is

$$
g\left(x_{1}, y_{1}, x_{2}, y_{2}, \omega\right)=W\left(x_{1}, y_{1}, \omega\right) W^{*}\left(x_{2}, y_{2}, \omega\right)
$$

and the sum of the visibility estimates of all pairs of antennas with a given baseline is

$$
\begin{equation*}
V^{\prime}(\Delta x, \Delta y, \omega)=\sum_{x_{1}, y_{1}} W\left(x_{1}, y_{1}, \omega\right) W^{*}(x+\Delta x, y+\Delta y, \omega), \tag{9.7}
\end{equation*}
$$

which is exactly the spatial autocorrelation function of $W$. The average of $V^{\prime}$ divided by the number of antenna pairs that share each baseline is an estimate of $V$.

By the correlation theorem, $V^{\prime}$ can be computed by taking the spatial discrete Fourier transform of the $W$ values, computing the square of its magnitude, and Fourier transforming back. The calculation is roughly

$$
\begin{align*}
& \sum_{p, q} e^{i p \Delta x+i q \Delta y}\left|\sum_{x, y} e^{i p x+i q y} W(x, y, \omega)\right|^{2}  \tag{9.8}\\
= & \sum_{p, q} \sum_{x_{1}, y_{1}} \sum_{x_{2}, y_{2}} e^{i p\left(\Delta x+x_{1}-x_{2}\right)+i q\left(\Delta y+y_{1}-y_{2}\right)} W\left(x_{1}, y_{1}, \omega\right) W^{*}\left(x_{2}, y_{2}, \omega\right)  \tag{9.9}\\
\propto & \sum_{x_{1}, y_{1}} \sum_{x_{2}, y_{2}} \delta_{\Delta x+x_{1}-x_{2}} \delta_{\Delta y+y_{1}-y_{2}} W\left(x_{1}, y_{1}, \omega\right) W^{*}\left(x_{2}, y_{2}, \omega\right)  \tag{9.10}\\
= & \sum_{x_{1}, y_{1}} W\left(x_{1}, y_{1}, \omega\right) W^{*}\left(x_{1}+\Delta x, y_{1}+\Delta y, \omega\right) . \tag{9.11}
\end{align*}
$$

To make step (9.10) work, $p$ and $q$ must be closely enough spaced to prevent the complex exponential from wrapping around $2 \pi$. This can be done with an FFT by padding $W$ with zeros.

This matches the intuition in Section 8.3: the spatial Fourier transform of $W$ is the complex amplitude of the sources in the sky, its square is the intensity distribution in the sky, and the visibility $V$ is the Fourier transform of the intensity distribution in the sky.

The approach to estimating $V$ does not require that the antennas lie on a grid, but if they do then the size of the Fourier transforms is proportional to the number of antennas and the entire calculation runs in time $O(N \log N)$.

This technique is described in $[47,51]$. It can be extended to other arrangements of antennas [52].

## 10. TELESCOPE HARDWARE

In a radio interferometer, antennas receive radio waves from the sky, and the signal from the antennas is converted to a map of the sky in several stages. In this chapter, we will discuss those stages in order. FFT telescopes differ from traditional interferometers only in the algorithms used to analyze data and the physical arrangement of the antennas. It is possible to make the analog hardware for each antenna exactly the same in both designs.

Because we are building an FFT telescope, however, we have different priorities in our analog hardware design. In a traditional interferometer with a large enough number of antennas, estimating the visibilities is the dominant cost. It therefore makes sense to use the best available analog hardware, because better hardware may reduce the number of antennas needed and thus the cost of the digital logic. Better antennas and analog hardware may also reduce the amount of digital processing needed to compensate for any imperfections in the analog components.

The total cost of an FFT telescope is roughly proportional to the number of antennas it uses. Unlike in a traditional interferometer, the cost of analog hardware is likely to be significant even in a very large telescope, so it is important to minimize that cost. We are willing to use less perfect analog components to save on the cost per antenna.

A radio telescope's antennas collect radio waves from the sky. The signal from the antennas is amplified, filtered, possibly shifted in frequency, and recorded by an analog-to-digital converter or ADC. We discuss this process in Section 10.1.

Once the data has been digitized, it is processed, usually in real time, to estimate visibilities as in equation (9.5). In many designs, including ours, this processing is done in three stages. First, an F engine (Section 10.2) converts data from each ADC into a series of samples in the frequency domain, as in equation (9.2). Then a corner turner (Section 10.3) rearranges this data so that, for each channel, the data from every antenna is grouped together. This data is then correlated (Section 10.4) by an X engine or an FFT engine. The output of the correlator is the estimated visibilities. These visibilities are often saved for later software analysis and conversion into maps or pictures of the sky.

Most of an interferometer's real-time digital processing consists of straightforward arithmetic done at high speed. Such computation is often done on field programmable gate arrays (FPGAs), chips that contains a large number of logic gates and simple arithmetic units that can be configured and reconfigured in a few seconds to do different kinds of computations. They are much less expensive and consume much less power than computers or GPUs that have similar performance.

Custom application-specific integrated circuits are even more efficient and, in large quantities, more cost effective, but they are much slower to prototype and can have very large one-time costs.

In this chapter, we discuss each basic real-time component in a radio telescope. We also describe the design constraints of our proof-of-concept and secondgeneration telescopes and the designs that we chose.

### 10.1. Amplification and digitization

After a radio signal is received by an antenna, it must be converted to digital form. The final step of this conversion is done by an ADC. An ADC measures a voltage or current many times a second and transmits the result of that measurement in digital form. Each measurement is called a sample, and any given ADC records a certain number of megasamples or gigasamples per second (MSPS or GSPS). Each sample is recorded with a certain number of bits of precision.

ADCs cannot be attached directly to an antenna. They expect an input voltage on the order of one volt, and the voltage that the sky signal induces in the antenna is far less than that. ADCs and the electronics that drive them emit a significant amount of radio-frequency interference, so they should be kept far away or otherwise isolated from the antennas to avoid feeding that noise back into the telescope. Finally, many ADCs do not sample rapidly enough to keep up with the frequencies of interest. The remaining analog components between the antenna and the ADC serve to amplify the signal to an appropriate voltage, transmit it to the ADC, and possibly change the signal's frequency to be a better match for the ADC.

### 10.1.1. Amplification

All analog devices in the signal chain introduce at least some noise, and most add noise with an effective temperature on the order of room temperature. The average temperature of the sky between 120 and 200 MHz is around 100 Kelvin, depending strongly on frequency. If the signal chain adds noise at 300 Kelvin (around room temperature), then our data will be dominated by analog noise. We avoid this problem by using a low-noise amplifier or LNA as the very first stage of the signal chain. Our LNA amplifies the incoming signal by about 20 dB and has a noise temperature of around 50 Kelvin. The noise from the LNA adds directly to our data, but the effect of additional added noise farther along the signal chain is reduced by a factor of 100. This means that the rest of the signal chain does not need to use complex low-noise components.

After the LNA, the signal is sent through filters and further non-low-noise amplifiers before being digitized.

### 10.1.2. Digitization and frequency conversion

The final step before digital processing is to convert the analog signal to a useful digital format. There are a few ways to do this using an ADC, and they share some terminology.

All the useful information from the incoming analog signal is within some range around a center frequency. The width of this frequency range is called the bandwidth of the signal, and the signal itself is called the radio frequency or RF signal. The digitized signal is often at a different frequency than the RF frequency; this is called the baseband signal.

We will call the RF center frequency $f_{\mathrm{RF}}$ and the sampling frequency $f_{s}$. By the sampling theorem, the samples from the ADC can encode a signal losslessly so long as that signal contains no spectral content at frequencies above the Nyquist frequency $\frac{f_{s}}{2}$. Any frequency above $\frac{f_{s}}{2}$ will look the same as a different frequency below $\frac{f_{s}}{2}$; the lower, indistinguishable frequency is called an alias.

### 10.1.2.1. Direct sampling

The simplest way to digitize an RF signal is to sample the RF signal directly. The RF signal is sent to the ADC through an anti-aliasing filter that removes everything above $\frac{f_{s}}{2}$. In this case, the RF and baseband signals are identical. The advantage of direct sampling is its simplicity: it needs few components, so there are fewer sources of noise and fewer things to calibrate.

Somewhat higher frequencies can be digitized by taking advantage of aliasing. Frequencies between o and $\frac{f_{s}}{2}$ are called the first Nyquist zone, frequencies between $\frac{f_{s}}{2}$ and $f_{s}$ are called the second Nyquist zone, and so on. As long as the RF signal is entirely contained within one Nyquist zone or can be band-pass filtered without losing useful information, the aliases that result from sampling at $f_{s}$ will all be distinct and the entire signal can be reconstructed digitally. If sampled in an even-numbered Nyquist zone, the frequencies get reversed and must be corrected in software. Sampling in higher Nyquist zones is almost as simple as direct sampling in the first Nyquist zone but is more sensitive to jitter in the ADC. The alignment requirement is also restrictive; for example, if the interesting parts of a signal are between 120 and 200 MHz , then $f_{s}$ must be between 200 and 240 MHz to use the second Nyquist zone; the third and higher zones are impossible.
10.1.2.2. Heterodyne receivers

A much wider range of input frequencies can be digitized at a given sampling rate by shifting the RF signal's frequency. The general idea is to multiply the RF signal by a sine wave: to shift the frequency by $\omega_{0}$, one multiplies the signal by $\cos \omega_{0} t$. In Fourier space, each spectral component $B \cos (\omega t+\varphi)$ in the original signal becomes $\frac{1}{2} B \cos \left[\left(\omega-\omega_{0}\right) t+\varphi\right]+\frac{1}{2} B \cos \left[\left(\omega+\omega_{0}\right) t+\varphi\right]$. The output of


Figure 10.1: Low-side injection downconverts without inverting the spectrum.
the multiplication has two copies of the original signal, one at $\omega+\omega_{0}$ and one at $\left|\omega-\omega_{0}\right|$. One copy is filtered out and the other is the new intermediate frequency or IF signal. An ADC can digitize the IF signal. The device that generates the sine wave is called a local oscillator to emphasize the fact that it is local to the receiver and is not part of the transmitted signal. This technique is called heterodyning, the device that generates the sine wave at $\omega_{0}$ is called a local oscillator or LO, and the device that multiplies two analog signals is called a mixer.

To use a heterodyne mixer to downconvert a signal, the local oscillator frequency $\omega_{0}$ is often set near the frequency of interest. The lower-frequency output of the mixer is kept and the higher-frequency output is filtered out. In low-side injection, $\omega_{0}$ is below the frequency being received, and the IF output is a copy of the input at a lower frequency (see Figure 10.1). In high-side injection, $\omega_{0}$ is above the frequency being received, and the IF output has its spectrum reversed as compared to the RF input signal (see Figure 10.2). The local oscillator frequency should not be in the RF band of interest; if it is, then the input signal folds over itself and the IF does not contain a useful copy of the RF signal (see Figure 10.3).

One benefit of a heterodyne receiver over direct sampling is that it allows the frequency band that gets digitized to be changed on this fly. This can be done by adjusting the LO frequency and sending the IF signal through a bandpass filter that is narrower than the original RF signal. The LO frequency determines which portion of the RF signal is shifted to the pass band of the filter; those frequencies are preserved and the rest are discarded.

Heterodyne mixers have a significant problem that must be avoided: there are two RF input frequencies, called images, that produce each IF output frequencies.


Figure 10.2: High-side injection downconverts and inverts the spectrum.


Figure 10.3: If the LO is in the middle of the RF band, the IF signal is folded over.


Figure 10.4: Unwanted RF input at the image frequency pollutes the IF output.

Any noise or unwanted signal in the input that is converted to the IF frequency pollutes the output (see Figure 10.4). The unwanted image frequency is the desired RF frequency reflected across $\omega_{0}$; if $\omega_{0}$ is near the desired frequency then the image frequency is also near the desired frequency and can be hard to filter out.

Unwanted images are sometimes impossible to avoid with a single heterodyne receiver. Suppose we wanted to design a heterodyne receiver that could tune a 20 MHz RF band between 120 and 200 MHz to an IF of $3-23 \mathrm{MHz}$. To tune the receiver to receive from $140-160 \mathrm{MHz}$, the LO would need to be 137 MHz for low-side injection or 163 MHz for high-side injection. In either case, the image frequency is in the band of interest, and any fixed-frequency filter that removes it would also prevent the receiver from tuning the entire band.

This problem can often be worked around by using multiple mixer stages. A receiver could first convert to a IF that is higher than the original frequency and use a sharp (and therefore expensive) filter to select a small frequency range. That IF signal is then converted by a second heterodyne stage to a second IF and sampled by an ADC. The filter between the stages eliminates the frequencies that would otherwise be indistinguishable with the desired signal, and the larger frequency shift in the second stage keeps images farther apart and therefore easier to remove. This technique works but is more complicated than we like.

Our proof-of-concept telescope used a heterodyne receiver.

### 10.1.2.3. Direct conversion or I/Q demodulation

A heterodyne receiver multiplies an RF signal by $\cos \left(\omega_{0} t\right)=\frac{1}{2} e^{i \omega_{0} t}+\frac{1}{2} e^{-i \omega_{0} t}$, and its problems with images come from the fact that there are two terms. If we could work with complex-valued signals instead of real-valued signals, then we could multiply by $e^{-i \omega_{0} t}$ instead. A spectral component $\cos \omega t$ of the RF signal would turn into $\frac{1}{2} e^{-i\left(\omega+\omega_{0}\right) t}+\frac{1}{2} e^{-i\left(\omega-\omega_{0}\right) t}$. This is a complex signal, so it would have no problem with positive and negative frequencies being indistinguishable.

Of course, the signals we work with are voltages on a wire, and voltages are real numbers. But we can simulate complex numbers with two wires: one for the real part and one for the imaginary part. If we take the incoming signal, split it in two, multiply one part by $\cos \left(-\omega_{0} t\right)$ and the other by $\sin \left(-\omega_{0} t\right)$, low-pass filter both to remove the image at $-\omega-\omega_{0}$, and digitize both, then we can reconstruct the full complex signal in software.

Mathematically, if the incoming RF signal is $f(t)$, then the two heterodyned and filtered outputs are

$$
\begin{aligned}
I(t) & =\operatorname{LPF}\left[\frac{1}{2}\left(e^{-i \omega_{0} t}+e^{i \omega_{0} t}\right) f(t)\right] \text { and } \\
Q(t) & =\operatorname{LPF}\left[\frac{1}{2 i}\left(e^{-i \omega_{0} t}-e^{i \omega_{0} t}\right) f(t)\right] .
\end{aligned}
$$

$I$ and $Q$, individually, are just heterodyned IF signals and they have problems with images. But when we treat $I$ as the real component of a signal and $Q$ as the imaginary component, we have

$$
I(t)+i Q(t)=\operatorname{LPF}\left[e^{-i \omega_{0} t} f(t)\right] .
$$

This complex result is exactly the RF input with the frequency shifted down by $\omega_{0}$. Any real component $\cos (\omega t)=\frac{1}{2}\left(e^{i \omega t}+e^{-i \omega t}\right)$ of the input signal will be appear in the output as $\frac{1}{2}\left(e^{i\left(\omega-\omega_{0}\right) t}+e^{i\left(-\omega-\omega_{0}\right) t}\right)$. If both $\omega-\omega_{0}$ and $-\omega-\omega_{0}$ are low enough in frequency to make it through the LPF, then both will be visible in the output, but this is not a problem: there is no other RF image frequency that can be confused with either of these output terms.
This technique is called I/Q demodulation because the RF signal is demodulated into two baseband signals, $I$ and $Q$ or direct conversion because the RF signal is converted directly to baseband. The real or "in-phase" part is called $I$ and the imaginary or "quadrature" part is called $Q$; hence the name.
Our second-generation telescope takes an RF radio signal from 120 to 200 MHz , shifts it by any amount between 120 to 200 MHz , and low-pass filters the result to select any range of the frequencies it wants without worrying about images.
There are two main downsides to I/Q demodulation: we need a more complicated local oscillator and mixer and two ADCs per channel. This extra complexity makes
calibration more complicated; we discuss this further in Section 12.2. In exchange we get twice the instantaneous bandwidth at any sampling rate, since both the negative and positive IF frequencies are useful.

### 10.2. F engine

Analog data comes in as a stream of real-valued samples. An F engine converts this data to a sequence of complex amplitudes of different frequency components, as in equation (9.2). The simplest way to do this is to collect a long sequence of samples from the ADC, multiply by a fixed window function, and compute the discrete Fourier transform. If the window is short, this has poor spectral properties - the $s$ function in equation (9.2) will be far from a delta function. We use a polyphase filter bank or PFB to improve the spectral properties of the transformation. A PFB is an efficient way to approach the frequency resolution of a long window using a smaller Fourier transform, and the details are described well in [53].

For some receiver designs, the samples need to be adjusted before or after the FFT. For example, in a direct sampling receiver using an even-numbered Nyquist zone, the frequency channels are reversed. If the receiver uses an I/Q demodulator, then the input to the Fourier transform should be $I(t)+i Q(t)$ instead of $I$ and $Q$ separately. Because PFBs and Fourier transforms are linear, $I(t)$ and $i Q(t)$ can also be independently filtered, Fourier transformed in the complex sense, then added in the frequency domain. The latter approach allows frequency-dependent $\mathrm{I} / \mathrm{Q}$ calibration to be applied with minimal additional computation (see Section 12.2).

### 10.3. Corner turn

The F engine performs its calculations independently for each antenna. Any given F engine design can process the data from a certain number of antennas; in a large telescope, there will be many F engines, one for each antenna or group of antennas. The $F$ engines separate the data from each antenna into a large number of much smaller streams of data, one per frequency channel. In the remaining real-time signal processing, data will be processed separately for each frequency channel, but for each frequency channel, the data from each antenna is combined.

The device that makes makes this rearrangement is called a corner turner. The corner turner collects the data from each $F$ engine and outputs the exact same data grouped by frequency for further processing.

Our proof-of-concept telescope had all of its real-time processing on one computer, so the corner turner had nothing to do. Our second-generation telescope uses a 10 gigabit Ethernet switch as its corner turner. This will not scale well to very large devices, and we discuss the problem and a better solution in Chapter 13.

### 10.4. X or FFT correlator

For each frequency channel, the corner turner outputs the $W$ function equation (9.2) for each antenna. The correlator converts these data to visibilities, as described in Chapter 9. In a traditional interferometer, the device that does this is called an X engine; it outputs visibility data for each pair of antennas. In an FFT telescope, the device that does this is called an FFT engine; it outputs aggregated visibility data for each baseline.

In a simple $m \times n$ FFT telescope, the antennas are on a square grid, so the $\Delta x$ and $\Delta y$ values of the baselines cover the range from $(-m,-n)$ to $(m, n)$. This means that there are roughly four times as many baselines as there are antennas. The visibility on the baseline $(\Delta x, \Delta y)$ is the complex conjugate of the visibility on the baseline $(-\Delta x,-\Delta y)$, so one can be ignored and there are roughly twice as many outputs from the FFT engine as there are antennas. In a more complicated hierarchical Omniscope [52], there can be more baselines.

The visibilities computed by the correlator are averaged for a period of time and recorded for further processing to make maps of the sky. Map-making can be a complicated process and is mostly beyond the scope of this thesis. We assume that it will correct for an arbitrary frequency-dependent gain and phase error in the data from each antenna. This correction can be done using closure phase techniques (see, for example, [49]) and can also be done by taking advantage of the inherent redundancy in an FFT telescope [54].

### 10.5. Proof-of-concept 16-Antenna array

We have built two radio telescopes. The first is a proof-of-concept that we designed to build and deploy quickly and inexpensively. It was not a scalable design, but it was meant to teach us about the issues involved in constructing an FFT telescope.

To save time and development costs, we built this telescope entirely from off-the-shelf parts.

Our antennas were simple dual-polarization dipoles. They are designed to function from 120 MHz to 200 MHz and beyond, and each antenna contains an integrated 20 dB low-noise amplifier. The antennas and LNAs are an integrated unit designed for the Murchison Widefield Array (MWA), another Epoch of Reionization instrument being deployed in Australia. The MWA designed these antennas for simplicity and low cost; an antenna with its LNA is available with a short lead time for about $\$ 50$. The LNAs on these antennas output their signals on $50-\mathrm{ohm}$ coaxial cables, and they are powered by a DC bias voltage on the same cable. We used a Minicircuits bias tee to inject the bias voltage.

We used Universal Software Radio Peripherals (USRPs) from Ettus Research to digitize the signals. A USRP has a USB interface to communicate with a computer and several slots that connect to daughterboards. We attached two TVRX (i.e.
television receiver) daughterboards to each USRP. In this configuration, each USRP can receive two signals from coaxial cables; each signal is downconverted from an adjustable RF frequency to an IF of approximately 20 MHz and then digitized at 64 MSPS. The main bottleneck is the USB interface, which is rather slow. To fit within the USB data rate constraints, the USRP digitally filters the ADC output to a bandwidth of 4 MHz and downconverts to DC before sending to a computer. We connected each USRP to a dedicated Intel D201GLY2A single-board computer. A USRP, two TVRX boards, and the single-board computer cost around \$1000 and can receive two channels. This is far less than we would spend to design a customized solution. The receiver design is shown in Figure 10.5.

Each single-board computer was programmed to acquire data from its attached USRP and forward that data to a server for further processing. The server implemented an F engine, corner turner, and FFT correlator in software.

### 10.5.1. Phase locking and sample synchronization

The USRP has two problems that we needed to work around to make a usable interferometer. The first is that the TVRX receivers are television tuners soldered onto a USRP daughterboard. TV tuners are designed to receive faint signals at variable frequencies, but they are not meant to be used in a coherent antenna array. Each TVRX has its own local oscillator, and there is no reasonable way to synchronize them. As a result, each local oscillator introduces a time-dependent phase error into the data from the attached antenna.

We solved this problem by continuously measuring and correcting the phases. We injected an identical sine wave tone into each TVRX along with the signal from the antennas. We used the tone estimation algorithm in Section 11.2 to measure the phase of that sine wave as seen by each TVRX. We call the raw time-domain data from each TVRX $f_{i}(t)$ and the measured phase of the sine wave on each TVRX $\varphi_{i}(t)$. From these, we computed the corrected signal $f_{i}(t) e^{-i \varphi_{i}(t)}$. As long as each $\varphi_{i}(t)$ was slowly varying, this gave an excellent corrected signal for each channel.

The second problem was synchronization. The 64 MSPS sampling clocks in each ADC were all derived from the same clock, but USRPs start sampling when they turn on, which means that the first sample on one USRP would not be synchronized with the first sample on another USRP. We worked around this problem by calibrating the time offset on each USRP every time we turned on the array.

We first ran a coarse calibration by broadcasting a timing signal over the network to all of the computers using the IEEE 1588 Precision Time Protocol. By comparing the time at which each computer received a given sample number from its USRP, we could guess the time offset between USRPs to within a few microseconds.

After running the coarse calibration, we injected identical white noise signals into each USRP while running the phase calibration algorithm. This simulated a single point source in the sky directly overhead; therefore, in the absence of a
time offset, the visibilities on all baselines were real. By choosing one channel as a reference and computing the visibility between every other channel and that channel, we could fit the time offset from the visibility phases. This calibration was accurate to around 0.02 samples.
The reference tone and white noise were both generated by an Agilent N9310A signal generator I/Q modulated by an Ettus Research USRP2. The signal was distributed by a Minicircuits zero-phase splitter and injected into each input by a Minicircuits power combiner.

### 10.5.2. Deploying the proof of concept

We built our proof of concept telescope as a $3 \times 4$ array on the roof at MIT. The roof was a convenient location to assemble and debug the instrument, but it was useless for astronomy. Our roof has a direct line of sight to several FM radio transmitters on the roof of Boston's Prudential Tower. The FM radio band is around 100 MHz , which is close enough to our band of interest that our instrument had nowhere near the dynamic range needed to detect any sources in the sky over the interference from the FM radio.
We deployed the array in a $4 \times 4$ configuration for a few days at the National Radio Astronomy Observatory in Green Bank, WV. We were able to record signals, but even at the NRAO, interference from local sources was too much for the instrument. The low-noise amplifiers designed for the MWA were meant to be used in Western Australia, where there is essentially no radio interference. In West Virginia, they run in a nonlinear regime and have enough artifacts that it is difficult to recover useful information about faraway radio sources.

### 10.6. A SCALABLE SECOND-GENERATION TELESCOPE

Our second generation telescope is designed with three goals in mind.

- Decreased cost per analog channel. Our proof of concept array used around $\$ 500$ in parts per analog channel or $\$ 1000$ per antenna. (Each antenna has two channels, one for each polarization.) This is much higher than we would like in a large scale array. We are willing to spend more money designing components if that effort decreases the final cost of the array.
- Improved analog performance. Our original array could only take data on a 4 MHz band at any given time. It also required complicated workarounds for the phase and timing errors in the USRP receivers, and those workarounds were difficult to work with and introduced noise into our data. For the second generation device, we want higher bandwidth and a clean design that just works.
- Rapid deployment. We built our proof of concept array very quickly, and we are willing to spend longer on the second generation design. Nonetheless, we have a small team, and we want a working device in less time than it would take to design custom silicon or complicated digital devices.

The second generation of our telescope is based on custom hardware. Almost all of the hardware in our array is different from the proof-of-concept. In the proof of concept array, we used off-the-shelf parts. Off-the-shelf parts are useful when they are made in large enough volumes to be inexpensive and are a good match for what we need. The Intel single-board computer is a good example: duplicating even some of its functionality would be impossible for $\$ 80$ per unit. Small radio components are often on the opposite end of the spectrum. The Minicircuits bias tee, for example, costs more than $\$ 50$ and contains one capacitor and one inductor. Almost all of the cost comes from the packaging and the fact that it is probably assembled by hand. We therefore try to integrate all necessary functionality onto a small number of circuit boards, and we outsource the assembly of the boards to companies that can make them quickly and inexpensively in almost any volume.

We still use the antennas and low-noise amplifiers from the MWA. They perform well enough, the price is right at $\$ 50$, and if we need to replace them in the future, we can do so with only minimal changes to the rest of our design.

Near each antenna, we have a small line driver board. The line driver is a custom circuit board that injects 5 V to power the LNAs, notch-filters the signal between $88-108 \mathrm{MHz}$ to reduce FM radio interference, amplifies by 57 dB , converts the output to $75 \Omega$ impedance (losing $6-7 \mathrm{~dB}$ of power in the process) and outputs the signal for transmission to our receivers. We use $75 \Omega$ RG6 coaxial cable because it performs well and is widely used for cable television, so it is mass-produced, durable, and inexpensive. The line drivers costs about $\$ 30$ and we use two per antenna, one for each polarization.

Our ADCs and signal processing use hardware from the Center for Astronomy Signal Processing and Electronics Research (CASPER) at Berkeley University. We use two components from CASPER: a board called a ROACH and an ADC board that connects to the ROACH. The ROACH has four 10 gigabit Ethernet ports, a powerful FPGA, and a connector to attach one or two ADC boards. We attach a 64 -channel 64 MSPS 12 bit ADC board to each ROACH, although we run the ADCs at 50 MSPS due to clock speed limitations on the FPGA. Each ROACH costs around $\$ 5000$ (or less if discounted FPGA chips are available), the ADC costs $\$ 1600$, and the associated cabling costs another \$700.

With a maximum sampling frequency of 64 MSPS, directly sampling our signal would put us in at least the fifth Nyquist zone. Making that work well would be difficult at best. The alternative is to use some form of frequency conversion as described in Section 10.1.2.3.

As discussed in Section 10.1.2.2, a single-stage heterodyne receiver is unworkable at our frequencies. A multiple-stage heterodyne receiver would be more complex
and require expensive filters. To avoid those problems, we use I/Q demodulation. We designed a custom receiver board that accepts four channels at $75 \Omega$. It converts back to $50 \Omega$ (again losing 6-7 dB). It bandpass filters the signal between 120 and 180 MHz (a future design may extend to 200 MHz ) and has selectable gain between 9 and 40 dB . It demodulates the signal using an Analog Devices ADL5387 I/Q demodulator, which is available for a few dollars and covers the RF frequency range we need. It low-pass filters the I and Q outputs with a 20 MHz cutoff and sends the signal to the ADC board. I/Q demodulation increases our usable bandwidth from 25 MHz to 50 MHz at the cost of using two ADCs per channel, so the bandwidth of our array and thus overall survey performance per ADC is the same as with a heterodyne receiver. Each receiver costs about $\$ 375$ per channel.
10. Telescope hardware


Figure 10.5: Proof of concept receiver for each pair of channels

## 11. Time-DOMAIN CAPTURE AND ITS APPLICATIONS

In the process of testing, debugging, and calibrating our hardware, we often need to analyze the data from our ADCs in ways that are tedious to implement on FPGAs. We have developed powerful tools to capture the raw time-domain data from the ADCs and analyze it in software. This allows us to validate the processing done on the FPGAs and to do alternative calculations that can't be done by the F engine.
The simplest applications are to calculate the same things that the real correlator would calculate, but to do them in software. This allows us to compare a high-precision, easy-to-debug software implementation with the FPGA image that we use to take data. This has helped us test many stages of our signal chain and processing [55].

We can also use time-domain capture to develop other tests much more quickly than we could get them working in hardware. For example, we can send speciallycrafted signals into the ADCs to measure the nonlinearities in the ADC response.

One of the more interesting applications of time-domain capture is to characterize linear and frequency-shifting analog circuits in response to sine-wave input. The basic idea is generate a sine wave, put it through a splitter, use one output of the splitter as a reference and run the other through the device under test. The difference in the recorded amplitudes and phases of the signals at a given frequency will tell us the device's response. We have used this approach to measure crosstalk and to calibrate our I/Q demodulator. We will discuss the technique we use in Section 11.2.

### 11.1. Capturing data over a network

As discussed in above, our hardware is optimized to do most of its signal processing on FPGAs. These FPGAs average the data that they collect so that the data that gets sent to a computer is a tiny fraction of the total data collected.
To debug and characterize our system, we want that original data in the time domain, and we need to acquire continuous streams of data that are too large to fit in the FPGA's memory. We do this by selecting a few channels, arranging the data from those channels into packets, and streaming those packets onto 10 gigabit Ethernet. We need to do this in such a way that computer software can keep up with the data.
We format the raw data into UDP packets. Each packet starts with one byte identifying the payload format and a seven-byte sequence number indicating which bytes of the stream it contains. When we start acquiring data, the sequence number
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starts at zero, and it gets incremented by the payload size in 8-byte units in each subsequent packet. The remainder of the UDP packet is the payload, which comes in one of three formats.

If we acquire data from a single 8-bit 1 GSPS ADC, then each byte of payload is one sample from the ADC . This gives a data rate of 8 Gbps .

If we acquire data from two 8-bit 1 GSPS ADCs, we decimate each ADC's data by a factor of two on the FPGA. Each two-byte word in the payload is one sample from each ADC . This gives the same data rate of 8 Gbps .

If we acquire data from four 12-bit ADC channels running at 50 MSPS, as used in our telescope, the payload comes in 64-bit blocks. Each block contains one sample from each ADC we select, padded for convenience to 16 bits per sample. This gives a data rate of 3.2 Gbps. We could easily support more than four channels, but four has been enough so far.

All of these data rates ignore overhead from the protocol. Each packet has about 38 bytes of overhead from Ethernet frame headers and gaps, 20 bytes for the IPv 4 header, 8 bytes for the UDP header, and 8 bytes for the protocol header, for a total of 74 bytes of overhead. Even at a packet size of 1500 bytes, the overhead will not put us over 10 Gbps .

Each frame carries another kind of overhead, though. We are transmitting to a computer, and the computer needs to do some work for each incoming packet. To minimize the per-frame overhead, we send as large a payload as possible in each packet. Most 10 gigabit Ethernet hardware can handle 9 kB packets, but we are limited to about 8 kB due to buffering limits on the FPGA.

On the computer, we have a tool that receives a set number of bytes from the stream for later processing. We do not want to require a top-of-the-line computer to receive data without losing packets, so the program is designed to work as efficiently as possible.

When asked to receive some amount of data, the program allocates enough memory to store all of the captured data and immediately overwrites that memory. That ensures that any page faults needed to make the memory available happen before capturing data. Then the program opens a UDP socket, asks the kernel for a large buffer (to absorb some scheduling latency), and starts receiving packets using the most efficient available mechanism. On Linux, this is the recvmmsg system call, which allows a program to receive multiple packets of data at once. The program validates the sequence number of each received packet and aborts if any are lost.

Once the acquisition is complete, the program uses SSE4. 1 vector instructions to correct the endianness of the data and validate the padding bits. It then saves the raw data to disk or makes it available for our analysis pipeline, in either case taking care to avoid excessive memory allocation or unnecessary page cache pressure. We have basic tools to save the data in raw format, as an ASCII table, or in more specialized formats for processing in MATLAB or Python.

### 11.2. Tone estimation

When characterizing and debugging our electronics, we often want to create models that describe the response of some part of our system. The behavior of most of our electronics depends, intentionally or otherwise, on the input frequency, so our models express system response as a function of input frequency.

An easy way to measure frequency dependence is to send some input (shaped noise, for example) that covers the frequency band of interest and then to work in the frequency domain. Since our correlator already generates frequency-domain output, we can do a lot of analysis on the output of our correlator in response to different test sources. In practice, however, this can be awkward for several reasons:

- Well-characterized, easily adjustable tone generators are inexpensive; most inexpensive noise sources have very low, fixed output power.
- Some of our electronic devices are nonlinear and we risk confusing different frequencies if we cover our entire bandwidth at once.
- If we inject noise, then we need either careful statistical analysis or very high powers to distinguish the intentionally injected noise from parasitic noise in our circuit.

In many cases, we can do better by sending a single tone into our system, characterizing the response to that tone, and repeating the experiment at different frequencies.

The tones generated by a signal generator are not quite sine waves as seen by another electrical device. The amplitude varies slightly over time, and more importantly, the phase drifts. Even if our tone source were perfect, the clock on our ADCs is not, so as seen by an $A D C$, the phase of any sine wave drifts measurably over even short periods of time (see Figure 11.1). This means that a measured sine wave $s$ might look like

$$
\begin{aligned}
s(t) & =A(t) \cos (\omega t+\varphi(t))+n(t) \\
& =\operatorname{Re}\left[\tilde{A}(t) e^{-i \omega t}+n(t)\right]
\end{aligned}
$$

where $\omega$ is the nominal frequency, $A$ and $\varphi$ are some functions that are slowly varying compared to $\omega t$, $n(t)$ is additive noise, and $\tilde{A}(t)=A(t) e^{-\varphi(t)}$ is the complex amplitude of the sine wave. We can usually assume that we know $\omega$ exactly, since any small error in $\omega$ is equivalent to a small additional time dependence in $\varphi$. Our goal is to reconstruct $\tilde{A}$ from $s$.

To do this, we first find $\omega$. In many cases, $\omega$ is already known, but Fouriertransforming $s$ and looking for the maximum value in some range of interest will also give a good estimate.
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Recovering the phase of $s$ is slightly tricky: $s(t)$ is a real number and any algorithm that can find its phase will have to recognize its structure on a scale of a few cycles. The process is easiest to understand in terms of complex exponentials. We can rewrite $s$ as

$$
s(t)=\frac{A(t)}{2} \exp [i \omega t+i \varphi(t)]+\frac{A(t)}{2} \exp [-i \omega t-i \varphi(t)]+n(t) .
$$

We want to separate out the positive and negative frequencies, so we re-scale and frequency-shift the signal to obtain

$$
\begin{align*}
& 2 s(t) \exp [-i \omega t]  \tag{11.1}\\
= & A(t) \exp [i \varphi(t)]+A(t) \exp [-2 i \omega t-i \varphi(t)]+2 n(t) \exp [-i \omega t] . \tag{11.2}
\end{align*}
$$

Then we apply a low-pass filter to eliminate the second term and reduce the effect of the noise. We want this filter to have several properties. It must reject the frequency $2 \omega$ strongly enough to eliminate the second term of equation (11.1). This requirement is critical; the tone estimation algorithm does not work at very low frequencies. The filter should be wide enough that it does not destroy the structure of $A$ and $\varphi$ - any details on a time scale smaller than the inverse bandwidth of the filter will get washed out. This is equivalent to saying that the filter needs to be wide compared to the actual observed bandwidth of the signal so that it does not remove part of the signal. The filter should have a flat phase response and as flat an amplitude response as possible in the range over which the frequency of $s$ will drift. Such filters are relatively easy to construct - any symmetric FIR filter will have a flat phase response, standard windowing algorithms can give reasonably short filters that have an appropriately flat amplitude response, and the overlap-add FIR filtering algorithm is extremely fast. It is critical that the filter attenuates a signal at $2 \omega$ strongly so that the second term is removed. Beyond these constraints, the narrower the filter can be, the more of the noise $n$ it will remove. With the equipment we use, a bandwidth of 10 kHz or so is more than wide enough to capture our test signals while keeping unwanted noise under control.

If we normalize the filter so that a DC signal is passed with no change in amplitude and write it as LPF, then the result of the filter is

$$
\begin{aligned}
\hat{\tilde{A}}(t) & =\operatorname{LPF}[2 s(t) \exp [-i \omega t]] \\
& \approx A(t) \exp [i \varphi(t)]+\operatorname{LPF}[2 n(t) \exp [-i \omega t]] \\
& =\tilde{A}(t)+\operatorname{LPF}[2 n(t) \exp [-i \omega t]] .
\end{aligned}
$$

The function $\hat{\tilde{A}}(t)$ is an estimator of the complex amplitude $\tilde{A}$. It magnitude is biased by noise and by any variability in the filter gain in the passband. The former effect is often very small and can be corrected if necessary by measuring the noise,


Figure 11.1: The phase of a TTi TGR2050 signal generator drifts measurably relative to our ADC clock over periods of a few ms , while the amplitude is more stable. Both are measured with the tone estimation algorithm.
and the latter effect can be made as small as desired by using a flatter filter. The magnitude $\hat{A}(t)=|\hat{\tilde{A}}(t)|$ and phase $\hat{\varphi}(t)=\arg \hat{\tilde{A}}(t)$ are estimators of $A$ and $\varphi$ respectively.
The amplitude estimator can be used directly if the input tone power is known, but the phase is only useful for relative measurements. This is unavoidable because our choice to multiply by $\exp [-i \omega t]$ was arbitrary: there is nothing special about $t=0$ and we could just as easily have multiplied by $\exp [-i \omega t+\delta]$ for any $\delta$.

## 12. REAL-WORLD EFFECTS

There are many real-world effects that change the idealized model of our radio telescope discussed in the previous chapters. This chapter discusses how we measure and correct for some of them.

### 12.1. Crosstalk

In theory, each antenna and analog signal chain operates independently of the others. We rely on this when we calculate visibilities - aperture synthesis assumes that correlations between antennas result from sources in the sky. If we have sources of noise that are correlated between channels or if signals from one channel leak into another, the resulting correlations will degrade our final image.
Crosstalk, the leakage of signals from one channel to another, is difficult to avoid completely. We need to build a very large number of identical analog signal chains, and for cost- and space-efficiency, we need to pack them close together. All radio-frequency electronics radiate and absorb at least some radiation, and radiation emitted from one signal chain does not have to travel far to affect another signal chain. This couples all of our channels together and introduces correlations in the signal we measure that can, if strong enough, corrupt our image of the sky.
We can mitigate the effects of crosstalk in several ways. We can reduce it by shielding or design changes; we can try to characterize it very precisely and undo its effect digitally, and we can adjust the signal chain to change the crosstalk into a less damaging form. Doing any of these requires us to understand the sources and strength of crosstalk.

### 12.1.1. Measuring crosstalk

To a very good approximation, crosstalk is a linear time-invariant effect. Cross-talk will couple each frequency between channels independently of any other frequency, and the coupling is characterized by a gain and phase. If we look at the signal at any stage of our signal chain as a vector of complex numbers, one for each channel at a particular frequency, then the crosstalk will be a matrix. More generally, our telescope consists of a number of amplifiers, wires, filters, and so on, all of which are, in principle, identical on each channel. Each of these stages ideally multiplies the signal vector by a scalar, and the effect of crosstalk is to multiply by a matrix instead. All of the scalars commute with all of the crosstalk, so we can think of the cumulative effect of crosstalk as multiplying the ideal signal we would record
by a single matrix. If we call the matrix $C$, then the recorded signal is $\vec{s}^{\prime}=C \vec{s}$, where $\vec{s}$ is the ideal (complex) signal we would record in the absence of crosstalk. $C$ is difficult to measure directly because we do not have direct access to the ideal signal $\vec{s}$.

We can measure a related quantity by sending test signals into one channel of our signal chain at a time. Any matrix $C$ with nonzero diagonal elements can be written

$$
C=C^{(1)} D,
$$

where $D$ is diagonal and all of the diagonal entries of $C^{(1)}$ are 1 . If we inject a signal into channel $j$ of our system and put nothing into the other channels, then the signal we would measure in the absence of crosstalk would be zero for all channels other than $j$. Because $D$ is diagonal, this means that $(D \vec{s})_{k}=D_{k k} s_{k}=0$ for all $k \neq j$. If we measure the actual response $\vec{s}^{\prime}$ on channels $j$ and $k$, then we have

$$
\begin{aligned}
s_{j}^{\prime} & =C_{j j}^{(1)} D_{j j} s_{j}=D_{j j} s_{j} \\
s_{k}^{\prime} & =C_{k j}^{(1)} D_{j j} s_{j}
\end{aligned}
$$

and we can divide to obtain

$$
C_{k j}^{(1)}=\frac{\vec{s}_{k}^{\prime}}{\vec{s}_{j}^{\prime}} .
$$

If the crosstalk is small, it can be difficult to make this measurement with a noise source: the noise injected into channel $j$ shows up on channel $k$ with its power decreased by a factor of $\left|C_{k j}\right|^{2}$, and if that factor is high enough, then additive noise on channel $k$ will interfere with the measurement. We can minimize this effect by injecting a sine wave $\operatorname{Re}\left[\tilde{A}_{j}(t) e^{i \omega t}\right]$ into channel $j$ and using the technique in Section 11.2 to estimate $\tilde{A}_{j}(t)$ and the complex amplitude $\tilde{A}_{k}(t)$ of the signal coupled into channel $k$. This works well as long as crosstalk occurs on much shorter timescales than the reciprocal of the tone estimator's filter bandwidth. ${ }^{1}$ The simplest way to calculate the crosstalk is to averaging $\hat{\tilde{A}}_{k} \hat{\tilde{A}}_{j}^{-1}$ over time.

We prefer to calculate the crosstalk somewhat differently. The tone estimator is time-dependent but linear. The estimated input signal $\hat{\tilde{A}}_{j}$ is the signal from the tone generator plus some noise that makes it through the tone estimator's filter. The signal-to-noise ratio will be excellent because the signal power is high and the filter is narrow. The estimated coupled signal $\hat{\tilde{A}}_{k}$ is the crosstalk $C_{k j}^{(1)} \tilde{A}_{j}$ plus noise. The signal-to-noise ratio of $\hat{\tilde{A}}_{k}$ can be very low; in many cases, the coupled

[^12]signal can be far smaller than even the small amount of noise that survives the filter. Nevertheless, because $\tilde{A}_{j} \approx \hat{\tilde{A}}_{j}$ with extremely small error, we can estimate $C_{k j}^{(1)}$ as the projection
\[

$$
\begin{equation*}
\hat{C}_{k l}^{(1)}=\frac{\left\langle\hat{\tilde{A}}_{j}^{*} \hat{\tilde{A}}_{k}\right\rangle}{\left.\left.\langle | \hat{\tilde{A}}_{j}\right|^{2}\right\rangle}, \tag{12.1}
\end{equation*}
$$

\]

where $\langle\cdot\rangle$ indicates the average over the duration of the experiment. This estimator is sensitive to only one of the $n$ possible noise modes, so the effective noise power is reduced by a factor of the number of samples recorded. We can reject 80 dB of noise with $10^{8}$ samples, which takes two seconds at 50 MSPS. This is the sharpest possible filter and is essentially the same technique that a lock-in amplifier would use to measure the cross-talk at the ADC input. This gives similar results to averaging $\hat{\tilde{A}}_{k} \hat{\tilde{A}}_{j}^{-1}$, but it somewhat more efficient and it is easier to understand in terms of noise modes.

We only get the answer at one frequency at a time, but we can automatically sweep the sine wave to get measurements of $C_{k j}^{(1)}$ at any number of frequencies and repeat the process for each pair $(j, k)$, we can measure the entire matrix $C^{(1)}$ one element at a time.
This leaves an unknown degree of freedom $D$, but this is not a problem. First, unless the circuit has enormous crosstalk, $D$ is probably very close to the identity. Second and more importantly, $D$ is indistinguishable from some gain and phase error that differs for each signal chain, and we already have calibration techniques that can handle that type of error as discussed in Section 10.4.

If we capture more than one channel at a time, we can speed up the computation. The most computationally intensive step is the low-pass filter in the tone estimator, and we can reduce the number of filter evaluations needed. Our crosstalk estimate is

$$
\begin{align*}
\hat{C}_{k l}^{(1)} & =\frac{\left\langle\hat{\tilde{A}}_{j}^{*}(t) \cdot \operatorname{LPF}\left[2 s_{k}^{\prime}(t) e^{-i \omega t}\right]\right\rangle}{\left.\left.\langle | \hat{\tilde{A}}_{j}\right|^{2}\right\rangle}  \tag{12.2}\\
& =\frac{\left\langle\hat{\tilde{A}}_{j}^{*}(t) \cdot\left(\operatorname{LPF}\left[c \hat{\tilde{A}}_{j}(t)+\text { orthogonal terms }\right]\right)\right\rangle}{\left.\left.\langle | \hat{\tilde{A}}_{j}\right|^{2}\right\rangle} \text { for some } c  \tag{12.3}\\
& \left.\left.\approx c\left\langle\hat{\tilde{A}}_{j}^{*}(t) \operatorname{LPF}\left[\hat{\tilde{A}}_{j}(t)\right]\right\rangle\langle | \hat{\tilde{A}}_{j}\right|^{2}\right\rangle^{-1}  \tag{12.4}\\
& =c . \tag{12.5}
\end{align*}
$$

We can calculate $\hat{\tilde{A}}_{j}^{*}(t)$ and $\left.\left.\left\langle\hat{\tilde{A}}_{j}^{*}(t) \operatorname{LPF}\left[\hat{\tilde{A}}_{j}(t)\right]\right\rangle\langle | \hat{\tilde{A}}_{j}\right|^{2}\right\rangle^{-1}$ with two filter applications, and we can calculate $c$ for any number of $k$ channels by much less expensive projections.

We can use the ability to measure $C^{(1)}$ to track down sources of crosstalk. If we bypass different parts of our signal chain by injecting the sine wave into different places, we can find the bad parts of the signal chain. The worst source we have found so far turned out to be a cable that connected the ADC chips to the receiver boards.

There are signal processing techniques we can use to reduce the effect of the remaining crosstalk on our data.

### 12.1.2. Canceling crosstalk

We can correct for crosstalk in real time by multiplying the X or FFT engine input by $\left(C^{(1)}\right)^{-1}$.

If we compute all visibilities with a full X engine, as opposed to aggregating by baseline with an FFT engine, we can also correct for crosstalk when we post-process the the output of the correlator. We assume here that $D=1$; standard calibration techniques will correct for the diagonal part of the error.

At any particular frequency, suppose that the visibilities in the absence of crosstalk are $V_{i j}$. The signals before crosstalk are $\vec{s}_{i}$, so $V=\mathbb{E}\left[\vec{s} \vec{s}^{\mathrm{T}}\right]$. With crosstalk, we see

$$
\begin{aligned}
V^{\prime} & =\mathbb{E}\left[C^{(1)} \vec{s} \vec{s}^{\mathrm{T}}\left(C^{(1)}\right)^{\mathrm{T}}\right] \\
& =C^{(1)} \mathbb{E}\left[\vec{s} \vec{s}^{\mathrm{T}}\right]\left(C^{(1)}\right)^{\mathrm{T}} \\
& =C^{(1)} V\left(C^{(1)}\right)^{\mathrm{T}}
\end{aligned}
$$

instead. We can correct the visibility matrix by computing

$$
\begin{equation*}
V=\left(C^{(1)}\right)^{-1} V\left(C^{(1)}\right)^{-\mathrm{T}} \tag{12.6}
\end{equation*}
$$

This allows us to measure $C^{(1)}$ and correct it even after taking data. This technique does not work for FFT engine data because we do not have access to the individual elements of $V^{\prime}$.

### 12.1.3. Phase switching

Alternatively, we can use a technique called phase switching in the analog signal chain to reduce the impact of crosstalk on the estimated visibilities. The idea behind phase switching is to scramble the analog signal as early as possible and undo the
scrambling digitally. If most of the crosstalk happens on the scrambled part of the signal, then the crosstalk will look different from a real sky signal.
The simplest kind of scrambling to use is to physically multiply each analog channel $i$ by a time-dependent real number $q_{i}^{\prime}(t)$. After digitizing the channel, the digital logic will divide by $q_{i}(t)$, canceling the effect. (Ideally $q^{\prime}=q$, but the multiplication is done by an analog device and there will be some error.) To simplify the analysis, we assume that each $q(t)$ and $q^{\prime}(t)$ is constant over each window transformed by the F engine. If all of the crosstalk happens after multiplying the signal by $q^{\prime}$, then the correlation between channels $i$ and $j$ in the frequency domain after dividing by $q$ is

$$
\begin{aligned}
V_{i j}^{\prime} & =\left\langle q_{i}^{-1}\left(q_{i}^{\prime} s_{i}+q_{j}^{\prime} C_{i j}^{(1)} s_{j}\right)^{*} q_{j}^{-1}\left(q_{j}^{\prime} s_{j}+q_{i}^{\prime} C_{j i}^{(1)} s_{i}\right)\right\rangle \\
& \left.=\left.\left\langle\frac{q_{i}^{\prime} q_{j}^{\prime}}{q_{i} q_{j}} s_{i}^{*} s_{j}+\frac{q_{i}^{\prime 2}}{q_{i} q_{j}} C_{j i}^{(1)}\right| s_{i}\right|^{2}+\frac{q_{j}^{\prime 2}}{q_{i} q_{j}} C_{i j}^{(1)}\left|s_{j}\right|^{2}+\frac{q_{i}^{\prime} q_{j}^{\prime}}{q_{i} q_{j}}\left(C_{i j}^{(1)}\right)^{*} C_{j i}^{(1)} s_{j}^{*} s_{i}\right\rangle .
\end{aligned}
$$

If the $q$ functions are chosen so that

$$
\begin{equation*}
\left\langle\frac{q_{i}^{\prime 2}}{q_{i} q_{j}}\right\rangle=\left\langle\frac{q_{j}^{\prime 2}}{q_{i} q_{j}}\right\rangle=0, \tag{12.7}
\end{equation*}
$$

then the first-order terms average to zero. If the analog multipliers are perfect, then $q=q^{\prime}$. In this case, there is a simple way to satisfy equation (12.7): make each $q_{i}$ an independently random sequence of +1 and -1 , changing every few F engine windows. Switching the multipliers between +1 and -1 is called phase switching. Each F engine cycle makes $\frac{{q_{i}^{\prime}}_{i}^{2}}{q_{i} q_{j}}$ equal +1 or -1 with equal probability, so the first-order effect of crosstalk on visibility falls as $N^{-1 / 2}$ where $N$ is the number of phase switches averaged.

The cancellation can be sped up by making each $q_{i}$ periodic and selecting the periodic sequences for each $i$ so that they are all mutually orthogonal. This way the cancellation is exact after any integral number of periods. The $q_{i}$ sequences can be Walsh codes, for example.
Both of these constructions are robust against imperfect analog multiplication. Suppose that $q_{i}^{\prime}=a q_{i}+b$ where $a \approx 1$ and $b \approx 0$. Then the first-order coefficients have the form

$$
\frac{q_{i}^{\prime 2}}{q_{i} q_{j}}=\frac{\left(a q_{i}+b\right)^{2}}{q_{i}} q_{j}^{-1} .
$$

In the random case, $q_{j}^{-1}$ is independent of the other factor and $\left\langle q_{j}^{-1}\right\rangle=0$ so the first-order error still averages away. In the case where $q_{i}$ and $q_{j}$ are orthogonal sequences, let $\vec{c}$ be the vector of values that $q_{i}$ cycles through and $\vec{d}$ be the vector of values that $q_{j}$ cycles through. Let $n$ be the length of the vectors. Then after a
single cycle,

$$
\left\langle\frac{q_{i}^{\prime 2}}{q_{i} q_{j}}\right\rangle=\frac{1}{n}\left[\left(a^{2}+b^{2}\right) \vec{c}+2 a b\right] \cdot \vec{d} .
$$

This is identically zero if $\vec{c}$ and $\vec{d}$ are orthogonal and the average value of $\vec{d}$ is zero. Therefore, using orthogonal periodic phase switching sequences works even if the multipliers behave differently for each channel and for +1 and -1 as long as all of the sequences are orthogonal to the sequence of all ones. A complete set of Walsh codes should not be used: the all ones vector should be omitted.

Phase switching was invented by Martin Ryle, and our phase switching design is described in detail in [53]. It works equally well with an X or FFT engine.

### 12.2. I/Q imbalance and Quadrature phase errors

Our telescope design uses I/Q demodulation as described in Section 10.1.2.3 to downconvert the RF signal before digitization.

The I/Q demodulator we use takes a single local oscillator signal at $2 \omega_{0}$, divides it into two signals at $\omega_{0} 90^{\circ}$ apart, and multiplies by them. Then it passes both signals through similar low-pass filters. This is different from an ideal I/Q demodulator in two main ways.

- Quadrature phase error. The local oscillator-derived carriers $\cos \left(-\omega_{0} t\right)$ and $\sin \left(-\omega_{0} t\right)$ may not differ by exactly 90 degrees. In practice, they seem to differ by a stable phase for any particular $\omega_{0}$.
- Mismatched filters. The two low-pass filters might be different. In particular, they might have different frequency-dependent gains and phases. (We can lump differing amplitudes of the carriers into this error as well.)

We can analyze and measure these errors in terms of a few parameters. The quadrature phase error is a single angle $\varphi$ such that, instead of multiplying by $\sin \left(-\omega_{0} t\right)$, the second mixer multiplies by $\sin \left(-\omega_{0} t+\varphi\right)$. The filter mismatch can be modeled as a second filter applied to $Q$ with gain response $g(\omega)$ and phase response $\theta(\omega)$. Since $Q$ is a real signal, $g(\omega)$ must be even and $\theta(\omega)$ must be odd.

This parametrization is useful for understanding an I/Q demodulator and validating our calibration. In our telescope, we use a more general model that accounts for other types of linear errors that violate these assumptions. We can correct these errors in real-time or, with an X engine, after taking data.

### 12.2.1. Quadrature phase and filter mismatch parameters

The net effect of these errors is not a linear time-independent function on the complex signal $I(t)+i Q(t)$ : it mixes non-trivially between positive and negative frequencies. It can still be treated analytically in the frequency domain, but, in our
experience, this results in an awkward and inefficient method for measuring $\varphi, g$, and $\theta$.

Instead, we work in the time domain and consider the effect of these errors on inputs consisting of a single tone. Suppose that we send a signal

$$
B \cos \left(\left(\omega+\omega_{0}\right) t+\delta(t)\right)
$$

into our receiver. We do not phase-lock our signal generator to the ADC, so $\delta(t)$ is some slowly-varying phase error. In general, the amplitude $B$ of the signal is also unknown, but we will not need the overall amplitude.

Suppose that the LPF has gain $h_{\text {LPF }}$ and phase $\varepsilon_{\text {LPF }}$ at the frequency $\omega$. Our model pushes all of the errors into the $Q$ terms, so the $I$ output will be

$$
\begin{aligned}
I(t) & =\operatorname{LPF}\left[\frac{A}{4}\left(e^{-i \omega_{0} t}+e^{i \omega_{0} t}\right)\left(e^{i\left(\omega+\omega_{0}\right) t+\delta(t)}+e^{-i\left(\omega+\omega_{0}\right) t-\delta(t)}\right)\right] \\
& \approx A h_{\mathrm{LPF}} \cdot \frac{1}{4}\left(e^{i\left(\omega t+\delta(t)+\varepsilon_{\mathrm{LPF}}\right)}+e^{-i\left(\omega t+\delta(t)-\varepsilon_{\mathrm{LPF}}\right)}\right) \\
& =A h_{\mathrm{LPF}} \cdot \frac{1}{2} \cos \left(\omega t+\delta(t)+\varepsilon_{\mathrm{LPF}}\right) \\
& =A h_{\mathrm{LPF}} \cdot \frac{1}{2} \cos \left(|\omega| t+\left[\delta(t)+\varepsilon_{\mathrm{LPF}}\right] \operatorname{sgn}(\omega)\right)
\end{aligned}
$$

We assume that the LPF's response $h_{\mathrm{LPF}} e^{i \varepsilon_{\mathrm{LPF}}}$ is independent of $\delta$. The other terms will be so far from the passband as to be negligible. On the other hand, $Q$ will be affected by all of the errors. The observed output will be

$$
\begin{aligned}
& Q^{(\text {meas })}(t) \\
= & \operatorname{ERR} \circ \operatorname{LPF}\left[\frac{A}{4 i}\left(e^{-i \omega_{0} t+\varphi}-e^{i \omega_{0} t-\varphi}\right)\left(e^{i\left(\omega+\omega_{0}\right) t+\delta(t)}+e^{-i\left(\omega+\omega_{0}\right) t-\delta(t)}\right)\right] \\
= & A \cdot \operatorname{ERR}\left[h_{\mathrm{LPF}} \cdot \frac{1}{4 i}\left(-e^{i\left(\omega t+\delta(t)+\varphi+\varepsilon_{\mathrm{LPF}}\right)}+e^{-i\left(\omega t+\delta(t)+\varphi-\varepsilon_{\mathrm{LPF}}\right)}\right)\right] \\
= & A h_{\mathrm{LPF}} g(\omega)\left[\frac{1}{2} \sin \left(\omega t+\delta(t)+\varphi+\theta(\omega)+\varepsilon_{\mathrm{LPF}}\right)\right] \\
= & A h_{\mathrm{LPF}} g(\omega)\left[\frac{1}{2} \cos \left(\omega t+\delta(t)+\varphi+\theta(\omega)+\varepsilon_{\mathrm{LPF}}-\pi / 2\right)\right] \\
= & A h_{\mathrm{LPF}} g(\omega)\left[\frac{1}{2} \cos \left(|\omega| t+\left[\delta(t)+\varphi+\theta(\omega)+\varepsilon_{\mathrm{LPF}}-\pi / 2\right] \operatorname{sgn}(\omega)\right)\right] .
\end{aligned}
$$

We are again assuming that $\delta$ has no effect on the filter mismatch error ERR.
Using time-domain capture as described in Section 11.2, we can estimate the time-dependent complex amplitudes $\tilde{A}_{I}$ and $\tilde{A}_{Q}$ of the cosines wave at frequency

## 12. Real-world effects

$|\omega|$ recorded in $I$ and $Q^{\text {(meas) }}$. The magnitudes are

$$
\begin{aligned}
\left|\tilde{A}_{I}(t)\right| & =\frac{A h_{\mathrm{LPF}}}{2} \text { and } \\
\left|\tilde{A}_{Q}(t)\right| & =\frac{A h_{\mathrm{LPF}}}{2} g(\omega) ;
\end{aligned}
$$

their ratio is $g(\omega)$. The phases are (up to an unknown but identical constant)

$$
\begin{aligned}
\arg \tilde{A}_{I}(t) & =\delta(t)+\varepsilon_{\mathrm{LPF}} \operatorname{sgn}(\omega) \text { and } \\
\arg \tilde{A}_{Q}(t) & =\delta(t)+\left(\varphi+\varepsilon_{\mathrm{LPF}}+\theta(\omega)-\pi / 2\right) \operatorname{sgn}(\omega) ;
\end{aligned}
$$

their difference is $(\varphi+\theta(\omega)-\pi / 2) \operatorname{sgn}(\omega)$. To correct for the sign flip and $\pi / 2$ term, we can compute

$$
B= \begin{cases}i\left\langle\hat{\tilde{A}}_{I}^{-1}(t) \hat{\tilde{A}}_{Q}(t)\right\rangle & \text { if } \omega>0 \\ i\left\langle\tilde{\tilde{A}}_{I}^{-1}(t) \tilde{\tilde{A}}_{Q}(t)\right\rangle^{*} & \text { if } \omega<0\end{cases}
$$

where $\langle\cdot\rangle$ is the time average. Then $|B|$ is an estimator for $g(\omega)$ and $\arg B$ is an estimator for $\varphi+\theta(\omega)$. By repeating for different values of $\omega$, we can obtain accurate estimates of $g(\omega)$ and $\varphi+\theta(\omega)$ as functions of $\omega$. Because $\varphi$ is constant and $\theta$ is odd, we can fit them separately from $\arg B$.

### 12.2.2. Generalized I/Q calibration

We can unify all three errors $g, \theta$, and $\varphi$ as matrices in the frequency domain. For any $\omega>0$, if we inject a signal with complex amplitude $\tilde{A}_{+}$at frequency $+\omega$ and a signal with complex amplitude $\tilde{A}_{-}$at frequency $-\omega$, then the ideal response of the $I / Q$ demodulator is

$$
\left[\begin{array}{c}
\tilde{I}^{(\text {ideal })} \\
\tilde{Q}^{\text {(ideal) }}
\end{array}\right]=\left[\begin{array}{cc}
1 & 1 \\
-i & i
\end{array}\right]\left[\begin{array}{c}
\tilde{A}_{+} \\
\tilde{A}_{-}
\end{array}\right] .
$$

The effect of the $g, \theta$, and $\varphi$ errors is to change the response to

$$
\begin{align*}
{\left[\begin{array}{c}
\tilde{I} \\
\tilde{Q}
\end{array}\right] } & =\left[\begin{array}{cc}
1 & 1 \\
-i g e^{i \varphi+i \theta} & i g e^{i \varphi-i \theta}
\end{array}\right]\left[\begin{array}{l}
\tilde{A}_{+} \\
\tilde{A}_{-}
\end{array}\right]  \tag{12.8}\\
& =E\left[\begin{array}{cc}
1 & 1 \\
-i & i
\end{array}\right]\left[\begin{array}{c}
\tilde{A}_{+} \\
\tilde{A}_{-}
\end{array}\right] \tag{12.9}
\end{align*}
$$

where $E(\omega>0)$ is a $2 \times 2$ matrix characterizing the $\mathrm{I} / \mathrm{Q}$ demodulator error. This means that all three errors just multiply the pair $I$ and $Q$ by a matrix $E$. As long as $\varphi$ is small, $E$ is far from singular.

We can measure $E$ in a more general model. Injecting a tone at $+\omega$ is equivalent to setting $\tilde{A}_{+}=a_{+} e^{i \xi_{+}}$and $\tilde{A}_{-}=0$ and injecting a tone at $-\omega$ is equivalent to


Figure 12.1: One of our receiver's I/Q calibration data nearly fits our model. This is the amplitude and phase of $B$. The quadrature phase error is the dashed line; it is close to o. 5 degrees as specified by Analog Devices. The apparent $g$ and $\theta$ are not quite odd; the deviation may be due to the two multipliers in the ADL5387 demodulator having slightly different frequency responses. Data near DC is omitted because our ADCs cannot handle very low frequencies. The points on this plot were measured in random order and were not smoothed in any way; tone estimation produces very clean results.
setting $\tilde{A}_{-}=a_{-} e^{i \xi_{-}}$and $\tilde{A}_{-}=0$ for some amplitudes $a_{ \pm}$and phases $\xi_{ \pm}$. If the tone generator is well-calibrated, then $a_{ \pm}$are known. Because the phases drift over time, $a_{ \pm}$and $\xi_{ \pm}$are slowly-varying functions of time.

We have no concept of overall phase, so $\xi_{ \pm}$are unknown. We can assume that, in any measurement taken with the $\mathrm{I} / \mathrm{Q}$ demodulator, the phase of the $I$ channel is correct. We therefore remove two degrees of freedom by forcing $E_{11}$ and $E_{12}$ to be positive real numbers. One of these degrees of freedom is unnecessary: it just affects the global phase offset of the I/Q demodulator. The other allows positive and negative frequencies to have different relative phases; this will not affect our telescope at all because, once I/Q demodulation is done, we treat positive and negative frequencies completely independently.

Under these constraints, we can solve for $E$ directly by using tone estimation to measure the (time-dependent) $\tilde{I}$ and $\tilde{Q}$ responses to the positive- and negativefrequency input signals. The measured magnitudes of $\tilde{I}$ tell us the top row of $E$, the measured phases of $\tilde{I}$ tell us $\xi_{ \pm}$, and we can read off the bottom row of $E$ from the measured values of $\tilde{Q}$. As before, we do this using tone estimation and averaging the measurements over time.

This generalization is equivalent to allowing $g$ and $\theta$ to be general functions instead of odd functions and adding an additional parameter to characterize the frequency-dependent gain error on $I$. This captures mismatched frequency responses in the inputs of the I and Q mixers as well as the matching part of the output filter responses.

### 12.2.3. Correcting I/Q errors

If we know the matrix $E(\omega)$ in advance, either by measuring it directly or by solving equations (12.8) and (12.9), then we can correct it in the $F$ engine. We convert $I$ and $Q$ to the frequency domain independently and keep only the positive frequencies of the result. Then, for each frequency $\omega$, we multiply the result by

$$
\left(E(w)\left[\begin{array}{cc}
1 & 1 \\
-i & i
\end{array}\right]\right)^{-1}
$$

to recover the positive and negative frequency components.
If we treat the $I$ and $Q$ channels as separate antennas, then this correction has exactly the same form as crosstalk between channels, except that the diagonal part is not close to 1 . If we use an X engine, then we can correct it after taking data using the technique in Section 12.1.2.

## 13. The Butterfly Network



Figure 13.1: Toy example of how the $N=8$ corner turning problem could be solved using moving parts, with 8 devices simultaneously transmitting data into the 8 red/dark grey links on the left and 8 other devices receiving data from the 8 green/light grey links on the right. After 8 successive $45^{\circ}$ rotations of the right wheel, all input devices have transmitted the required data to all output devices.

So far, we have discussed two significant costs of a radio telescope: the cost per antenna of the analog hardware and the cost of the required computation as a function of the size of the array. Using off-the-shelf parts, we can get the cost per antenna low enough for a large array, and with the FFT correlation engine the computation cost can be made to scale as $O(N \log N)$.
We have ignored a third cost that becomes important in very large instruments, though: the cost of moving data. The difficult part is what is known as the corner turning problem. Each ADC and F engine produces a stream of data, and all of that data needs to be rerouted to the X, FFT, or MOFF engine that processes data at each frequency. The problem is essentially that of rapidly transposing a matrix that is too large to store on one single device: each correlator engine needs to see some frequency slice of the data from each antenna in the array. Suppose
that the output of each $F$ engine is a stream of samples from each of $M$ separate frequency channels. ${ }^{1}$ If we imagine all this data arranged in an $N \times M$ matrix, then each row of the matrix comes from one F engine. However, the subsequent computation of UV plane visibilities needs to combine information from all $N$ antennas, separately for each frequency, i.e. each column of the matrix needs to be processed separately. Transposing this matrix is called corner turning. Regardless of the correlator design used, the amount of computation of required for the second stage is at least proportional to $N$, so we need $M \gtrsim N$ channels to distribute the computation. In either case, the corner turning is a major bottleneck, since transferring data between all $N \times M$ pairs of first-stage and second-stage devices requires moving the entire contents of the matrix across a large network. For example, for an $N=64 \times 64$ dual polarization array sampling at 400 MHz , the corner turner has to route about 13 terabytes per second. Once this bottleneck has been passed and the second stage has been completed, however, the resulting sky maps (or their Fourier transforms) can be time-averaged, dramatically reducing the data rate to manageable levels.

Modern radio telescopes have typically adopted one of the following solutions to the corner turning problem:

1. Writing the entire matrix to a single, extremely fast, giant memory module where it can be read out transposed, or using some other device with size $O\left(M^{2}\right)$, for example enough wires to turn the corner directly.
2. Routing all the data through an off-the-shelf non-blocking switch.
3. Using enough wires to make all the connections directly.

The first approach has been used by numerous experiments, and the second has been successfully implemented in the packetized CASPER correlator [56,57] used by the PAPER experiment [58], where $N=32$ (including polarization) is small enough to be handled by a single 10 GB Ethernet switch. The third is used in some very large correlators such as EVLA and ALMA. Unfortunately, all of these approaches become expensive for very large $N$, which makes it timely to explore alternative solutions.

Another way of thinking about the corner turning problem is that it involves the only part of an interferometer that is not embarrassingly parallel ${ }^{2}$ : it is easy to build many antennas, many A/D converters, many time-domain Fourier transformers and many correlators acting on separate frequency bands. The corner turn is the piece that transposes the data matrix to keep the processing embarrassingly parallel.

[^13]

Figure 13.2: How to solve the $N=8$ corner turning problem using a butterfly network, with 8 devices simultaneously transmitting data from the left and 8 other devices receiving data from the right. After the three control bits shown at the top have looped through all 8 combinations ooo, oo1, 010, 011, 100, 101, 110 and 111, all input devices have transmitted the required data to all output devices. The boxes ("controlled swappers") have two input wires and either pass them straight through to their output wires or swap them, depending on whether the control bit (drawn as entering from above) is o or 1 , respectively. The 8 inputs are numbered in binary on the left hand side, and we see that the $1^{\text {st }}$ row of swappers can flip their $1^{\text {st }}$ address bit, the $2^{\text {nd }}$ row of swappers can flip their $2^{\text {nd }}$ bit, and the $3^{\text {rd }}$ row of swappers can flip their $3^{\text {rd }}$ bit.

The rest of this paper is organized as follows. In Section 13.1, we present our solution to the corner turning problem, which requires neither general-purpose network switches nor additional memory. We discuss various physical implementation options in Section 13.2.

### 13.1. The butterfly algorithm

Below we will limit our discussion to the special case where $M=N$, i.e., where the matrix to be transposed is square, or, equivalently, where there are equal numbers of devices writing to and reading from the corner turner, since if one has an efficient corner turner for this case, then the general case becomes easy to solve. For example, one can simply pad the matrix with zeros, which is equivalent to inserting dummy data sources or sinks, or combine a few adjacent entries into one larger entry, splitting it at the end if necessary [59]. We will present an optimized solution for the case where $N$ is a power of 2 .

### 13.1.1. The problem

In the discussion below, we will refer to the concept of a "link," by which we mean some connection between two computers, FPGAs, or any other devices (nodes) that can carry data at a rate of $N$ matrix entries each time a matrix is transposed. In most cases, this will simply be the rate at which the $f$ stage of the correlator outputs data for a single antenna. In other words, the data rate on a given link is independent of the size of the interferometer. If the data rate for a single channel exceeds that of the technology we use to build our corner turner (e.g. 1 Gbps if we used gigabit Ethernet connections), then we will use bundles of identical connections as our links.
It is easy to solve the corner turning problem with a non-blocking switch that can connect $2 N$ links: each source node that starts with one row of the matrix simply transmits all of its data, with each entry in the matrix addressed to the sink node labeled with the column number of that entry. Each node sends or receives at exactly the link rate, so a general-purpose nonblocking switch can handle all of the data.

Large general-purpose high-speed switches are expensive because they are fully non-blocking, allowing any set of input devices to simultaneously transmit to any set of output devices. This is overkill for the corner turning problem, since we have complete prior knowledge of how data needs to be distributed. This suggests the possibility of reducing cost by giving up complete generality.

We need each of the $N$ source nodes to transmit data through our corner turner to each of the $N$ sink nodes, with each source node transmitting exactly a $1 / N$ fraction of its total data rate to each sink node. This can be done with a very restricted kind of switch using no memory at all. Such a switch has $N$ states, selected by a control input $c \in\{0, \ldots, N-1\}$, where the source node labeled with a number $i$ is connected to the sink node $j=p(c, i)$ where the function $p$ has the following properties:

1. For fixed $i$, all $p(c, i)$ are unique and in the range $0, \ldots, N-1$.
2. For fixed $c$, all $p(c, i)$ are unique and in the range $0, \ldots, N-1$.

In other words, the corner turner performs a different permutation of the inputs at each time step, such that after $N$ steps, every input node has been connected to every output node exactly once.

With such a switch, each source node $i$ transmits the $i, j$ entry of the matrix exactly when $p(c, i)=j$, and each sink node $j$ will receive the entire column $j$, albeit in some arbitrary order. This means that each source node transmits data in a different order, but most receiver or $f$ stage designs should be able to handle this without difficulty.
13.1.2. Our solution

How should we choose the sequence of permutations $p$ ? There are clearly vast numbers of permutation sequences that satisfy the two requirements above, since we have $N$ ! choices even for $p(0, j)$ alone.
13.1.2.1. A mechanical solution

One simple solution is that defined by the cyclic permutations

$$
p(c, i) \equiv c+i \bmod N .
$$

This choice is illustrated in Figure 13.1 for a toy example where where $N=8$. If we connect the input devices to the metal bars protruding on the left side and the output devices to the bars protruding to the right, then the $N$ successive $45^{\circ}$ rotations of the right wheel will achieve a complete corner turn where every input device has transmitted to every output device.
13.1.2.2. The butterfly algorithm

In practice, one of course needs to accomplish all operations electronically without large moving parts. An elegant method for implementing precisely the cyclic permutations of Figure 13.1 electronically was discovered about a decade ago by Lynn Urry and implemented for the Allen Telescope Array [60, 61], but this was unfortunately never published in a journal and did not become as widely known as it deserves to be. The other authors of this paper independently discovered the methods that we will describe below, which have the further advantage of being even cheaper to implement.

We schematically illustrate a simple solution in Figure 13.2, where the boxes ("controlled swappers") have two input wires and either pass them straight through to their output wires or swap them, depending on whether a control bit (drawn as entering from above) is o or 1 , respectively. If the $N=8$ inputs $i$ are numbered in binary, then the $1^{\text {st }}$ row of swappers can flip their $1^{\text {st }}$ bit, the $2^{\text {nd }}$ row of swappers can flip their $2^{\text {nd }}$ bit, and the $3^{\text {rd }}$ row of swappers can flip their $3^{\text {rd }}$ bit. This means that this corner turner implements the permutations

$$
p(c, i) \equiv c \operatorname{xor} i,
$$

where the integers $c, i$ and $j$ are written in binary on the top, left and right sides of Figure 13.2, respectively.

This basic network topology where a given node successively "talks" with nodes separated by $2^{0}, 2^{1}, 2^{2}$, etc. appears in a wide range of electrical engineering and software applications, including the Fast Fourier transform of $N$ numbers, and is often referred to as a "butterfly network". When the "talk" part is a swapper like in Figure 13.2, the resulting network is a special case of a Banyan network
[62] - a type of general-purpose network switch which is nonblocking for certain permutations (as opposed to fully nonblocking, which would allow nodes to talk to each other in any permutation.) A key point about the corner turner that we are proposing is that we are not using it as a general-purpose switch but rather with a specific algorithm: to cycle through $N$ very particular permutations, which is precisely what is needed to solve the problem at hand.

For comparison, the method in $[60,61]$ also uses a Butterfly network, but changes all $N \log N$ controlled swappers independently at each control step $c$ instead of using the same setting for each of the $\log N$ columns. The latter implementation thus requires $N$ times fewer control input wires, and we will see below how it can be further simplified to cut cost.

The butterfly algorithm we have proposed requires that $N$ be a power of 2 . As we will see in 13.2 , the cost of a butterfly corner turner is likely to constitute only a small fraction of the total cost of a large $N$ radio array, so for a general number of antennas, a one can simply round $N$ up to the nearest power of two for the corner turner.
13.1.2.3. An even cheaper corner turner using perfect shufflers


Figure 13.3: An equivalent network to Figure 13.2, but reorganized so that the connections after each row of swappers are identical. These connections, contained within the tall boxes, are seen to correspond to a "perfect shuffle", whereby the top half gets interleaved with the bottom half, and corresponds to cyclically shifting the address bits that label the inputs on the left-hand-side.

An obvious drawback to the configuration in Figure 13.2 is that the wiring layer between each stage is different, which complicates the manufacturing of a device to implement the network. It turns out that by a suitable permutation of the nodes
after each row of swappers, one can simplify the wiring diagram so that all layers becomes identical, as illustrated in Figure 13.3.

The required permutation performed between the wires after each row of swappers, contained within the tall boxes in the figure, turns out to be a so called "perfect shuffle" permutation on $N$ elements, which draws its name from card shuffling. The perfect shuffle (or Faro shuffle) is defined as

$$
\begin{cases}j \mapsto 2 j & \text { if } j<N / 2 \\ j \mapsto 2 j+N-1 & \text { otherwise },\end{cases}
$$

and corresponds to interleaving the top and bottom halves in the input [63].
Figure 13.3 illustrates that if we write the input row $j$ as a binary number composed of $\log _{2} N$ bits, a perfect shuffle simply permutes its bits cyclically, shifting them all one notch to the left and moving the leftmost bit all the way to the right. $\log _{2} N$ perfect shuffles thus restores $j$ to its original value. Since the rows of swappers in Figure 13.3 can flip the rightmost bit (exchanging two neighboring rows), the net effect of the $n^{\text {th }}$ control bit from the left at the top of the figure is thus to control the $n^{\text {th }}$ bit from the right of $j$. In other words, Figure 13.3 corresponds to the same permutation sequence $p(c, i)=c$ xor $i$ as Figure 13.3 except for the trivial modification that the control variable $i$ has its bits in reverse order.
To further reduce cost, we can omit the last perfect shuffle layer, since the resulting network is equivalent to the butterfly network with its outputs permuted and retains all of the necessary properties.

### 13.2. Implementation

### 13.2.1. Layout

Section 13.1 described the basic layout of the butterfly network. We can solve the corner turning problem for an $N$-element interferometer using an $N$-link butterfly network. Since this technique is meant to scale to large radio telescopes, an ideal implementation of the butterfly network would be built out of large (but not too large) numbers of identical, inexpensive, and easy-to-connect parts.
In the discussion below, we use $n=\log _{2} N$ to refer to the number of layers in the network.

### 13.2.1.1. Network cost

If we built a butterfly network corner turner out of modular components, then the cost could be roughly computed by counting the number of each type of component. To build a very large network, or to build many smaller networks, it would be worth the extra effort to design the components so that they would be inexpensive to manufacture and so that as few as possible would be needed.

The simplest set of components to use would be discrete $2 \times 2$ switches and single-link cables. Each controlled swapper layer is $N / 2$ identical $2 \times 2$ switches arranged in a column and each perfect shuffle layer consists of $N$ cables running between pairs of computers or switches. For a hypothetical $2^{20}=1048576$-node interferometer, this comes out to 20 layers, for a total of $10,485,760$ switches and $20,971,520$ cables. This is doable (the interferometer would be expensive enough that this would most likely be only a small part of the cost), but connecting 20 layers of over one million cables without making mistakes would be tedious at best.
13.2.1.2. How to further reduce the cost

There is room for a large improvement in the number of parts needed, though: printed circuit boards containing hundreds of components are inexpensive (in 2009, 12 inch by 14 inch circuit boards can be fabricated for less than $\$ 30$ each, even in small volumes, assuming that the circuit fits on two layers) and cables are available that can carry many links worth of bandwidth. (Of course, using large cables may only be useful internally - unless multiple source or sink nodes are on the same board, the input and output links must each be on its own cable.)

To optimize the perfect shuffles, we will use a simple property of a cyclic bit shift: an $n$-bit binary number $b_{n-1} b_{n-2} \ldots b_{0}$ can be circularly shifted one bit to the left by first circularly shifting the leftmost $n-k$ bits one bit to the left, giving $b_{n-2} \ldots b_{k+1} b_{k} b_{n-1} b_{k-1} \ldots b_{0}$ and then shifting the rightmost $k+1$ bits one bit to the left, giving $b_{n-2} \ldots b_{k+1} b_{k} b_{k-1} \ldots b_{0} b_{n-1}$ as desired. (For example, $n=5$ and $k=2$ starts with $b_{4} b_{3} b_{2} b_{1} b_{0}$, maps it to $b_{3} b_{2} b_{4} b_{1} b_{0}$, and finally maps it to $b_{3} b_{2} b_{1} b_{0} b_{4}$.)

If the left sides of $2^{n-k}$ cables, each carrying $2^{k}$ links were lined up such that the first cable (cable o) carried links $0, \ldots, 2^{k}-1$, the second carried links $2^{k}, \ldots, 2$. $2^{k}-1$, etc, then the leftmost $n-k$ bits of the link number could be circularly shifted one bit to the left by arranging the cables into a perfect shuffle. The rightmost $k+1$ bits could be circularly shifted one bit to the left by connecting each pair of adjacent cables (i.e. all of the links sharing the leftmost $n-k-1$ bits after the first circular shift) into a board that had two cable inputs and two cable outputs, with the individual links in the cables arranged into a perfect shuffle. This construction with $n=4$ and $k=2$ is shown in Figure 13.4.

From these two components, using $k=6$ (digital cables with 64 digital links are commercially available), each perfect shuffle layer in a $2^{20}$-link butterfly network would require 16,384 cables and 8192 two-cable perfect shufflers. This is a nice saving over using single-link cables, especially in terms of the labor needed to assemble the layers.

By using larger circuit boards, many controlled swappers and many two-cable perfect shufflers could fit on a single circuit board, further cutting the number of parts.


Figure 13.4: A 16-link perfect shuffler built out of four cables, each carrying four links, and two eight-link perfect shufflers, shaded blue.

As an additional improvement, the layers in a butterfly network can be rearranged - rather than using $n$ layers, each of which circularly shifts left by one bit and then xors the least significant bit, the network could instead use $n / \ell$ layers, each of which xors the least significant $\ell$ bits with an $\ell$-bit control and then circularly shifts by $\ell$ bits (if $n$ is not a multiple of $\ell$, then one layer would involve fewer bits). A device that toggles the least significant $\ell$ bits of the address does not mix between blocks of $2^{\ell}$ bits, so a simple row of $2^{\ell}$-link $\ell$-bit togglers would make a $2^{n}$-link $\ell$ bit toggler. This saves a factor of $\ell$ in the number of togglers needed; $\ell$ perfect shuffle layers could go between each toggler layer.

Putting this together for a $2^{20}$-link butterfly network, using $k=6$ and $\ell=8$ gives 20 perfect shuffle layers for a total of 327,680 cables and 163,840 two-cable perfect shufflers and three controlled xor layers containing a total of 12,288 256-link 8 -bit togglers (of which one of the three layers would only use half of its control inputs).

Some further improvements would be possible by building layers that circularly shifted by more than one bit at a time - these could still use multiple-link cables
but would need larger, although still probably inexpensive, multiple-bit perfect shuffle boards.

### 13.2.2. Technology

So far, we have discussed layouts from an abstract point of view, without considering the particular technology used. We will now briefly survey some attractive options for implementing this in practice.
13.2.2.1. Off-the-shelf hardware

The easiest design to prototype would use small (16-port, perhaps) nonblocking Ethernet switches and standard Ethernet cables, with one link per cable. The switches are physically capable of performing any combination of swapping and shuffling on their ports, but they are not generally meant to change their connections on the fly. Most so-called managed switches can, however, store a small number (often 4096) of fixed routes indexed by the destination of the packet that they are switching (this is called the forwarding table). This means that, with some care, the destination field could be used to control the entire route taken by each packet traversing a butterfly network of Ethernet switches. This could be inexpensive (a few tens of dollars per switch port in 2009 for one Gbps per link for a programmable managed switch and significantly more for 10 Gbps ) but does not scale well beyond the square root of the size of the forwarding table, giving an upper bound of $N \leq 64$. More flexible switches and routers are available, but tend to be far more expensive and slower.

FPGAs also allow rapid development. Most FPGAs have both standard I/O pins, where a high voltage held for one clock cycle indicates a 1 bit and a low voltage indicates a o bit (these pins are limited to relatively low data rates on all but the most expensive FPGAs), and high-speed serial I/O pins, which can send or receive several gigabits per second on differential pairs of pins. Any FPGA can easily act as an arbitrary shuffler or swapper, limited only by the numbers and types of I/O pins it has. We experimented with FPGA implementations and found that a $2 \times 2$ controlled swapper, even on a bottom-of-the-line Xilinx FPGA, could switch once per clock cycle, which was 64 million times per second on our device. The downsides of FPGAs are their price and the fact that most FPGAs have relatively few high-speed I/O pins, keeping the cost per link quite high if data rates higher than one bit per clock per link are needed.

### 13.2.2.2. Digital ASICs

Custom application-specific integrated circuits (ASICs) can be fabricated in 2009 for a few hundred thousand dollars to make a set of masks plus very little for each part produced. Any technology that can transmit and receive high-speed
digital data can also be used to switch it. For example, CMOS devices can switch at moderate speeds (several Gbps) and current-mode devices can operate in excess of 10 Gbps per differential pair. The number of links switched on a chip is limited only by the number of pins available on the chip, and a printed circuit board can hold as many of these chips as will fit at very low cost.

In fact, with a signaling technology that can tolerate enough loss, shufflers could be build on circuit boards containing no chips at all, keeping costs even lower.

### 13.2.2.3. Analog switching

Many protocols for transmitting large data rates over copper cables use advanced modulation techniques. For example, gigabit Ethernet over CAT5 cabling uses multilevel signaling to achieve two gigabits per seconds (1Gbps each way) over four wire pairs at low frequency. Devices to encode, decode, and error correct these kinds of protocols are complex and require significant power to operate, so it would be useful to minimize the number of times that data is modulated and demodulated in a butterfly network. If we used analog switches that could exchange two modulated signals with little enough loss, then we could have several layers of controlled swappers between each modulator/demodulator pair.

### 13.2.2.4. Cable technologies

Technologies to send large data rates over copper cable are well established. Over short distances, a single conductor can carry one link. Over longer distances, differential signals are usually sent over one pair of conductors per link, arranged into some form of transmission line, and different techniques can be used to modulate the signal depending on the frequency response of the transmission line, the available transmission power, and cost considerations. Copper cables have the advantages of being relatively easy to construct, easy to connect, and they can interface easily with switching electronics.

Optical fibers, on the other hand, can carry much higher data rates than copper over a single fiber, and all-optical switching technologies (photonic or mechanical) can rapidly switch these high data rates with little loss. Optical cables are inexpensive, but connecting them is labor-intensive and they are far more expensive to interface with electronics than copper.

Finally, it is possible to transmit very high data rates between boards without any cables at all using free-space optical communication, in which boards have lasers and photodiodes aimed at each other. These laser beams can freely intersect each other, and devices that automatically aim and focus free-space optical links are available. See [64] for an example of a large network switch built out of free-space optical links. This technology could eliminate the need to hand-wire perfect shufflers altogether.

## Epilogue: QuAntum telescopes

In the preface, I said that the two parts of my thesis had nothing in common. That was a bit of a lie.
In Section 8.1, we made the assumption that $k T \gg h v$, where $T$ is the brightness temperature of the sky. This assumption allowed us to use the Rayleigh-Jeans approximation to Planck's law. This is convenient but not fundamentally very interesting. It has a much more profound effect, though: $h v$ is the energy of a photon and $k T$ is the mean energy per photon mode. So $k T / h v$ is the mean number of photons per mode.
If $k T / h v \gg 1$, then the light from the sky is bright enough that we can treat it as a classical field, and the two parts of my thesis indeed have nothing in common.
For visible light, $k T / h v \lesssim 1$, and the light from the sky is dim enough that quantum corrections matter. In this regime, much of what I said about radio astronomy is incorrect. Most of the incoming modes of light will have zero or one photon. In this regime, light is very much quantum.

A single temporal mode of light covers a small range of wavelengths over a small period of time. Under normal circumstances, ${ }^{3}$ each incoming mode will contain a coherent state, and the "antenna response" $A(x, y, \omega, t)$ at some point $(x, y)$ on the ground is the parameter of that coherent state. In the Fock basis, that state is

$$
\left|\psi_{x, y, \omega, t}\right\rangle=e^{-|A(x, y, \omega, t)|^{2} / 2}\left[|0\rangle+A(x, y, \omega, t)|1\rangle+\frac{1}{2!} A^{2}(x, y, \omega, t)|2\rangle+\cdots\right]
$$

If $A$ is very small, then only the $|0\rangle$ and $|1\rangle$ terms matter, and we can treat each mode as a qubit.
Classical interferometry does not work well in this regime. A normal radio interferometer would try to measure the amplitude and phase of $A$. If $|A|$ were, for example, 0.1 , then the state would be $0.995|0\rangle+0.0995 e^{i \varphi}|1\rangle$, where $\varphi$ is the phase of that mode. These states are almost the same for different values of $\varphi$, so no measurement can reliably distinguish them. An interferometer needs to measure phase, so it would be incredibly noisy unless it used quantum measurements.
The simple solution is to physically interfere the light from two different positions on the ground. This is tricky when those positions are far apart, and quantum computing-inspired tricks have been proposed to improve the process [65].

[^14]Some day, though, visible-light interferometers could work very differently. The telescope could be a array of $N$ quantum antennas. For every mode ( $\omega, t$ ), each antenna $(x, y)$ would collect the qubit $\left|\psi_{x, y, \omega, t}\right\rangle$. Instead of measuring these qubits, the antennas would send them on to a quantum computer. That computer would see all of the qubits, and it would process them separately for each $(\omega, t)$. For each $(\omega, t)$, the quantum computer has the state $|\Psi\rangle=\otimes_{x, y}\left|\psi_{x, y}\right\rangle$. The computer would do one of a few things.

If $N|A|^{2} \ll 1$, then the state $|\Psi\rangle$ most likely contains zero photons, and two or more photons are very unlikely. The computer would count the number of photons and throw away the state if there is any number other than one. Otherwise the computer would unitarily convert $|\Psi\rangle$ into a quantum register storing the position of the single received photon. If the antennas were on an evenly-spaced grid, it would take the quantum Fourier transform of that register and measure the result. The result would tell the computer which direction the photon came from, and the computer could add a dot to a map of the sky. After accumulating enough photons, the computer would have a picture. This would be a QFTT or Quantum Fourier Transform Telescope. This is almost the same calculation that the mirrors in today's telescopes perform. If the sky were brighter or $N$ were larger, the computer could use the two-photon case as well, and fancier measurements would be possible at the cost of increased quantum computing effort.

We are nowhere near having the technology to build these quantum telescopes. Some day, though, they could revolutionize optical astronomy and give us unimaginably detailed pictures of far-away objects in the sky.
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[^0]:    ${ }^{1}$ Verification is not the same as measuring the energy. One way to verify the state is to apply phase estimation, compute an indicator of whether the energy has the right value, uncompute the phase estimation step, and measure the indicator.

[^1]:    ${ }^{1}$ Remember that $G(m, p)$ is the Erdös-Rényi distribution over $m$-vertex graphs in which an edge connects each pair of vertices independently with probability $p$. The AKS algorithm was later improved [32] to work on subgraphs of $G(n, p)$ for any constant $p$, but our measurement graph $G$ is not of that form.

[^2]:    ${ }^{1}$ This can be done in any number of ways. If $S$ is encoded densely enough as strings of bits, then a Hadamard transform on $|0\rangle^{\otimes n}$ followed by checking that the result is in $S$ will work. If not, the algorithm in [33] will usually work.

[^3]:    ${ }^{1}$ For the case of columns $i$ and $i+1$, the precise condition is that either the two intervals $\left[\min \left(x_{i}, o_{i}\right), \max \left(x_{i}, o_{i}\right)\right]$ and $\left[\min \left(x_{i+1}, o_{i+1}\right), \max \left(x_{i+1}, o_{i+1}\right)\right]$ do not overlap or one of the intervals contains the other.

[^4]:    ${ }^{2}$ In practice, we will encode $d, \pi_{X}$ and $\pi_{O}$ as bit strings. Any such encoding will also contain extraneous bit strings that do not describe diagrams; the verification algorithm will ensure that these do not occur.

[^5]:    ${ }^{3}$ Using a construction from [41], it is possible to associate a Hamiltonian with a Markov chain such as ours. It may also be possible to construct a verifier using phase estimation on this Hamiltonian.

[^6]:    ${ }^{4}$ Hass and Nowik [42] recently gave the first example of a family of knots that require a quadratic number of Reidemeister moves to untangle. Previous lower bounds were only linear.

[^7]:    ${ }^{1}$ This is not the same thing as saying that if Belinda believes Charlie, then Charlie's queries are useless with high probability. Charlie could, for example, unseal the message and give Belinda the classical state $\left|\mathcal{E}_{r}^{G, H}(y)\right\rangle$ in register $C$. Belinda will believe him with negligible probability, but if she believes him then his queries are still useful with probability 1.

[^8]:    ${ }^{1}$ The CMB has a brightness temperature of 2.7 K , but there are many other sources of radio waves below 200 MHz that make the effective temperature of the sky much higher. Some of the major sources are the Galactic synchrotron and the Sun.

[^9]:    ${ }^{2}$ This follows from the second law of thermodynamics: a perfect antenna immersed in a uniform blackbody field absorbs all incident power coming from the attached wire, just as a resistor on the wire would. It must therefore emit the same amount of power onto the wire as a resistor. An imperfect antenna can reflect some power and emit less.

[^10]:    ${ }^{1}$ Real antennas do interact if they are near each other. This changes their sensitivity as a function of direction. If the antennas are on an evenly-spaced grid, then all of the antennas except the ones near the edge will be affected identically. Otherwise, aperture synthesis algorithms may need to correct for this effect.
    ${ }^{2}$ The signs are chosen for consistency with the phase of a plane wave in Section 8.3. We use a prefactor of $(2 \pi)^{-1 / 2}$ to make the Fourier transform unitary.

[^11]:    ${ }^{3}$ Radio astronomers traditionally use coordinates $(u, v)$ in units of wavelength instead of physical distance.

[^12]:    ${ }^{1}$ This is a safe assumption - most of our crosstalk occurs on length scales of a few centimeters. Even if we allow for crosstalk between antennas length scales of a few hundred meters, the maximum time scale is around around $100 \mu \mathrm{~S}$, which is safe even with a wide filter bandwidth of 10 kHz .

[^13]:    ${ }^{1}$ For simplicity, we ignore the polarization issue in our discussion, since it can be trivially incorporated by simply doubling $N$ and treating each of the two polarization channels from each antenna as an independent data stream.
    ${ }^{2}$ Computer scientists say that a problem is "embarrassingly parallel" if it can be trivially distributed across a large number of processors that do not need to communicate with each other.

[^14]:    ${ }^{3}$ Highly advanced space aliens sending evenly-spaced photons or squeezed light would be an exception.

