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#### Abstract

Double field theory provides T-duality covariant generalized tensors that are natural extensions of the scalar and Ricci curvatures of Riemannian geometry. We search for a similar extension of the Riemann curvature tensor by developing a geometry based on the generalized metric and the dilaton. We find a duality covariant Riemann tensor whose contractions give the Ricci and scalar curvatures, but that is not fully determined in terms of the physical fields. This suggests that $\alpha^{\prime}$ corrections to the effective action require $\alpha^{\prime}$ corrections to T-duality transformations and/or generalized diffeomorphisms. Further evidence to this effect is found by an additional computation that shows that there is no T-duality invariant four-derivative object built from the generalized metric and the dilaton that reduces to the square of the Riemann tensor.
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## 1 Introduction

Among the celebrated dualities of string theory T-duality is arguably the most intriguing, for it directly hints at novel geometrical structures, transcending the usual framework of differential geometry. Recently, a so-called double field theory has been constructed that manifests some of these features at the level of space-time theories for the massless sector of string theory. Specifically, here the space-time coordinates are doubled in order to realize the 'T-duality group' $O(D, D)$ geometrically, while introducing an $O(D, D)$ covariant constraint that locally removes the dependence on half of the coordinates [1]-3]. (See [4-26] for previous work and further developments.)

The formulation of double field theory that is perhaps the most intuitive and which will be used throughout this paper is the generalized metric formulation. The generalized metric $\mathcal{H}_{M N}$ is the $O(D, D)$-valued symmetric tensor

$$
\mathcal{H}_{M N}=\left(\begin{array}{cc}
g^{i j} & -g^{i k} b_{k j}  \tag{1.1}\\
b_{i k} g^{k j} & g_{i j}-b_{i k} g^{k l} b_{l j}
\end{array}\right)
$$

which combines the space-time metric $g_{i j}$ and the Kalb-Ramond two-form $b_{i j}$. Here, $M, N, \ldots=$ $1, \ldots, 2 D$ are fundamental $O(D, D)$ indices, where $D$ denotes the total number of space-time dimensions. Being an element of $O(D, D)$, the generalized metric satisfies

$$
\begin{equation*}
\mathcal{H}^{M K} \mathcal{H}_{K N}=\delta^{M}{ }_{N}, \tag{1.2}
\end{equation*}
$$

where

$$
\mathcal{H}^{M N} \equiv \eta^{M K} \eta^{N L} \mathcal{H}_{K L}, \quad \eta^{M N}=\left(\begin{array}{ll}
0 & \mathbf{1}  \tag{1.3}\\
\mathbf{1} & 0
\end{array}\right)
$$

and $\eta^{M N}$ is the $O(D, D)$ invariant metric that will be used to raise and lower $O(D, D)$ indices. The theory also includes the duality invariant dilaton field $d$ related to the standard dilaton $\phi$ via the field redefinition $e^{-2 d}=\sqrt{g} e^{-2 \phi}$.

Double field theory features a gauge symmetry parameterized by an $O(D, D)$ vector parameter $\xi^{M}=\left(\tilde{\xi}_{i}, \xi^{i}\right)$ that combines the diffeomorphism parameter $\xi^{i}$ and the $b$-field gauge parameter $\tilde{\xi}_{i}$. We will refer to this gauge symmetry as 'generalized diffeomorphisms'. It acts on the fundamental variables as:

$$
\begin{align*}
\delta_{\xi} \mathcal{H}_{M N} & =\xi^{P} \partial_{P} \mathcal{H}_{M N}+\left(\partial_{M} \xi^{P}-\partial^{P} \xi_{M}\right) \mathcal{H}_{P N}+\left(\partial_{N} \xi^{P}-\partial^{P} \xi_{N}\right) \mathcal{H}_{M P}  \tag{1.4}\\
\delta_{\xi}\left(e^{-2 d}\right) & =\partial_{M}\left(\xi^{M} e^{-2 d}\right)
\end{align*}
$$

where $\partial_{M}=\left(\tilde{\partial}^{i}, \partial_{i}\right)$ is the partial derivative with respect to the doubled coordinates $X^{M}=$ $\left(\tilde{x}_{i}, x^{i}\right)$. We see that $e^{-2 d}$ transforms as a scalar density. The transformation rule in the top line of (1.4) defines a generalized Lie derivative $\delta_{\xi} \mathcal{H}_{M N}=\widehat{\mathcal{L}}_{\xi} \mathcal{H}_{M N}$, that can be defined similarly for arbitrary $O(D, D)$ tensors. An $O(D, D)$ tensor transforming under generalized diffeomorphisms with a generalized Lie derivative is called a generalized tensor. The double field theory action can be written as

$$
\begin{equation*}
S=\int d x d \tilde{x} e^{-2 d} \mathcal{R}(\mathcal{H}, d) \tag{1.5}
\end{equation*}
$$

where $\mathcal{R}$ is an $O(D, D)$ invariant function of $\mathcal{H}$ and $d$ that is a generalized scalar,

$$
\begin{equation*}
\delta_{\xi} \mathcal{R}(\mathcal{H}, d)=\xi^{P} \partial_{P} \mathcal{R}(\mathcal{H}, d), \tag{1.6}
\end{equation*}
$$

making the gauge invariance of (1.5) manifest. In order to verify the gauge variation (1.6) the following 'strong constraint' is required:

$$
\begin{equation*}
\eta^{M N} \partial_{M} \partial_{N}=\partial^{M} \partial_{M}=0, \tag{1.7}
\end{equation*}
$$

when acting on arbitrary fields and parameters and all their products. This constraint implies that locally all fields depend only on half of the coordinates, e.g., only the $x^{i}$.

The scalar $\mathcal{R}$ can be viewed as a generalized scalar curvature: it reduces to the scalar curvature when we set $b=\phi=0$ and choose the duality frame $\tilde{\partial}=0$. Moreover, the variation of (1.5) with respect to $\mathcal{H}_{M N}$ gives rise to an $O(D, D)$ tensor $\mathcal{R}_{M N}(\mathcal{H}, d)$ that is in fact a generalized tensor and can be viewed as a generalized Ricci tensor; its non-vanishing components reduce to the Ricci tensor when we set $b=\phi=0$ and choose the duality frame $\tilde{\partial}=0$. Given this similarity with the corresponding tensors of Riemannian geometry it is natural to look for a systematic way to construct these curvatures starting with Christoffel-like connections and a generalized version of the Riemann tensor. Indeed, it would be useful to have a T-duality covariant generalization of the full Riemann tensor in order to write general higher-derivative or $\alpha^{\prime}$ corrections to the effective action.

In searching for a generalized four-index Riemann tensor $\mathcal{R}_{M N P Q}$ it is useful to make a list of properties that we may want this tensor to satisfy:

1. It is a tensor under $O(D, D)$.
2. It is a tensor under generalized diffeomorphisms.
3. It gives the generalized tensors $\mathcal{R}_{M N}$ and $\mathcal{R}$ upon suitable contractions.
4. It is expressed in terms of the physical fields $\mathcal{H}_{M N}$ and $d$.

Property (1) ensures proper behavior under T-duality and property (2) ensures proper behavior under gauge transformations. Property (3) implies that, as in Riemannian geometry, the Riemann tensor contains the information in Ricci and the information in the scalar curvature ${ }^{1}$ Property (4) means that the tensor is 'physical', or fully determined. We could also demand some additional properties that would establish a close relation of $\mathcal{R}_{M N P Q}$ to the familiar Riemann tensor. In analogy to the situation with $\mathcal{R}_{M N}$ and $\mathcal{R}$ we could demand that
(A) For $b=\phi=0$ and $\tilde{\partial}=0$ some components of $\mathcal{R}_{M N P Q}$ reduce to the Riemann tensor.

If property (4) holds, property (A) has a clear meaning. If property (4) does not hold some components of $\mathcal{R}_{M N P Q}$ may be determined and some may not; we need only study the former to test (A).

Some time ago Siegel developed a vielbein formalism with a local $G L(D) \times G L(D)$ tangent space symmetry [4]. Introducing connections for this tangent space symmetry he defined invariant curvatures, but not all connections can be expressed in terms of the physical fields by imposing covariant constraints. The scalar curvature and Ricci tensor can be defined in a way that is independent of the undetermined connections, but there does not appear to be an uncontracted Riemann tensor that depends only on physical fields. Interestingly, in BatalinVilkovisky quantization, a formalism based on antisymplectic geometry, a similar phenomenon occurs: connections exist for which their undetermined components drop out of the curvature scalar 28 .

In this paper we will revisit these issues in a purely metric-like formalism. We work solely with the generalized metric $\mathcal{H}_{M N}$ and the dilaton and there are no additional gauge redundancies. This is equivalent to Siegel's formulation and may be derived from it by imposing a

[^0]vielbein postulate that relates the Christoffel-like connections to the spin-connection [7]. This will be briefly explained in the appendix. We find it simpler and more illuminating, however, to present the metric-like formalism in a self-contained fashion. A closely related formulation has been developed before in useful papers by Jeon, Lee, and Park [18,19]. Many of our results have a direct analogue in the frame formalism of Siegel and some have appeared in [18, 19]. Finally, generalized geometry [27] also features closely related connections and curvatures; see [26] for a recent concise exposition.

We investigate systematically within the formalism if there is a $\mathcal{R}_{M N P Q}$ that satisfies the properties listed above ((1) through (4), and (A)). Our investigation confirms the existence of a duality covariant generalized Riemann tensor that determines $\mathcal{R}_{M N}$ and $\mathcal{R}$. Thus properties (1), (2), and (3) hold. We find, however, that $\mathcal{R}_{M N P Q}$ is not fully determined in terms of the physical fields: property (4) does not hold. We show that this is a simple consequence of an algebraic Bianchi identity of the Riemann tensor. In fact, property (A) does not hold either: the components of $\mathcal{R}_{M N P Q}$ that do not contain undetermined connections are zero.

The generalized metric formulation differs from Riemannian geometry in that the metric is a constrained object; it satisfies (1.2)-(1.3). As a consequence, there are projectors

$$
\begin{equation*}
P_{M}^{N}=\frac{1}{2}\left(\delta_{M}^{N}-\mathcal{H}_{M}^{N}\right), \quad \bar{P}_{M}^{N}=\frac{1}{2}\left(\delta_{M}^{N}+\mathcal{H}_{M}^{N}\right) \tag{1.8}
\end{equation*}
$$

satisfying $P+\bar{P}=1, P \bar{P}=0, P^{2}=P$ and $\bar{P}^{2}=\bar{P}$. They allow us to project onto a 'lefthanded' or 'right-handed' subspace. This is the analogue of the factorized tangent space group $G L(D) \times G L(D)$ in the frame formulation, and equivalence of the two formalisms then requires the projectors to be covariantly constant. Jeon, Lee and Park [18, 19] postulate an expression for the Christoffel symbols in terms of the physical fields that satisfies this condition. The resulting 'covariant derivatives', however, do not transform covariantly in general, but only for certain projections and contractions. The reason is that the imposition of covariant constraints only determines part of the connections, and their ansatz effectively sets the undetermined connections to zero, thereby violating covariance. Here we follow a somewhat different route. As in the frame formalism, we work with proper connections and fully covariant expressions by keeping those connection components that are not determined by the physical fields. For the final results on Ricci and scalar curvature tensors for which the undetermined connections drop out, our results are in full agreement with the most recent work [19]. We also establish differential Bianchi identities that have not appeared before in such a metric-like formalism.

An important motivation for this work was the construction of higher-derivative or $\alpha^{\prime}$ corrections involving the full Riemann tensor. Thus, in the second part of this paper we ask if there is a manifestly $O(D, D)$ invariant function of the generalized metric (1.1), quartic in derivatives, that reduces to the square of the Riemann tensor in some T-duality frame. In fact, even if there is no physical $\mathcal{R}_{M N P Q}$, one can imagine an expression that reproduces the square of the Riemann tensor, but is not the square of an $O(D, D)$ tensor. We find, however, that for general $D$ such a construction is impossible, showing that generic $\alpha^{\prime}$ corrections cannot be written in terms of the generalized metric defined in terms of $g$ and $b$ as in (1.1).

In hindsight, this result is not too surprising in view of similar results obtained for dimensionally reduced theories. It has been shown by Meissner that $\alpha^{\prime}$-corrected supergravity,
reduced to one dimension, can be written in a T-duality invariant way if the formula for the generalized metric in terms of the physical fields receives $\alpha^{\prime}$ corrections [29]. We discuss in the conclusions the possible implications of this fact for our analysis.

## 2 Christoffel connections and invariant curvatures

In this section we introduce Christoffel-type connections and determine their transformation behavior by requiring that they give rise to derivatives that are covariant under generalized diffeomorphisms. In terms of these connections we define an $O(D, D)$ covariant Riemann tensor that is also a generalized tensor. Next, we impose covariant constraints on the connections in order to express them in terms of the physical fields. It turns out that this leaves undetermined components, which we analyze systematically.

### 2.1 Connections and curvatures

$O(D, D)$ tensors are said to be generalized tensors if they transform with generalized Lie derivatives under generalized diffeomorphisms parametrized by $\xi^{M}$. The generalized Lie derivative is defined on generalized vectors as

$$
\begin{align*}
& \delta_{\xi} A^{M}=\widehat{\mathcal{L}}_{\xi} A^{M} \equiv \xi^{N} \partial_{N} A^{M}+\left(\partial^{M} \xi_{N}-\partial_{N} \xi^{M}\right) A^{N}, \\
& \delta_{\xi} A_{M}=\widehat{\mathcal{L}}_{\xi} A_{M} \equiv \xi^{N} \partial_{N} A_{M}+\left(\partial_{M} \xi^{N}-\partial^{N} \xi_{M}\right) A_{N}, \tag{2.1}
\end{align*}
$$

and is defined similarly on tensors with an arbitrary number of upper and lower $O(D, D)$ indices. For a generalized scalar $S$ the generalized Lie derivative is just given by the transport term. The partial derivative of a scalar is a generalized vector since

$$
\begin{equation*}
\delta_{\xi}\left(\partial_{M} S\right)=\partial_{M}\left(\xi^{P} \partial_{P} S\right)=\xi^{P} \partial_{P}\left(\partial_{M} S\right)+\partial_{M} \xi^{P} \partial_{P} S-\partial^{P} \xi_{M} \partial_{P} S \tag{2.2}
\end{equation*}
$$

where we are allowed to add the last term because it vanishes by the constraint (1.7). Next, we define a covariant derivative of a vector by introducing a connection $\Gamma$ :

$$
\begin{align*}
\nabla_{M} A_{N} & \equiv \partial_{M} A_{N}-\Gamma_{M N}{ }^{K} A_{K}  \tag{2.3}\\
\nabla_{M} A^{N} & \equiv \partial_{M} A^{N}+\Gamma_{M K} A^{K}
\end{align*}
$$

The transformation property of the connection is determined by the condition that the above derivatives be generalized tensors. A short calculation shows that one must have

$$
\begin{equation*}
\delta_{\xi} \Gamma_{M N}^{P}=\widehat{\mathcal{L}}_{\xi} \Gamma_{M N}^{P}+\partial_{M} \partial_{N} \xi^{P}-\partial_{M} \partial^{P} \xi_{N} \tag{2.4}
\end{equation*}
$$

The first two terms on the right-hand side are familiar and the last one is due to the extra terms in the generalized Lie derivative. That last term implies that the connection cannot be chosen to be symmetric in its first two indices $M$ and $N$. We will let $\Delta_{\xi}$ denote all non-covariant terms in a trasformation law: $\delta_{\xi} W=\widehat{\mathcal{L}}_{\xi} W+\Delta_{\xi} W$, for any $O(D, D)$ tensor $W$. We then have

$$
\begin{equation*}
\Delta_{\xi} \Gamma_{M N K}=2 \partial_{M} \partial_{[N} \xi_{K]} \tag{2.5}
\end{equation*}
$$

where, as usual, we raise and lower all indices with $\eta$.
Given these connections we can define curvature and torsion through the commutator of covariant derivatives,

$$
\begin{equation*}
\left[\nabla_{M}, \nabla_{N}\right] A_{K}=-R_{M N K}{ }^{L} A_{L}-T_{M N}{ }^{L} \nabla_{L} A_{K} \tag{2.6}
\end{equation*}
$$

One finds

$$
\begin{align*}
R_{M N K}{ }^{L} & =\partial_{M} \Gamma_{N K}{ }^{L}-\partial_{N} \Gamma_{M K}{ }^{L}+\Gamma_{M Q}{ }^{L} \Gamma_{N K}{ }^{Q}-\Gamma_{N Q}{ }^{L} \Gamma_{M K}{ }^{Q}, \\
T_{M N}{ }^{K} & =2 \Gamma_{[M N]}{ }^{K} . \tag{2.7}
\end{align*}
$$

By definition $R$ is antisymmetric on the first two indices,

$$
\begin{equation*}
R_{M N K}^{L}=-R_{N M K}^{L} . \tag{2.8}
\end{equation*}
$$

There will also be an antisymmetry in the last two indices after the imposition of constraints. Lowering the $L$ index in $R_{M N K}{ }^{L}$ we have

$$
\begin{equation*}
R_{M N K L}=\partial_{M} \Gamma_{N K L}-\partial_{N} \Gamma_{M K L}+\Gamma_{M Q L} \Gamma_{N K}^{Q}-\Gamma_{N Q L} \Gamma_{M K}{ }^{Q} \tag{2.9}
\end{equation*}
$$

It turns out that neither $R$ nor $T$ is a generalized tensor. The non-covariant transformation of the torsion tensor follows directly by applying (2.5) to the definition in (2.7). The noncovariant transformation of $R$ follows by a slightly longer but straightforward computation. In total, one finds

$$
\begin{align*}
\Delta_{\xi} R_{M N K} & =-2 \partial^{P} \partial_{[M} \xi_{N]} \Gamma_{P K}{ }^{L}  \tag{2.10}\\
\Delta_{\xi} T_{M N} & =-2 \partial^{L} \partial_{[M} \xi_{N]} .
\end{align*}
$$

While each of the two terms on the right-hand side of (2.6) fails to transform covariantly the sum must since the left-hand side is manifestly covariant. This can be readily checked; acting with $\Delta_{\xi}$ on the right-hand side of (2.6) gives
$-\Delta_{\xi} R_{M N K}{ }^{L} A_{L}-\Delta_{\xi} T_{M N}{ }^{L} \nabla_{L} A_{K}=2 \partial_{[M} \partial^{P} \xi_{N]} \Gamma_{P K}{ }^{L} A_{L}+2 \partial_{[M} \partial^{P} \xi_{N]}\left(\partial_{P} A_{K}-\Gamma_{P K}{ }^{L} A_{L}\right)$,
where use was made of (2.10). The term with a $\partial_{P} A_{K}$ vanishes by the strong constraint and the other two terms cancel each other so that, as expected,

$$
\begin{equation*}
\Delta_{\xi}\left(-R_{M N K}{ }^{L} A_{L}-T_{M N}{ }^{L} \nabla_{L} A_{K}\right)=0 \tag{2.11}
\end{equation*}
$$

Although $R_{M N K L}$ is not a generalized tensor it can be made so by the simple following modification. Note that the first equation in (2.10) can be written as

$$
\begin{equation*}
\Delta_{\xi} R_{M N K L}=-2 \partial_{Q} \partial_{[M} \xi_{N]} \Gamma_{K L}^{Q}=-\left(\Delta_{\xi} \Gamma_{Q M N}\right) \Gamma_{K L}^{Q} \tag{2.12}
\end{equation*}
$$

by use of (2.5). This equation makes it easy to see that $\mathcal{R}_{M N K L}$, defined by

$$
\begin{equation*}
\mathcal{R}_{M N K L} \equiv R_{M N K L}+R_{K L M N}+\Gamma_{Q M N} \Gamma_{K L}^{Q}, \tag{2.13}
\end{equation*}
$$

is a generalized tensor. By definition $\mathcal{R}$ is symmetric under the interchange of the first and second pair of indices:

$$
\begin{equation*}
\mathcal{R}_{M N K L}=\mathcal{R}_{K L M N} . \tag{2.14}
\end{equation*}
$$

The antisymmetry $R_{M N K L}=-R_{N M K L}$ in the first pair of indices does not immediately carry over to $\mathcal{R}_{M N K L}$ but it will after the imposition of constraints on the connection.

### 2.2 Constraints on the connection

We now impose four constraints in order to determine part of the connections in terms of the physical fields $\mathcal{H}$ and $d$. These constraints follow from the constraints of Siegel's frame formalism given in [4, as will be reviewed in the appendix, and are also satisfied by the connection-like objects postulated in [19]. The first two set some components of the connection equal to zero and do not involve $\mathcal{H}$ or $d$. The third constraint involves $\mathcal{H}$ and the fourth involves the dilaton $d$. As we will see in the following section, the connection is not fully determined by these four constraints.
(1) Covariant constancy of $\eta_{M N}$ :

$$
\begin{equation*}
\nabla_{M} \eta_{N P}=\partial_{M} \eta_{N P}-\Gamma_{M N}{ }^{Q} \eta_{Q P}-\Gamma_{M P}{ }^{Q} \eta_{N Q}=0 \quad \Rightarrow \quad \Gamma_{M N P}+\Gamma_{M P N}=0 \tag{2.15}
\end{equation*}
$$

where we recall that $\eta$ is a constant matrix and that indices are lowered with $\eta$. This equation means that the connection is antisymmetric in the last two indices,

$$
\begin{equation*}
\Gamma_{M N P}=-\Gamma_{M P N} \tag{2.16}
\end{equation*}
$$

(2) Generalized torsion constraint: We demand that the generalized Lie derivative of a vector can be evaluated with an identically looking formula where partial derivatives are replaced by covariant derivatives,

$$
\begin{equation*}
\widehat{\mathcal{L}}_{\xi} V_{M} \equiv \xi^{N} \partial_{N} V_{M}+2 \partial_{[M} \xi_{N]} V^{N}=\xi^{N} \nabla_{N} V_{M}+2 \nabla_{[M} \xi_{N]} V^{N}=\widehat{\mathcal{L}}_{\xi}{ }^{\nabla} V_{M} \tag{2.17}
\end{equation*}
$$

Here $\widehat{\mathcal{L}}_{\xi} \overline{ }$ denote the generalized Lie derivative with $\partial$ replaced by $\nabla$. Put differently, we are setting to zero a generalized torsion tensor $\mathcal{T}$ defined by [26]

$$
\begin{equation*}
\left(\widehat{\mathcal{L}}_{\xi}^{\nabla}-\widehat{\mathcal{L}}_{\xi}\right) V_{M}=\mathcal{T}_{M N K} \xi^{N} V^{K} \tag{2.18}
\end{equation*}
$$

A short calculation gives [18]

$$
\begin{equation*}
\mathcal{T}_{M N K}=\Gamma_{M N K}-\Gamma_{N M K}+\Gamma_{K M N}=T_{M N K}+\Gamma_{K M N} . \tag{2.19}
\end{equation*}
$$

As defined in (2.18) $\mathcal{T}_{M N K}$ is manifestly a generalized tensor, and this can also be checked directly with (2.5). Our constraint sets this generalized torsion to zero:

$$
\begin{equation*}
\mathcal{T}_{M N K}=\Gamma_{M N K}-\Gamma_{N M K}+\Gamma_{K M N}=0 . \tag{2.20}
\end{equation*}
$$

Using constraint (1) we find that the sum of cyclic index permutations vanishes:

$$
\begin{equation*}
\Gamma_{M N K}+\Gamma_{N K M}+\Gamma_{K M N}=0 \tag{2.21}
\end{equation*}
$$

This property, given constraint (1), is equivalent to the condition that the totally antisymmetric part of the connection vanishes:

$$
\begin{equation*}
\Gamma_{[M N K]}=0 \tag{2.22}
\end{equation*}
$$

(3) Covariant constancy of $\mathcal{H}_{M N}$ :

$$
\begin{equation*}
\nabla_{M} \mathcal{H}_{N K}=\partial_{M} \mathcal{H}_{N K}-\Gamma_{M N}{ }^{P} \mathcal{H}_{P K}-\Gamma_{M K}{ }^{P} \mathcal{H}_{N P}=0 . \tag{2.23}
\end{equation*}
$$

(4) Partial integration in presence of dilaton density:

$$
\begin{equation*}
\int e^{-2 d} V \nabla_{M} V^{M}=-\int e^{-2 d} V^{M} \nabla_{M} V . \tag{2.24}
\end{equation*}
$$

This condition results in

$$
\begin{equation*}
\Gamma_{M} \equiv \Gamma_{N M}^{N}=-2 \partial_{M} d \tag{2.25}
\end{equation*}
$$

Equivalently, this condition means that the covariant divergence of a vector is computed using the density $e^{-2 d}$ :

$$
\begin{equation*}
\nabla_{M} V^{M}=\partial_{M} A^{M}+\Gamma_{M K}{ }^{M} A^{K}=e^{2 d} \partial_{M}\left(e^{-2 d} A^{M}\right) . \tag{2.26}
\end{equation*}
$$

### 2.3 Solving the constraints

### 2.3.1 The first constraint

We can derive a number of conclusions from constraint (2.15) that states the covariant constancy of the $O(D, D)$ metric $\eta_{M N}$. This constraint makes the connection antisymmetric on its last two indices. Now consider the curvature $R_{M N K L}$ in (2.9). Using the antisymmetry condition, the last two terms are rewritten as

$$
\begin{equation*}
R_{M N K L}=\partial_{M} \Gamma_{N K L}-\partial_{N} \Gamma_{M K L}-\Gamma_{M L Q} \Gamma_{N K}^{Q}+\Gamma_{M K Q} \Gamma_{N L}^{Q}, \tag{2.27}
\end{equation*}
$$

making it clear that $R_{M N K L}$ is now also antisymmetric in the last two indices. Since it is also antisymmetric in its first two indices we have in total

$$
\begin{equation*}
R_{M N K L}=-R_{N M K L}=-R_{M N L K} \tag{2.28}
\end{equation*}
$$

Still, there is no simple relation between $R_{M N K L}$ and $R_{K L M N}$. It also follows from the above and (2.13) that $\mathcal{R}$ shares those same symmetries,

$$
\begin{equation*}
\mathcal{R}_{M N K L}=-\mathcal{R}_{N M K L}=-\mathcal{R}_{M N L K} . \tag{2.29}
\end{equation*}
$$

Together with (2.14) we see that $\mathcal{R}_{M N K L}$ satisfies the familiar properties of the Riemann tensor. One missing property, the algebraic Bianchi identity, will follow after the imposition of the second constraint.

### 2.3.2 The second constraint

Let us now see what conclusions follow from the vanishing of the generalized torsion. First, we note that the formula for the torsion in terms of the connection can be simplified. With (2.19) it follows from $\mathcal{T}_{M N K}=0$ that

$$
\begin{equation*}
T_{M N K}=-\Gamma_{K M N} \tag{2.30}
\end{equation*}
$$

An important consequence of the first two constraints is that we have the Bianchi identity

$$
\begin{equation*}
\mathcal{R}_{[M N K] L}=0, \tag{2.31}
\end{equation*}
$$

as also noted in [19]. Given the symmetries (2.29), this is equivalent to

$$
\begin{equation*}
\mathcal{R}_{M N K L}+\mathcal{R}_{N K M L}+\mathcal{R}_{K M N L}=0 . \tag{2.32}
\end{equation*}
$$

In Riemannian geometry this formula follows directly from the expression for the Riemann tensor in terms of a torsion-less connection. In the present case the equation requires

$$
\begin{align*}
& R_{M N K L}+R_{N K M L}+R_{K M N L} \\
+ & R_{K L M N}+R_{M L N K}+R_{N L K M}  \tag{2.33}\\
+ & \Gamma_{Q M N} \Gamma^{Q}{ }_{K L}+\Gamma_{Q N K} \Gamma^{Q}{ }_{M L}+\Gamma_{Q K M} \Gamma^{Q}{ }_{N L}=0 .
\end{align*}
$$

This equation is readily verified using (2.7): there are twelve terms of the form $\partial \Gamma$ that combine into four groups of three terms that vanish separately, there are fifteen $Г \Gamma$ terms that combine into three groups of five terms that vanish separately.

Finally, we derive a formula for the exact variation of $\mathcal{R}_{M N K L}$ upon a finite variation $\Gamma \rightarrow \Gamma+\delta \Gamma$ of the connection. Beginning with (2.9), a short calculation gives

$$
\begin{align*}
R_{M N K L}(\Gamma+\delta \Gamma)= & R_{M N K L}(\Gamma)+2 \nabla_{[M} \delta \Gamma_{N] K L}  \tag{2.34}\\
& +2 \Gamma_{[M N]}{ }^{P} \delta \Gamma_{P K L}+2 \delta \Gamma_{[M|Q L|} \delta \Gamma_{N] K} Q .
\end{align*}
$$

In obtaining the above we only had to use the antisymmetry of the connection in the last two indices (constraint 1). The covariant derivatives on the above right-hand side use $\Gamma$. To obtain the analogous result for $\mathcal{R}_{M N K L}$ we use the above and (2.13). This time a short calculation gives

$$
\begin{align*}
\mathcal{R}_{M N K L}(\Gamma+\delta \Gamma)= & \mathcal{R}_{M N K L}(\Gamma)+2 \nabla_{[M} \delta \Gamma_{N] K L}+2 \nabla_{[K} \delta \Gamma_{L] M N} \\
& +2 \delta \Gamma_{[M|Q L|} \delta \Gamma_{N] K}{ }^{Q}+2 \delta \Gamma_{[K|Q N|} \delta \Gamma_{L] M}{ }^{Q}+\delta \Gamma_{Q M N} \delta \Gamma^{Q}{ }_{K L} . \tag{2.35}
\end{align*}
$$

In deriving this result we had to use the second constraint in the form (2.21). Note that the terms of the form $\Gamma \delta \Gamma$ in $R(\Gamma+\delta \Gamma)$ cancel out in $\mathcal{R}(\Gamma+\delta \Gamma)$.

### 2.3.3 The third constraint

The constraint (2.23) demands the covariant constancy of the generalized metric. To explore immediate consequences of this additional constraint consider the projectors (1.8)

$$
\begin{equation*}
P_{M}^{N}=\frac{1}{2}\left(\delta_{M}^{N}-\mathcal{H}_{M}^{N}\right), \quad \bar{P}_{M}^{N}=\frac{1}{2}\left(\delta_{M}^{N}+\mathcal{H}_{M}^{N}\right), \tag{2.36}
\end{equation*}
$$

which satisfy

$$
\begin{equation*}
P \bar{P}=0, \quad P^{2}=P, \quad \bar{P}^{2}=\bar{P} \tag{2.37}
\end{equation*}
$$

Since $\eta$ is covariantly constant by constraint (1) and $\mathcal{H}$ is covariantly constant by constraint (3), the projectors are also covariantly constant:

$$
\begin{equation*}
\nabla_{K} P_{M}^{N}=\nabla_{K} \bar{P}_{M}^{N}=0 . \tag{2.38}
\end{equation*}
$$

We now discuss how to use this result to solve completely the constraint. For this purpose we will introduce a notation for indices that are projected. We will have two kinds of indices: barred, with a dash on top, and un-barred, or more properly, under-barred, with a dash below. The index type depends on the projector that is used to obtain it from the un-projected index. The barred index is associated with the $\bar{P}$ projector and the under-barred index is associated with the $P$ projector. Thus, we will have

$$
\begin{align*}
W_{\underline{M}} & \equiv P_{M}^{N} W_{N}, \\
W_{\bar{M}} & \equiv \bar{P}_{M}^{N} W_{N} . \tag{2.39}
\end{align*}
$$

Note that this implies that

$$
\begin{equation*}
W_{M}=W_{\underline{M}}+W_{\bar{M}} . \tag{2.40}
\end{equation*}
$$

We raise or lower projected indices with the metric $\eta$ :

$$
\begin{align*}
W^{M} & \equiv \eta^{M Q} W_{Q}=\eta^{M Q} P_{Q}^{N} W_{N}=P^{M N} W_{N}, \\
W^{\bar{M}} & \equiv \eta^{M Q} W_{\bar{Q}}=\eta^{M Q} \bar{P}_{Q}^{N} W_{N}=\bar{P}^{M N} W_{N}, \tag{2.41}
\end{align*}
$$

so that one can simply use the projector with indices up or down to define a projected index. Contraction of projected indices of different types vanish. For example,

$$
\begin{equation*}
W^{\underline{M}} Y_{\bar{M}}=0 . \tag{2.42}
\end{equation*}
$$

Contraction of like-wise projected indices can be done with a single projector:

$$
\begin{align*}
W^{\bar{M}} Y_{\bar{M}} & =\bar{P}^{M Q} \bar{P}_{M}^{R} W_{Q} Y_{R}=\bar{P}^{Q R} W_{Q} Y_{R}, \\
W^{\underline{M}} Y_{\underline{M}} & =P^{M Q} P_{M}^{R} W_{Q} Y_{R}=P^{Q R} W_{Q} Y_{R} . \tag{2.43}
\end{align*}
$$

A contraction of unprojected indices can be written as a sum of contractions of like-wise projected indices. Indeed,

$$
\begin{equation*}
W^{M} Y_{M}=\left(W^{\underline{\underline{M}}}+W^{\bar{M}}\right)\left(Y_{\underline{M}}+Y_{\bar{M}}\right)=W^{\underline{\underline{M}}} Y_{\underline{\underline{M}}}+W^{\bar{M}} Y_{\bar{M}} . \tag{2.44}
\end{equation*}
$$

We will occasionally use tensors with mixed indices. So for example, we could have an object

$$
\begin{equation*}
W_{M \underline{N} K}=P_{N}{ }^{Q} W_{M Q K} . \tag{2.45}
\end{equation*}
$$

There is no possible confusion: an index without a bar or under-bar is unprojected. As a final remark on the use of these indices we note that in any tensor equality with a number of free unprojected indices (appearing both on the left-hand side and the right-hand side) we can simply replace any unprojected index by like-wise projected indices on both sides of the equality. Thus, for example, $W_{M N}=Y_{M N}$ implies $W_{\underline{M} \bar{N}}=Y_{\underline{M} \bar{N}}$, as well as several other equalities.

When dealing with objects with projected indices, we will say that the object is of type $(k, l)$ if it has $k$ under-barred indices and $l$ barred indices. Thus, for example, given an $O(D, D)$ tensor $A_{M N P}$ we have

$$
\begin{equation*}
\text { Type }(3,0): \quad A_{\underline{M} \underline{N} \underline{P}}, \quad \text { Type }(2,1): \quad A_{\bar{M} \underline{N} \underline{P}}, A_{\underline{M} \bar{N} \underline{P}}, A_{\underline{M} \underline{N} \bar{P} \bar{P}} \text {, etc. } \tag{2.46}
\end{equation*}
$$

Let us now consider the connection $\Gamma_{M N K}$. By repeated use of (2.40) on each index we have

$$
\begin{align*}
\Gamma_{M N K}= & \Gamma_{\underline{M} \underline{N} \underline{K}}+\Gamma_{\underline{M} \underline{N} \bar{K}}+\Gamma_{\underline{M} \bar{N} \underline{K}}+\Gamma_{\underline{M} \bar{N} \bar{K}}  \tag{2.47}\\
& +\Gamma_{\bar{M} \underline{N} \underline{K}}+\Gamma_{\bar{M} \underline{N} \bar{K}}+\Gamma_{\bar{M} \bar{N} \underline{K}}+\Gamma_{\bar{M} \bar{N} \bar{K}} .
\end{align*}
$$

From the comments above it follows that the symmetries of $\Gamma$ arising from the first two constraints carry over to the projected $\Gamma$. Thus, for example, $\Gamma_{\underline{M} \underline{N} \bar{K}}=-\Gamma_{\underline{M} \bar{K} \underline{N}}$. The cyclicity condition on the three indices also holds for any choice of index type.

Using the symmetry conditions on $\Gamma$ we can rewrite (2.47) as follows:

$$
\begin{align*}
\Gamma_{M N K}= & \Gamma_{\underline{M} \underline{N} \underline{K}}+\Gamma_{\underline{M} \underline{N} \bar{K}}-\Gamma_{\underline{M} \underline{K} \bar{N}}-\left(-\Gamma_{\bar{N} \underline{M} \bar{K}}+\Gamma_{\bar{K} \underline{M} \bar{N}}\right)  \tag{2.48}\\
& -\left(\Gamma_{\underline{N} \underline{K} \bar{M}}-\Gamma_{\underline{K} \underline{N} \bar{M}}\right)+\Gamma_{\bar{M} \underline{N} \bar{K}}-\Gamma_{\bar{M} \underline{K} \bar{N}}+\Gamma_{\bar{M} \bar{N} \bar{K}} .
\end{align*}
$$

We then regroup the terms to find

$$
\begin{align*}
\Gamma_{M N K}= & \Gamma_{\underline{M} N \underline{N}}+\Gamma_{\bar{M} \bar{N} \bar{K}} \\
& +\Gamma_{\underline{M} \underline{N} \bar{K}}-\Gamma_{\underline{M} K} \bar{N} \bar{N}-\Gamma_{\underline{N} \underline{K} \bar{M}}+\Gamma_{\underline{K} \underline{N} \bar{M}}  \tag{2.49}\\
& +\Gamma_{\bar{M} \underline{N} \bar{K}}-\Gamma_{\bar{M} \underline{K} \bar{N}}-\Gamma_{\bar{K} \underline{M} \bar{N}}+\Gamma_{\bar{N} \underline{M} \bar{K}} .
\end{align*}
$$

This shows that there are just four structures that need to be determined:

$$
\begin{equation*}
\Gamma_{\underline{M} \underline{N} \underline{K}}, \quad \Gamma_{\bar{M} \bar{N} \bar{K}}, \quad \Gamma_{\underline{M} \underline{N} \bar{K}}, \text { and } \quad \Gamma_{\bar{M} \underline{N} \bar{K}} . \tag{2.50}
\end{equation*}
$$

As we will now see, the covariant constancy of the projector determines the last two of these and leaves the first two undetermined. Indeed, consider the equation

$$
\begin{equation*}
\nabla_{M} P_{K}^{L}=\partial_{M} P_{K}^{L}-\Gamma_{M K}{ }^{Q} P_{Q}^{L}+\Gamma_{M Q}{ }^{L} P_{K}^{Q}=0 . \tag{2.51}
\end{equation*}
$$

We write this as

$$
\begin{equation*}
\partial_{M} P_{K L}+P_{L}{ }^{Q} \Gamma_{M Q K}+P_{K}{ }^{Q} \Gamma_{M Q L}=0 . \tag{2.52}
\end{equation*}
$$

Multiplying by $\bar{P}_{N}{ }^{K}$ the last term drops out and we get

$$
\begin{equation*}
P_{L}{ }^{Q} \bar{P}_{N}{ }^{K} \Gamma_{M Q K}=-\bar{P}_{N}{ }^{K} \partial_{M} P_{K L}=-\left(\bar{P} \partial_{M} P\right)_{N L}, \tag{2.53}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\Gamma_{M L \bar{N}}=-\left(\bar{P} \partial_{M} P\right)_{N L} \tag{2.54}
\end{equation*}
$$

Acting with an additional projector we obtain,

$$
\begin{align*}
\Gamma_{\underline{R} \underline{L} \bar{N}} & =-P_{R}^{M}\left(\bar{P} \partial_{M} P\right)_{N L},  \tag{2.55}\\
\Gamma_{\bar{R} \underline{L} \bar{N}} & =-\bar{P}_{R}^{M}\left(\bar{P} \partial_{M} P\right)_{N L} .
\end{align*}
$$

This determined the advertised components. The totally under-barred component $\Gamma_{\underline{M} N \underline{K}}$ of $\Gamma_{M N K}$ is not determined because it drops out of (2.52). Indeed note that

$$
\begin{equation*}
P_{L}{ }^{Q} \Gamma_{\underline{M} Q \underline{K}}+P_{K}{ }^{Q} \Gamma_{\underline{M} Q \underline{L}}=\Gamma_{\underline{M} \underline{L} \underline{K}}+\Gamma_{\underline{M} K \underline{L} \underline{L}}=0, \tag{2.56}
\end{equation*}
$$

because of antisymmetry on the last two indices. Of course, the totally barred components $\Gamma_{\bar{M} \bar{N} \bar{K}}$ are also not determined.

### 2.3.4 The fourth constraint

This constraint determines the trace of the connection:

$$
\begin{equation*}
\Gamma_{N} \equiv \Gamma_{M N K} \eta^{M K}=-2 \partial_{N} d \tag{2.57}
\end{equation*}
$$

To begin the analysis we compute the left-hand side of this relation using (2.49). We get

$$
\begin{equation*}
\Gamma_{N}=\eta^{M K} \Gamma_{\underline{M} \underline{N} \underline{K}}+\eta^{M K} \Gamma_{\bar{M} \bar{N} \bar{K}}-\eta^{M K} \Gamma_{\underline{M} \underline{K} \bar{N}}+\eta^{M K} \Gamma_{\bar{M} \underline{N} \bar{K}}, \tag{2.58}
\end{equation*}
$$

where we noted that contractions of $\eta$ with $\Gamma$ are nonzero only if the two indices to be contracted in the projected $\Gamma$ are of the same type. Moving the undetermined components to the left-hand side and recalling (2.40) we obtain

$$
\begin{equation*}
\eta^{M K} \Gamma_{\underline{M} \underline{N} \underline{K}}+\eta^{M K} \Gamma_{\bar{M} \bar{N} \bar{K}}=\Gamma_{\underline{N}}-\eta^{M K} \Gamma_{\bar{M} \underline{N} \bar{K}}+\Gamma_{\bar{N}}-\eta^{M K} \Gamma_{\underline{M} \bar{N} \underline{K}} . \tag{2.59}
\end{equation*}
$$

From the above we obtain two equations for the two undetermined components, according to the type of $N$ index:

$$
\begin{align*}
\eta^{M K} \Gamma_{\underline{M} \underline{N K}} & =\Gamma_{\underline{N}}-\eta^{M K} \Gamma_{\bar{M} \underline{N} \bar{K}} \equiv \phi_{\underline{N}} .  \tag{2.60}\\
\eta^{M K} \Gamma_{\bar{M} \bar{N} \bar{K}} & =\Gamma_{\bar{N}}-\eta^{M K} \Gamma_{\underline{M} \bar{N} \underline{K}} \equiv \phi_{\bar{N}} .
\end{align*}
$$

Note that $\phi_{\underline{\underline{N}}}$ and $\phi_{\bar{N}}$ are projected objects. It is useful to show that they arise from a single object $\phi_{N}$. This is what we do now. We begin with $\phi_{\underline{N}}$ and use (2.55):

$$
\begin{align*}
\phi_{\underline{N}} & =P_{N}^{R} \Gamma_{R}+\eta^{M K} \bar{P}_{M}^{Q}\left(\bar{P} \partial_{Q} P\right)_{K N} \\
& =P_{N}^{R} \Gamma_{R}-\bar{P}^{K Q}\left(\left(\partial_{Q} \bar{P}\right) P\right)_{K N} \\
& =P_{N}{ }^{R} \Gamma_{R}-\bar{P}^{K Q}\left(\partial_{Q} \bar{P}_{K R}\right) P_{N}{ }^{R}  \tag{2.61}\\
& =P_{N}{ }^{R}\left(\Gamma_{R}-\bar{P}_{Q K} \partial^{Q} \bar{P}^{K}{ }_{R}\right)=P_{N}{ }^{R}\left(\Gamma_{R}-\left(\bar{P} \partial^{Q} \bar{P}\right)_{Q R}\right) .
\end{align*}
$$

We note that in the final expression the reversed index combination $\left(\bar{P} \partial^{Q} \bar{P}\right)_{R Q}$ would give zero contribution due to the $P_{N}{ }^{R}$ projector. We can thus write,

$$
\begin{equation*}
\phi_{\underline{N}}=P_{N}^{R}\left(\Gamma_{R}-2\left(\bar{P} \partial^{Q} \bar{P}\right)_{[Q R]}\right) . \tag{2.62}
\end{equation*}
$$

A completely analogous calculation gives

$$
\begin{equation*}
\phi_{\bar{N}}=\bar{P}_{N}^{R}\left(\Gamma_{R}-2\left(P \partial^{Q} P\right)_{[Q R]}\right) . \tag{2.63}
\end{equation*}
$$

We can easily verify that the terms in parenthesis in the two equations above are equal. Indeed,

$$
\begin{equation*}
P \partial^{Q} P=-(1-\bar{P}) \partial^{Q} \bar{P}=-\partial^{Q} \bar{P}+\bar{P} \partial^{Q} \bar{P} \quad \rightarrow \quad\left(P \partial^{Q} P\right)_{[Q R]}=\left(\bar{P} \partial^{Q} \bar{P}\right)_{[Q R]} . \tag{2.64}
\end{equation*}
$$

We can therefore write

$$
\begin{equation*}
\phi_{\underline{N}}=P_{N}^{R} \phi_{R}, \quad \phi_{\bar{N}}=\bar{P}_{N}^{R} \phi_{R}, \quad \text { with } \quad \phi_{R}=-2\left(\partial_{R} d+\left(P \partial^{Q} P\right)_{[Q R]}\right) . \tag{2.65}
\end{equation*}
$$

Let us now resume the analysis of equations (2.60). A solution of these equations is of the form

$$
\begin{align*}
\Gamma_{\underline{M} \underline{N K}} & =\alpha P_{M[N} P_{K]}^{Q} \phi_{Q} \tag{2.66}
\end{align*}=\alpha P_{M}^{R} P_{[N}^{L} P_{K]}^{Q} \eta_{R L} \phi_{Q}, ~\left(\bar{P}_{M[N} \bar{P}_{K]}^{Q} \phi_{Q}=\alpha \bar{P}_{M}^{R} \bar{P}_{[N}^{L} \bar{P}_{K]}^{Q} \eta_{R L} \phi_{Q}, ~ l\right.
$$

where $\alpha$ is a constant to be determined. The last right-hand side on each line was written to make it manifest that the $\Gamma$ 's have the correct projections. Note that this ansatz, as required, satisfies constraints (1) and (2): $\Gamma_{\underline{M} \underline{N} \underline{K}}=-\Gamma_{\underline{M} \underline{K} \underline{N}}$ and $\Gamma_{\underline{M} \underline{N} \underline{K}}+\Gamma_{\underline{N} \underline{K} \underline{M}}+\Gamma_{\underline{K} \underline{M} \underline{N}}=0$. The coefficient $\alpha$ is determined by contraction. We get

$$
\begin{equation*}
\eta^{M K} \Gamma_{\underline{M} \underline{N} \underline{K}}=\frac{1}{2} \alpha(1-D) \phi_{\underline{N}}=\phi_{\underline{N}} \quad \rightarrow \quad \alpha=\frac{2}{1-D} \tag{2.67}
\end{equation*}
$$

Back in $(2.66)$ and using $(2.65)$ the full solution is therefore

$$
\begin{align*}
\Gamma_{\underline{M} \underline{N} \underline{K}} & =-\frac{2}{(D-1)} P_{M[N} P_{K]}^{R} \phi_{R}+\tilde{\Gamma}_{\underline{M} \underline{N} \underline{K}} \\
\Gamma_{\bar{M} \bar{N} \bar{K}} & =-\frac{2}{(D-1)} \bar{P}_{M[N} \bar{P}_{K]}^{R} \phi_{R}+\tilde{\Gamma}_{\bar{M} \bar{N} \bar{K}} \tag{2.68}
\end{align*}
$$

where $\tilde{\Gamma}$ is undetermined and satisfies

$$
\begin{align*}
\eta^{M K} \tilde{\Gamma}_{\underline{M} \underline{N K}} & =0  \tag{2.69}\\
\eta^{M K} \tilde{\Gamma}_{\bar{M} \bar{N} \bar{K}} & =0
\end{align*}
$$

### 2.3.5 The full Christoffel connection

To write a complete expression for the Christoffel connection we begin by adding the two contributions in (2.68) and use (2.65) to find

$$
\begin{align*}
\Gamma_{\underline{M} \underline{N} \underline{K}}+\Gamma_{\bar{M} \bar{N} \bar{K}}= & \frac{4}{(D-1)}\left(P_{M[N} P_{K]}^{R}+\bar{P}_{M[N} \bar{P}_{K]}^{R}\right)\left(\partial_{R} d+\left(\bar{P} \partial^{Q} \bar{P}\right)_{[Q R]}\right)  \tag{2.70}\\
& +\tilde{\Gamma}_{\underline{M} \underline{N} \underline{K}}+\tilde{\Gamma}_{\bar{M} \bar{N} \bar{K}}
\end{align*}
$$

The full connection is then given by (2.49) which we write as

$$
\begin{align*}
\Gamma_{M N K}= & \left(\Gamma_{\underline{M} \underline{N} \bar{K}}+\Gamma_{\bar{M} \underline{N} \bar{K}}\right)-\left(\Gamma_{\underline{M} \underline{K} \bar{N}}+\Gamma_{\bar{M} \underline{K} \bar{N}}\right) \\
& -\Gamma_{\underline{N} \underline{K} \bar{M}}+\Gamma_{\underline{K} \underline{N} \bar{M}}-\Gamma_{\bar{K} \underline{M} \bar{N}}+\Gamma_{\bar{N} \underline{M} \bar{K}} \\
& +\frac{4}{(D-1)}\left(P_{M[N} P_{K]}^{R}+\bar{P}_{M[N} \bar{P}_{K]} R\right)\left(\partial_{R} d+\left(P \partial^{Q} P\right)_{[Q R]}\right)  \tag{2.71}\\
& +\tilde{\Gamma}_{\underline{M} \underline{N} \underline{K}}+\tilde{\Gamma}_{\bar{M} \bar{N} \bar{K}} .
\end{align*}
$$

The first two lines on the above right-hand side can be evaluated using equations (2.55). These equations imply, for example, that

$$
\begin{equation*}
\Gamma_{\underline{M} \underline{N} \bar{K}}+\Gamma_{\bar{M} \underline{N} \bar{K}}=-\left(\bar{P} \partial_{M} P\right)_{K N} \tag{2.72}
\end{equation*}
$$

With this one quickly verifies that the first line in the right-hand side of (2.71) simplifies down to $-2\left(P \partial_{M} P\right)_{[N K]}$. A computation of the second line then yields the complete result. We write it as

$$
\begin{equation*}
\Gamma_{M N K}=\widehat{\Gamma}_{M N K}+\Sigma_{M N K}, \tag{2.73}
\end{equation*}
$$

where $\widehat{\Gamma}_{M N K}$ is the determined part of the connection,

$$
\begin{align*}
\widehat{\Gamma}_{M N K}= & -2\left(P \partial_{M} P\right)_{[N K]}-2\left(\bar{P}_{[N}^{P} \bar{P}_{K]}^{Q}-P_{[N}^{P} P_{K]}^{Q}\right) \partial_{P} P_{Q M} \\
& +\frac{4}{D-1}\left(P_{M[N} P_{K]}^{Q}+\bar{P}_{M[N} \bar{P}_{K]}^{Q}\right)\left(\partial_{Q} d+\left(P \partial^{P} P\right)_{[P Q]}\right), \tag{2.74}
\end{align*}
$$

and $\Sigma_{M N K}$ is the undetermined part of the connection:

$$
\begin{equation*}
\Sigma_{M N K}=\tilde{\Gamma}_{\underline{M} \underline{N} \underline{K}}+\tilde{\Gamma}_{\bar{M} \bar{N} \bar{K}} . \tag{2.75}
\end{equation*}
$$

The result (2.74) is equivalent to the ansatz given in eq. (15) of [19]. The $\Sigma_{M N K}$ satisfy the traceless condition in (2.69). Given the symmetry properties of the connection, the trace taken on any two indices of the $\tilde{\Gamma}$ 's vanishes. This completes our calculation of the connection. We finally give the number of undetermined connection components. Since $P$ and $\bar{P}$ are rank$D$ projectors, any projected $O(D, D)$ index represents $D$ independent components. The two undetermined $\tilde{\Gamma}$ can thus be viewed as taking values in the $(2,1)$ traceless $G L(D)$ Young tableau. The total number of undetermined components is then found to be $\frac{2}{3} D(D+2)(D-2)$, which is equal to the value in Siegel's frame-like formalism, see the discussion after eq. (2.40) in [7.

We can rewrite the above $\widehat{\Gamma}$ directly in terms of $\mathcal{H}$ and $d$. Using the definition of the projectors a quick calculation shows that

$$
\begin{equation*}
\left(P \partial_{M} P\right)_{P Q}=\frac{1}{4}\left(-\partial_{M} \mathcal{H}_{P Q}+\mathcal{H}_{P K} \partial_{M} \mathcal{H}^{K}{ }_{Q}\right) . \tag{2.76}
\end{equation*}
$$

The first term on the right-hand side is symmetric in $P$ and $Q$ while the second term is actually antisymmetric in $P$ and $Q$. We thus have

$$
\begin{equation*}
\left(P \partial_{M} P\right)_{[P Q]}=\frac{1}{4} \mathcal{H}_{P K} \partial_{M} \mathcal{H}^{K}{ }_{Q} . \tag{2.77}
\end{equation*}
$$

As a result, we obtain

$$
\begin{equation*}
\left(P \partial^{P} P\right)_{[P Q]}=\frac{1}{4} \mathcal{H}_{P K} \partial^{P} \mathcal{H}^{K}{ }_{Q}=\frac{1}{4} \mathcal{H}^{P M} \partial_{M} \mathcal{H}_{P Q} . \tag{2.78}
\end{equation*}
$$

We can quickly work out the other projectors:

$$
\begin{gather*}
\bar{P}_{[N}^{P} \bar{P}_{K]}^{Q}-P_{[N}{ }^{P} P_{K]}^{Q}=\frac{1}{2}\left(\delta_{[N}{ }^{P} \mathcal{H}_{K]}^{Q}+\mathcal{H}_{[N}{ }^{P} \delta_{K]}{ }^{Q}\right),  \tag{2.79}\\
\bar{P}_{M[N} \bar{P}_{K]}^{Q}+P_{M[N} P_{K]}^{Q}=\frac{1}{2}\left(\eta_{M[N} \delta_{K]}^{Q}+\mathcal{H}_{M[N} \mathcal{H}_{K]}^{Q}\right) . \tag{2.80}
\end{gather*}
$$

Back in the connection (2.74) we get

$$
\begin{align*}
\widehat{\Gamma}_{M N K}= & \frac{1}{2} \mathcal{H}_{K Q} \partial_{M} \mathcal{H}^{Q}{ }_{N}+\frac{1}{2}\left(\delta_{[N}{ }^{P} \mathcal{H}_{K]}^{Q}+\mathcal{H}_{[N}{ }^{P} \delta_{K]}{ }^{Q}\right) \partial_{P} \mathcal{H}_{Q M} \\
& +\frac{2}{D-1}\left(\eta_{M[N} \delta_{K]}^{Q}+\mathcal{H}_{M[N} \mathcal{H}_{K]}{ }^{Q}\right)\left(\partial_{Q} d+\frac{1}{4} \mathcal{H}^{P M} \partial_{M} \mathcal{H}_{P Q}\right) . \tag{2.81}
\end{align*}
$$

## 3 Analysis of the generalized Riemann tensor

In this section we examine the components of the generalized tensor $\mathcal{R}_{M N P Q}$ using the projected barred and under-barred indices. We show that the projections in which undetermined connections drop out vanish identically. There are four non-vanishing projections, as detailed in equation (3.14). We then show how the Ricci and scalar generalized curvatures arise from $\mathcal{R}_{M N P Q}$ by taking contractions that make all undetermined connections disappear. An analysis of the invariant action allows us to show that there is a single generalized Ricci curvature and to prove differential Bianchi identities.

### 3.1 The components of the Riemann tensor

Before we begin the detailed discussion of the various components of the Riemann tensor, we examine a useful property that follows from the covariant constancy of the projectors. This property implies that:

$$
\begin{equation*}
\left[\nabla_{M}, \nabla_{N}\right] P_{K}{ }^{L} V_{L}=P_{K}^{L}\left[\nabla_{M}, \nabla_{N}\right] V_{L}, \tag{3.1}
\end{equation*}
$$

so that expanding the commutators according to (2.6) we get

$$
\begin{equation*}
-R_{M N K}{ }^{P} P_{P}{ }^{L} V_{L}-T_{M N}{ }^{P} \nabla_{P}\left(P_{K}{ }^{L} V_{L}\right)=-P_{K}{ }^{L} R_{M N L}{ }^{P} V_{P}-P_{K}{ }^{L} T_{M N}{ }^{P} \nabla_{P} V_{L} . \tag{3.2}
\end{equation*}
$$

Using the covariant constancy again we see that the torsion terms cancel on both sides. Relabeling indices and dropping the $V$ 's we obtain

$$
\begin{equation*}
R_{M N K P} P_{L}=R_{M N P L} P_{K}^{P} \tag{3.3}
\end{equation*}
$$

Multiplying by $\bar{P}^{K}{ }_{Q}$ we see that the above right-hand side vanishes due to $P \bar{P}=0$. We therefore find that

$$
\begin{equation*}
R_{M N K P} \bar{P}^{K}{ }_{Q} P^{P}{ }_{L}=0 \quad \rightarrow \quad R_{M N \bar{Q} \underline{L}}=0 . \tag{3.4}
\end{equation*}
$$

A curvature $R$ with mixed projections on the last two indices vanishes.
In order to find out which components of the curvature depend on undetermined connections we use the variation formula (2.35) and the split (2.73) of the connection into a determined piece $\widehat{\Gamma}$ and an undetermined piece $\Sigma$. We find

$$
\begin{align*}
\mathcal{R}_{M N K L}= & \widehat{\mathcal{R}}_{M N K L}+2 \widehat{\nabla}_{[M} \Sigma_{N] K L}+2 \widehat{\nabla}_{[K} \Sigma_{L] M N}  \tag{3.5}\\
& +2 \Sigma_{[M \mid Q L} \Sigma_{N] K} Q+2 \Sigma_{[K|Q N|} \Sigma_{L] M} Q+\Sigma_{Q M N} \Sigma^{Q}{ }_{K L} .
\end{align*}
$$

In here all hatted quantities are ones that use $\widehat{\Gamma}$.
Let us now consider possible components of the projected curvatures $\mathcal{R}$. There is one $\mathcal{R}$ with all indices under-barred and one $\mathcal{R}$ with all indices barred - a type $(4,0)$ curvature in the notation introduced in (2.46). With three under-barred indices and one barred one there is just one $\mathcal{R}$ since the barred index can always be chosen to be the last by using the pair exchange symmetry and the antisymmetry in the last two indices. The same is true for the $\mathcal{R}$ with three barred indices and one under-barred one. Finally for an $\mathcal{R}$ with two indices of each type there
are two configurations: one in which the first and last two indices are of the same type, and one where they are not. In summary,

$$
\begin{equation*}
\mathcal{R}_{\underline{M} \underline{N K} \underline{L}}, \quad \mathcal{R}_{\underline{M} \underline{N} \underline{K} \bar{L}}, \quad \mathcal{R}_{\underline{M} \bar{N} \underline{K} \bar{L}}, \quad \mathcal{R}_{\underline{M} \underline{N} \bar{K} \bar{L}}, \quad \mathcal{R}_{\underline{M} \bar{N} \bar{K} \bar{L}}, \quad \mathcal{R}_{\bar{M} \bar{N} \bar{K} \bar{L}} \tag{3.6}
\end{equation*}
$$

The two type $(2,2)$ curvatures are not independent. The algebraic Bianchi identity (2.31) gives

$$
\begin{equation*}
0=\mathcal{R}_{\underline{M} \underline{N} \bar{K} \bar{L}}+\mathcal{R}_{\underline{N} \bar{K} \underline{M} \bar{L}}+\mathcal{R}_{\bar{K} \underline{M} \underline{N} \bar{L}} \rightarrow \mathcal{R}_{\underline{M} \underline{N} \bar{K} \bar{L}}=\mathcal{R}_{\underline{M} \underline{K} \underline{N} \bar{L}}-\mathcal{R}_{\underline{N} \bar{K} \underline{M} \bar{L}}, \tag{3.7}
\end{equation*}
$$

showing that the third curvature in (3.6) determines the fourth. The third structure, using definition (2.13), is given by

$$
\begin{equation*}
\mathcal{R}_{\underline{M} \bar{N} \underline{K} \bar{L}}=R_{\underline{M} \bar{N} \underline{K} \bar{L}}+R_{\underline{K} \bar{L} \underline{M} \bar{N}}+\Gamma_{Q \underline{M} \bar{N}} \Gamma_{\underline{K} \bar{L}}^{Q} . \tag{3.8}
\end{equation*}
$$

The first two terms vanish because of (3.4) and the last one contains pieces of the connection determined in (2.54):

$$
\begin{equation*}
\mathcal{R}_{\underline{M} \bar{N} \underline{K} \bar{L}}=\Gamma_{Q \underline{M} \bar{N}} \Gamma_{\underline{K} \bar{L}}^{Q}=\left(\bar{P} \partial_{Q} P\right)_{M N}\left(\bar{P} \partial^{Q} P\right)_{K L}=0 \tag{3.9}
\end{equation*}
$$

using the strong constraint. The vanishing of this third structure then implies the vanishing of the fourth, as remarked above:

$$
\begin{equation*}
\mathcal{R}_{\underline{M} \underline{N} \bar{K} \bar{L}}=0 . \tag{3.10}
\end{equation*}
$$

With (3.5) it is now easy to see that the first two and last two in (3.6) depend on the undetermined connections. In fact, for $\mathcal{R}_{\underline{M} \underline{N K} \underline{L}}$ we use (3.5) together with (2.75) to get

$$
\begin{align*}
\mathcal{R}_{\underline{M} \underline{N K} \underline{L}}= & \widehat{\mathcal{R}}_{\underline{M} \underline{N K} \underline{L}}+2 \widehat{\nabla}_{[\underline{M}} \tilde{\Gamma}_{\underline{N}] \underline{K} \underline{L}}+2 \hat{\nabla}_{[\underline{K}} \tilde{\Gamma}_{\underline{L}] \underline{M} \underline{N}}  \tag{3.11}\\
& +2 \tilde{\Gamma}_{[\underline{M} \mid \underline{Q} \underline{L}} \tilde{\Gamma}_{\underline{N}] \underline{K}}+2 \tilde{\Gamma}_{[\underline{K} \mid Q \underline{N}} \mid \tilde{\Gamma}_{\underline{L}] \underline{M}}{ }^{Q}+\tilde{\Gamma}_{\underline{Q} \underline{M} \underline{N}} \tilde{\Gamma}_{\underline{Q} \underline{Q}}
\end{align*}
$$

In here, projected indices on covariant derivatives are defined as usual: $\widehat{\nabla}_{\bar{L}} \equiv \bar{P}_{L}{ }^{Q} \widehat{\nabla}_{Q}$. We note that all $\Sigma_{M N K}$ in (3.5) were replaced by $\tilde{\Gamma}_{\underline{M} \underline{N K}}$ because the projectors discard the $\tilde{\Gamma}_{\bar{M}} \bar{N} \bar{K}$ components. Note that the summed index $Q$ only receives contributions from the under-barred values. Analogous remarks apply for the fully barred structure $\mathcal{R}_{\bar{M} \bar{N} \bar{K} \bar{L}}$.

For the second curvature in the list, the type $(3,1)$ tensor $\mathcal{R}_{\underline{M} \underline{N} \underline{K} \bar{L}}$, all $\Sigma^{2}$ terms vanish because in each of them one $\Sigma$ has mixed barred/under-barred projections and there are no such undetermined connections. From the $\nabla \Sigma$ type terms, one survives:

$$
\begin{equation*}
\mathcal{R}_{\underline{M} \underline{N} \underline{K} \bar{L}}=\widehat{\mathcal{R}}_{\underline{M} \underline{N} \underline{K} \bar{L}}-\widehat{\nabla}_{\bar{L}} \tilde{\Gamma}_{\underline{K} \underline{M} \underline{N}} \tag{3.12}
\end{equation*}
$$

We thus see that $\mathcal{R}_{\underline{M} \underline{N} \underline{K} \bar{L}}$ involves undetermined connections. Similarly, we find for the $(1,3)$ type structure

$$
\begin{equation*}
\mathcal{R}_{\underline{M} \bar{N} \bar{K} \bar{L}}=\widehat{\mathcal{R}}_{\underline{M} \bar{N} \bar{K} \bar{L}}+\widehat{\nabla}_{\underline{M}} \tilde{\Gamma}_{\bar{N} \bar{K} \bar{L}} \tag{3.13}
\end{equation*}
$$

Our analysis shows that the list (3.6) has become

$$
\begin{align*}
& \mathcal{R}_{\underline{M} N \underline{N} \underline{L}} \quad \text { contains undetermined connections, } \\
& \mathcal{R}_{\underline{M} \underline{N} \underline{L}} \quad \text { contains undetermined connections, } \\
& \mathcal{R}_{\underline{M} \bar{N} \underline{K} \bar{L}}=0,  \tag{3.14}\\
& \mathcal{R}_{\underline{M} N \bar{N} \bar{L}}=0, \\
& \mathcal{R}_{\underline{M} \bar{N} \bar{K} \bar{L}} \quad \text { contains undetermined connections, } \\
& \mathcal{R}_{\bar{M} \bar{N} \bar{K} \bar{L}} \quad \text { contains undetermined connections. }
\end{align*}
$$

Thus, there is no Riemann tensor in terms of the physical fields.

### 3.2 Generalized Ricci and scalar curvatures

Undetermined connection components can drop out from traces of curvatures. In fact, we can define a scalar curvature and a Ricci tensor. A naive candidate for the scalar curvature is $\mathcal{R}_{M N}{ }^{M N}$. Expanding the contractions in projected indices we have,

$$
\begin{equation*}
\mathcal{R}_{M N}{ }^{M N}=\eta^{M K} \eta^{N L} \mathcal{R}_{M N K L}=\mathcal{R}_{\underline{M} \underline{N}^{\underline{M}}}+\mathcal{R}_{\bar{M} \bar{N}} \bar{M}^{\bar{N}}+2 \mathcal{R}_{\underline{M} \bar{N}}{ }^{\underline{M} \bar{N}} . \tag{3.15}
\end{equation*}
$$

The last term on the right-hand side vanishes by (3.9), so that we have

$$
\begin{equation*}
\mathcal{R}_{M N}{ }^{M N}=\mathcal{R}_{\underline{M} \underline{N}}{ }^{\underline{M} \underline{N}}+\mathcal{R}_{\bar{M} \bar{N}}{ }^{\bar{M} \bar{N}} . \tag{3.16}
\end{equation*}
$$

Recall from (2.43) that contractions on projected indices are implemented by contractions against the appropriate projector, so that

$$
\begin{equation*}
\mathcal{R}_{\underline{M} \underline{N}^{\underline{M}} \underline{N}}=P^{M K} P^{N L} \mathcal{R}_{M N K L}, \quad \mathcal{R}_{\bar{M} \bar{N}} \bar{M}^{\bar{N}}=\bar{P}^{M K} \bar{P}^{N L} \mathcal{R}_{M N K L} \tag{3.17}
\end{equation*}
$$

Back to (3.16) we compute $\mathcal{R}_{M N}{ }^{M N}$ directly from the definition (2.13) and from (2.7):

$$
\begin{align*}
\mathcal{R}_{M N}^{M N} & =2 R_{M N}^{M N}+\Gamma_{M N K} \Gamma^{M N K}  \tag{3.18}\\
& =4 \partial_{M} \Gamma^{M}+2 \Gamma_{M} \Gamma^{M}+2 \Gamma_{M N K} \Gamma^{K M N}+\Gamma_{M N K} \Gamma^{M N K} \equiv 0 .
\end{align*}
$$

The first two terms on the right-hand side vanish using $\Gamma_{M} \sim \partial_{M} d$ and the strong constraint. The rest of the terms on the right-hand side vanish too:

$$
\begin{align*}
\mathcal{R}_{M N} M N & =\Gamma_{M N K}\left(\Gamma^{K M N}+\Gamma^{K M N}+\Gamma^{M N K}\right)  \tag{3.19}\\
& =\Gamma_{M N K}\left(\Gamma^{K M N}-\Gamma^{N M K}+\Gamma^{M N K}\right)=0,
\end{align*}
$$

because of $\Gamma_{[M N K]}=0$. The vanishing of $\mathcal{R}_{M N}{ }^{M N}$ is consistent with the vanishing of the flat-index combination $\mathcal{R}_{A B}{ }^{A B}$ in Siegel's formalism [4]. Equation (3.16) and the vanishing of $\mathcal{R}_{M N}{ }^{M N}$ suggest that we have to contract the fully projected tensors. We thus define the scalar curvature $\mathcal{R}$ by

$$
\begin{equation*}
\mathcal{R} \equiv \mathcal{R}^{\underline{M} \underline{N}_{\underline{M}} \underline{N}}=-\mathcal{R}^{\bar{M} \bar{N}}{ }_{\bar{M} \bar{N}} . \tag{3.20}
\end{equation*}
$$

We now use (3.11) to show that the undetermined connections drop out of $\mathcal{R}$. Let us do one contraction first. The tracelessness of the $\tilde{\Gamma}$ (on any pair of indices) implies that

$$
\begin{align*}
\eta^{N L} \mathcal{R}_{\underline{M} \underline{N} \underline{K} \underline{L}}= & \widehat{\mathcal{R}}_{\underline{M}} \underline{N}^{\underline{K}}-\widehat{\nabla}^{\underline{L}}\left(\tilde{\Gamma}_{\underline{M} \underline{K} \underline{L}}+\tilde{\Gamma}_{\underline{K} \underline{M} \underline{L}}\right)  \tag{3.21}\\
& +\tilde{\Gamma}_{\underline{M} \underline{Q}} \underline{\tilde{\Gamma}_{\underline{L} \underline{K}^{Q}}}+\tilde{\Gamma}_{\underline{K} \underline{Q}} \tilde{\Gamma}_{\underline{L} \underline{M}^{Q}}+\tilde{\Gamma}_{\underline{Q} \underline{M} \underline{L}} \tilde{\Gamma}_{\underline{K}}^{\underline{L}} .
\end{align*}
$$

A few undetermined connection coefficients dropped out but several remain. After the second contraction with $\eta^{M K}$ we get only $\tilde{\Gamma} \tilde{\Gamma}$ terms that survive, but they add up to zero:

$$
\begin{align*}
\mathcal{R} & =\widehat{\mathcal{R}}^{\underline{M}} \underline{\underline{M}} \underline{\underline{N}}+\tilde{\Gamma}_{\underline{M} Q \underline{L}} \tilde{\Gamma}^{\underline{L} \underline{M} \underline{Q}}+\tilde{\Gamma}_{\underline{K} Q \underline{N}} \tilde{\Gamma}^{\underline{N} \underline{\underline{Q}}}+\tilde{\Gamma}_{\underline{Q} \underline{M} \underline{N}} \tilde{\Gamma}^{\underline{Q} \underline{\underline{N}}} \\
& =\widehat{\mathcal{R}}^{\underline{M}} \underline{\underline{M}}_{\underline{M} \underline{N}}+\tilde{\Gamma}_{\underline{M} Q \underline{L}}\left(\tilde{\Gamma}^{\underline{L} \underline{M} \underline{Q}}+\tilde{\Gamma}^{\underline{M} Q \underline{L}}+\tilde{\Gamma}^{\underline{L} \underline{M} \underline{Q}}\right)  \tag{3.22}\\
& =\widehat{\mathcal{R}}^{\underline{M}} \underline{M}_{\underline{M} \underline{N}},
\end{align*}
$$

using the generalized torsion constraint. The undetermined connections dropped out and there is a well-defined scalar curvature $\mathcal{R}$. It must be proportional to the scalar curvature defined in [3]. One may fix the normalization by inserting the explicit connection components, say, focusing on the dilaton-dependent terms. We then find that (3.20) equals the curvature scalar defined in eq. (4.24) in 3 .

Equation (3.21) shows that we cannot get a well-defined Ricci tensor with two under-barred (or two barred) indices. The Ricci tensor is of type ( 1,1 ), and we can define such an object by contraction with $\eta$ of a curvature with $(1,3)$ or $(3,1)$ index structure. We define the following objects starting with the $(3,1)$ index structure:

$$
\begin{align*}
& \mathcal{R}_{\underline{M} \bar{N}} \equiv \mathcal{R}_{\underline{K} \underline{M} \bar{N}}=\eta^{K L} \mathcal{R}_{\underline{K} \underline{M} \bar{N} \underline{L}},  \tag{3.23}\\
& \mathcal{R}_{\bar{N} \underline{M}} \equiv \mathcal{R}_{\underline{K} \bar{N} \underline{M}}{ }^{\underline{K}}=\eta^{K L} \mathcal{R}_{\underline{K} \bar{N} \underline{M} \underline{L} \underline{L}} .
\end{align*}
$$

In fact, the Bianchi identity implies they are equal:

$$
\begin{equation*}
\mathcal{R}_{\bar{N} \underline{M}}=\mathcal{R}_{\underline{K} \bar{N} \underline{\underline{M}}}{ }^{\underline{K}}=-\mathcal{R}_{\bar{N} \underline{M} \underline{K}}{ }^{\underline{K}}-\mathcal{R}_{\underline{M} \underline{K} \underline{N}}{ }^{\underline{K}}=\mathcal{R}_{\underline{K} \underline{M} \bar{N}}{ }^{\underline{K}}=\mathcal{R}_{\underline{M} \bar{N} \bar{N}} . \tag{3.24}
\end{equation*}
$$

This is the "symmetry" property of the Ricci curvature. Most importantly, undetermined connections do not appear in the Ricci curvature. Indeed, starting from the definition (3.23) and using (3.12) we have

$$
\begin{equation*}
\mathcal{R}_{\underline{M} \bar{N}}=\eta^{K L} \mathcal{R}_{\underline{M} \underline{K} \underline{L} \bar{N}}=\eta^{K L}\left(\widehat{\mathcal{R}}_{\underline{M} \underline{K} \underline{L} \bar{N}}-\widehat{\nabla}_{\bar{N}} \tilde{\Gamma}_{\underline{L} \underline{M} \underline{K}}\right)=\eta^{K L} \widehat{\mathcal{R}}_{\underline{M} K \underline{L} \underline{N}} . \tag{3.25}
\end{equation*}
$$

We will show in the following subsection that the Ricci tensor defined by contraction of the $(1,3)$ index structure is identical to the one obtained here.

### 3.3 Invariant action and differential Bianchi identities

After having defined a generalized curvature scalar $\mathcal{R}$ we can define an invariant action for double field theory. It reads

$$
\begin{equation*}
S=\int d x d \tilde{x} e^{-2 d} \mathcal{R}=\int d x d \tilde{x} e^{-2 d} \mathcal{R}_{\underline{M} \underline{\underline{N}}^{\underline{M}}}=\int d x d \tilde{x} e^{-2 d} P^{M K} P^{N L} \mathcal{R}_{M N K L} \tag{3.26}
\end{equation*}
$$

where we recalled (3.17). Since the undetermined pieces of the connection drop out (see (3.22)), we have

$$
\begin{equation*}
S=\int d x d \tilde{x} e^{-2 d} P^{M K} P^{N L} \widehat{\mathcal{R}}_{M N K L} \tag{3.27}
\end{equation*}
$$

Of course, on account of (3.20) we also have

$$
\begin{equation*}
S=-\int d x d \tilde{x} e^{-2 d} \mathcal{R}_{\bar{M} \bar{N}} \bar{M}^{\bar{N}}=-\int d x d \tilde{x} e^{-2 d} \bar{P}^{M K} \bar{P}^{N L} \widehat{\mathcal{R}}_{M N K L} \tag{3.28}
\end{equation*}
$$

It turns out that further Bianchi-type identities for the Ricci tensor and curvature scalar can be conveniently derived using the invariance properties of this action.

We start by discussing the variational principle based on (3.27). For earlier discussions of the general variation in double field theory see [2, 3, 7, 8,, 19$]$. Variations of the generalized metric imply variations of $P$ or $\bar{P}$. In fact we can think of $P$ and $\bar{P}$ as the field variables to be varied since the connection is written in terms of these projectors (see (2.74)). We must then take into account that these are constrained to satisfy $P^{2}=P, \bar{P}^{2}=\bar{P}$ and $P \bar{P}=0$. Thus if we shift $P^{\prime}=P+\delta P$ we need to satisfy

$$
\begin{equation*}
\left(P^{\prime}\right)^{2}=P+P \delta P+\delta P P \equiv P^{\prime}=P+\delta P \tag{3.29}
\end{equation*}
$$

and similarly for $\bar{P}$. Thus, we have the constraint

$$
\begin{equation*}
\delta P=P \delta P+\delta P P \tag{3.30}
\end{equation*}
$$

and similarly for $\bar{P}$. Acting on both sides with $P$ from the left and the right we quickly see that $P \delta P P=0$. Moreover, we also see that $\bar{P} \delta P \bar{P}=0$. Finally, when acting from the left with $P$ and the right with $\bar{P}$, or vice versa, we get trivially satisfied identities that imply that $P \delta P \bar{P}$ and $\bar{P} \delta P P$ are unconstrained. Thus, we can write the variation in terms of two unconstrained matrices $\mathcal{M}$ and $\mathcal{N}$ as follows

$$
\begin{equation*}
\delta P=\bar{P} \mathcal{M} P+P \mathcal{N} \bar{P}=-\delta \bar{P}, \tag{3.31}
\end{equation*}
$$

where the last condition follows from $P+\bar{P}=1$. Since $P$ and $\bar{P}$ are symmetric, $\delta P$ and $\delta \bar{P}$ should be symmetric too, requiring that $\mathcal{M}^{T}=\mathcal{N}$. Thus, the most general variations of $P$ and $\bar{P}$ consistent with the constraints are

$$
\begin{equation*}
\delta P=\bar{P} \mathcal{M} P+P \mathcal{M}^{T} \bar{P}=-\delta \bar{P} . \tag{3.32}
\end{equation*}
$$

Let us now consider the general variation of the action (3.27) for variations $\delta P$ and $\delta d$. Of course such variations result in variations $\delta \widehat{\Gamma}$ of the determined parts of the connection. The undetermined parts need not be varied since they and their variations drop out of the action. We thus get

$$
\begin{align*}
\delta S & =\delta \int d x d \tilde{x} e^{-2 d} P^{M K} P^{N L} \widehat{\mathcal{R}}_{M N K L}  \tag{3.33}\\
& =\int d x d \tilde{x} e^{-2 d}\left(-2 \delta d \mathcal{R}+2 \delta P^{M K} P^{N L} \widehat{\mathcal{R}}_{M N K L}+4 P^{M K} P^{N L} \widehat{\nabla}_{[M} \delta \widehat{\Gamma}_{N] K L}\right)
\end{align*}
$$

where we employed (2.35) since this relation holds for any shift of the connection. The covariant derivative in $\widehat{\nabla} \delta \widehat{\Gamma}$ can be partially integrated: it ignores the dilaton density and gives zero
acting on the $P$ 's (note that both $\nabla$ and $\hat{\nabla}$ have such properties). This term is therefore a total derivative, in complete analogy to standard Einstein gravity. The variation of $d$ then implies the vanishing of the scalar curvature, $\mathcal{R}=0$. This is a well-known result in double field theory [2,3], but here we understand more clearly why the variations of $d$ inside $\mathcal{R}$ add up to a total derivative.

We focus on the remaining variation which reads with (3.32)

$$
\begin{align*}
\delta S & =2 \int d x d \tilde{x} e^{-2 d}\left(\bar{P}^{M P} \mathcal{M}_{P Q} P^{Q K}+P^{M Q} \mathcal{M}_{P Q} \bar{P}^{P K}\right) P^{N L} \widehat{\mathcal{R}}_{M N K L} \\
& =2 \int d x d \tilde{x} e^{-2 d} \mathcal{M}_{P Q}\left(\widehat{\mathcal{R}}^{\bar{P} \underline{\underline{L} Q}} \underline{L}^{\underline{L}}+\widehat{\mathcal{R}}^{Q \underline{L} \bar{P}} \underline{\underline{L}}\right)  \tag{3.34}\\
& =-2 \int d x d \tilde{x} e^{-2 d} \mathcal{M}_{P Q}\left(\mathcal{R}^{\underline{L} \bar{P} \underline{Q}} \underline{\underline{L}}+\mathcal{R}^{\underline{L} Q \bar{P}} \underline{L}_{\underline{L}}\right)=-4 \int d x d \tilde{x} e^{-2 d} \mathcal{M}^{N M} \mathcal{R}^{\underline{K}} \underline{M}_{\underline{N}} \underline{K},
\end{align*}
$$

where we were able to remove the hats at the point where we know all undetermined connections drop out. In the last step we used (3.24) and relabeled indices. Thus, we get the field equation

$$
\begin{equation*}
\mathcal{R}_{\underline{M} \bar{N}} \equiv \mathcal{R}^{\underline{K}}{ }_{\underline{M} \bar{N} \underline{K}}=0, \tag{3.35}
\end{equation*}
$$

recovering the Ricci tensor defined above.
An alternative definition for the Ricci tensor is obtained by tracing the curvature with $(1,3)$ index structure (one under-barred, three barred). We will show now that the resulting object, $\mathcal{R}_{\bar{K} \underline{M} \bar{N}}{ }^{\bar{K}}$, does not provide a new tensor. To this end we vary the alternative form of the action indicated in (3.28):

$$
\begin{equation*}
\delta S=-\delta \int d x d \tilde{x} e^{-2 d} \bar{P}^{M K} \bar{P}^{N L} \widehat{\mathcal{R}}_{M N K L} \tag{3.36}
\end{equation*}
$$

Using $\delta \bar{P}=-\delta P$ we arrive at

$$
\begin{align*}
\delta S & =2 \int d x d \tilde{x} e^{-2 d} \delta P^{M K} \bar{P}^{N L} \widehat{\mathcal{R}}_{M N K L} \\
& =-2 \int d x d \tilde{x} e^{-2 d}\left(\bar{P}^{M P} \mathcal{M}_{P Q} P^{Q K}+P^{M Q} \mathcal{M}_{P Q} \bar{P}^{P K}\right) \widehat{\mathcal{R}}^{\bar{L}}{ }_{M K \bar{L}}  \tag{3.37}\\
& =-2 \int d x d \tilde{x} e^{-2 d} \mathcal{M}_{P Q}\left(\mathcal{R}^{\bar{L} \bar{P} Q}{ }_{\bar{L}}+\mathcal{R}^{\bar{L} Q \bar{P}_{\bar{L}}}\right) \\
& =-4 \int d x d \tilde{x} e^{-2 d} \mathcal{M}_{P Q} \mathcal{R}^{\bar{L} Q}{ }^{\bar{P} \bar{L}} \bar{L}=-4 \int d x d \tilde{x} e^{-2 d} \mathcal{M}^{N M} \mathcal{R}^{\bar{K}}{ }_{\underline{M} \bar{N} \bar{K}} .
\end{align*}
$$

Here we combined the two terms in the third line using the analogue of (3.24) and removed the hats, since the objects in question are well-defined. As this variation must agree with the variation (3.34) for all $\mathcal{M}$ we conclude

$$
\begin{equation*}
\mathcal{R}^{\underline{K}}{ }_{\underline{M} \bar{N} \underline{K}}=\mathcal{R}_{\underline{M} \bar{N} \bar{K} \bar{K}}, \tag{3.38}
\end{equation*}
$$

proving that there is a single generalized Ricci tensor.
Let us relate the above definition of a Ricci tensor to a similar tensor defined in 3], where we considered the variation of $\mathcal{H}$ rather than $P$. The variation (3.32) implies the following variation for $\mathcal{H}$

$$
\begin{equation*}
\delta \mathcal{H}=-2\left(\bar{P} \mathcal{M} P+P \mathcal{M}^{T} \bar{P}\right), \tag{3.39}
\end{equation*}
$$

where we used (1.8) and $\delta \eta=0$. Up to the factor of -2 this coincides with the variation given in eq. (4.54) in [3] if we assume $\mathcal{M}$ to be symmetric. The variation considered in [3] was not the most general, because $\mathcal{M}$ need not be symmetric, but it can be proved that the resulting field equations are equivalent to the ones obtained for general $\mathcal{M}$. To see this, consider a general action $S$ based on a Lagrangian $\mathcal{L}(P)$ that we view as a function of $P$ (suppressing the dependence on other fields). Using (3.32), its variation with respect to $P$ then reads

$$
\begin{align*}
\delta S & =\int d x d \tilde{x} e^{-2 d} \frac{\delta \mathcal{L}}{\delta P_{K L}}\left(\bar{P}_{K M} \mathcal{M}^{M N} P_{N L}+P_{K N} \mathcal{M}^{M N} \bar{P}_{M L}\right) \\
& =\int d x d \tilde{x} e^{-2 d} \mathcal{M}^{M N}\left(\bar{P}_{M K} P_{N L}+\bar{P}_{M L} P_{N K}\right) \frac{\delta \mathcal{L}}{\delta P_{K L}}  \tag{3.40}\\
& =2 \int d x d \tilde{x} e^{-2 d} \mathcal{M}^{M N} \bar{P}_{M K} P_{N L} \frac{\delta \mathcal{L}}{\delta P_{K L}},
\end{align*}
$$

where we used in the last step the symmetry of $\delta \mathcal{L} / \delta P_{K L}$. As $\mathcal{M}_{M N}$ is unconstrained, the field equations read

$$
\begin{equation*}
E_{M N} \equiv \bar{P}_{M K} P_{N L} \frac{\delta \mathcal{L}}{\delta P_{K L}}=0 \tag{3.41}
\end{equation*}
$$

An interesting property of tensors defined like this is that they vanish if and only if their symmetric projection $E_{(M N)}$ vanishes. For suppose

$$
\begin{equation*}
E_{(M N)}=\frac{1}{2}\left(\bar{P}_{M K} P_{N L}+\bar{P}_{N K} P_{M L}\right) \frac{\delta \mathcal{L}}{\delta P_{K L}}=0 \tag{3.42}
\end{equation*}
$$

We can then contract with $\bar{P}_{R}{ }^{M}$, after which the second term vanishes by $P \bar{P}=0$, implying $E_{R N}=0$, as we wanted to show. Thus, the field equations obtained by variation with a symmetric or general $\mathcal{M}$ are equivalent.

After this preliminary discussion it is straightforward to relate the Ricci tensor in [3] to the one discussed here. We consider the variation of the action (3.26) under (3.39) (or, equivalently, (3.31)), with $\mathcal{M}$ symmetric,

$$
\begin{equation*}
\delta S \equiv-2 \int d x d \tilde{x} e^{-2 d} \mathcal{M}^{M N} \mathcal{R}_{M N}=-4 \int d x d \tilde{x} e^{-2 d} \mathcal{M}^{M N} P_{M}{ }^{K} \bar{P}_{N}{ }^{L} \mathcal{R}_{\bar{P} K L}{ }^{\bar{P}} \tag{3.43}
\end{equation*}
$$

The first equality can be seen as the definition of $\mathcal{R}_{M N}$, where we included a factor of -2 such that the variation and hence the tensor $\mathcal{R}_{M N}$ have the same normalization as in 3]. For the second equality we used (3.34). Since we assumed $\mathcal{M}$ to be symmetric, $\mathcal{R}_{M N}$ is symmetric, too, and from (3.43) given by

$$
\begin{equation*}
\mathcal{R}_{M N}=\left(P_{M}^{K} \bar{P}_{N}^{L}+P_{N}^{K} \bar{P}_{M}^{L}\right) \mathcal{R}_{\bar{P} K L}{ }^{\bar{P}} \tag{3.44}
\end{equation*}
$$

Writing the right-hand side out in terms of projected indices and using (3.24) we get

$$
\begin{equation*}
\mathcal{R}_{M N}=\mathcal{R}_{\underline{M} \bar{N}}+\mathcal{R}_{\bar{M} \underline{N}} \tag{3.45}
\end{equation*}
$$

The generalized tensor $\mathcal{R}_{M N}$ thus obtained has no projected indices. We can think of $\mathcal{R}_{\underline{M} \bar{N}}$ and $\mathcal{R}_{\bar{M} \underline{N}}$ as the projections of $\mathcal{R}_{M N}$. The symmetric field equation $\mathcal{R}_{M N}=0$ is equivalent to $\mathcal{R}_{\underline{M} \bar{N}}=0$.

We close this section by deriving a differential Bianchi identity following from the $\xi^{M}$ gauge invariance of (3.27). First, we need to rewrite the gauge transformations. Using (2.26) the transformation of the dilaton reads

$$
\begin{equation*}
\delta_{\xi} e^{-2 d}=\partial_{M}\left(e^{-2 d} \xi^{M}\right)=e^{-2 d} \nabla_{M} \xi^{M} \tag{3.46}
\end{equation*}
$$

For the projector $P$ we have $\delta_{\xi} P_{M N}=\widehat{\mathcal{L}}_{\xi} P_{M N}$ because $\mathcal{H}$ transforms with a generalized Lie derivative (1.4) and $\widehat{\mathcal{L}}_{\xi} \eta=0$ [3]. Due to the torsion constraint (2.17), all partial derivatives in Lie derivatives can be replaced by covariant derivatives. We thus have

$$
\begin{equation*}
\delta_{\xi} P_{M N}=\xi^{K} \nabla_{K} P_{M N}+2 \nabla_{[M} \xi_{K]} P_{N}^{K}+2 \nabla_{[N} \xi_{K]} P_{M}^{K} \tag{3.47}
\end{equation*}
$$

Using the covariant constancy of $P$ this becomes

$$
\begin{equation*}
\delta_{\xi} P_{M N}=2 \nabla_{[M} \xi_{\underline{N}]}+2 \nabla_{[N} \xi_{\underline{M}]} \tag{3.48}
\end{equation*}
$$

Writing out the antisymmetrizations and using (2.40) we have

$$
\begin{align*}
\delta_{\xi} P_{M N}= & \nabla_{M} \xi_{\underline{N}}-\nabla_{\underline{N}} \xi_{M}+\nabla_{N} \xi_{\underline{M}}-\nabla_{\underline{M}} \xi_{N} \\
= & \nabla_{\underline{M}} \xi_{\underline{N}}+\nabla_{\bar{M}} \xi_{\underline{N}}-\nabla_{\underline{N}} \xi_{\underline{M}}-\nabla_{\underline{N}} \xi_{\bar{M}}  \tag{3.49}\\
& +\nabla_{\underline{N}} \xi_{\underline{M}}+\nabla_{\bar{N}} \xi_{\underline{M}}-\nabla_{\underline{M}} \xi_{\underline{N}}-\nabla_{\underline{M}} \xi_{\bar{N}} \\
= & \nabla_{\bar{M}} \xi_{\underline{N}}-\nabla_{\underline{N}} \xi_{\bar{M}}+\nabla_{\bar{N}} \xi_{\underline{M}}-\nabla_{\underline{M}} \xi_{\bar{N}} .
\end{align*}
$$

We can now write separate gauge transformations with respect to $\xi_{\underline{M}}$ and $\xi_{\bar{M}}$

$$
\begin{align*}
\delta_{\underline{\xi}} P_{M N} & =\nabla_{\bar{M}} \xi_{\underline{N}}+\nabla_{\bar{N}} \xi_{\underline{M}}  \tag{3.50}\\
\delta_{\bar{\xi}} P_{M N} & =-\left(\nabla_{\underline{M}} \xi_{\bar{N}}+\nabla_{\underline{N}} \xi_{\bar{M}}\right)
\end{align*}
$$

For the dilaton we have, from (3.46),

$$
\begin{align*}
\delta_{\underline{\xi}} e^{-2 d} & =e^{-2 d} \nabla_{\underline{M}} \xi^{\underline{M}} \\
\delta_{\bar{\xi}} e^{-2 d} & =e^{-2 d} \nabla_{\bar{M}} \xi^{\bar{M}} \tag{3.51}
\end{align*}
$$

Consider now the gauge variation $\delta_{\underline{\xi}}$ of the action (3.27). Recalling that the curvature itself does not need to be varied because it contributes only total derivatives, as in (3.33), we have

$$
\begin{align*}
0 & =\delta_{\underline{\xi}} \int d x d \tilde{x} e^{-2 d} P^{M K} P^{N L} \widehat{\mathcal{R}}_{M N K L} \\
& =\int d x d \tilde{x} e^{-2 d}\left(\nabla_{\underline{P}} \xi^{\underline{P}} \mathcal{R}+2\left(\nabla^{\bar{M}} \xi^{\underline{K}}+\nabla^{\bar{K}} \xi^{\underline{M}}\right) P^{N L} \widehat{\mathcal{R}}_{M N K L}\right)  \tag{3.52}\\
& =-\int d x d \tilde{x} e^{-2 d} \xi^{\underline{P}}\left(\nabla_{\underline{P}} \mathcal{R}+4 \nabla^{\bar{M}} \mathcal{R}_{\bar{M} \underline{N} \underline{P}^{\underline{N}}}\right)
\end{align*}
$$

where we also used the property (3.24). The last contraction is (minus) the Ricci tensor, and since (3.52) holds for arbitrary $\xi \underline{P}$ we conclude

$$
\begin{equation*}
\nabla_{\underline{P}} \mathcal{R}-4 \nabla^{\bar{M}} \mathcal{R}_{\underline{P} \bar{M}}=0 \tag{3.53}
\end{equation*}
$$

Using the invariance under $\delta_{\bar{\xi}}$ we get a similar looking equation with an opposite relative sign:

$$
\begin{equation*}
\nabla_{\bar{P}} \mathcal{R}+4 \nabla^{\underline{M}} \mathcal{R}_{\underline{M} \bar{P}}=0 . \tag{3.54}
\end{equation*}
$$

These are the differential Bianchi identities of double field theory [4, 7, 8]. We have not been able to find an uncontracted differential Bianchi identity for the full Riemann tensor, and we suspect that such an identity does not exist. In fact, it is not hard to convince oneself that the naive Bianchi identity $\nabla_{[M} \mathcal{R}_{N K] P Q}=0$ does not hold by writing it out in terms of connections. As a further check, it is also straightforward to see that the double contraction of this naive Bianchi identity would give rise to an invalid contracted differential Bianchi identity.

## 4 Riemann-squared and the generalized metric

Here we will investigate if there exist manifestly $O(D, D)$ invariant terms quartic in derivatives and written with the generalized metric that, for $b=\phi=0$, reduce to the square of the Riemann tensor in some T-duality frame. First, we work out the square of the Riemann tensor in terms of the metric $g$. Then we identify one tensor structure that cannot be reproduced from a generalized metric expression, answering the above question in the negative.

### 4.1 Outline of the approach

Our results of the previous section indicate that natural steps do not yield a physical Riemann tensor in double field theory. They give a four-index generalized tensor $\mathcal{R}_{M N P Q}$ that is not fully determined in terms of the physical fields, but whose contractions give physical scalar and Ricci curvatures that were expected to exist. It seems unlikely that there is a way to define a physical $\mathcal{R}_{M N P Q}$ that is an $O(D, D)$ tensor, a generalized tensor, and reduces to the Riemann tensor for particular combinations of indices.

We will show in this section that the Riemann-squared scalar, familiar in $\alpha^{\prime}$ corrections to the low-energy effective action of string theory, cannot be obtained from a T-duality covariant expression built with the generalized metric and the dilaton. More explicitly, we claim that there is no $O(D, D)$ scalar $\mathcal{I}(\mathcal{H}, d)$ such that it reduces to Riemann squared when we set $\tilde{\partial}=0$, set the antisymmetric field $b_{i j}$ to zero, and set the dilaton $d$ to the value that corresponds to $\phi=0$ in the relation $e^{-2 d}=\sqrt{-g} e^{-2 \phi}$, namely $d=d_{*} \equiv-\frac{1}{2} \ln \sqrt{-g}$. In other words, the answer to the following question is negative:

Is there an $O(D, D)$ scalar $\mathcal{I}(\mathcal{H}, d)$ such that $R_{i j k l} R^{i j k l}=\left.\mathcal{I}(\mathcal{H}, d)\right|_{\tilde{\partial}=0, b_{i j}=0, d=d_{*}}$ ?
This happens because certain tensor structures appearing in the square of the Riemann tensor cannot be reproduced from $O(D, D)$ invariant terms. This is a strong result, for the obstruction occurs just by demanding that $\mathcal{I}$ be an $O(D, D)$ scalar. An $\mathcal{I}(\mathcal{H}, d)$ useful for double field theory would also have to be a generalized scalar. This result implies that even if there was a physical $\mathcal{R}_{M N P Q}$ that is both an $O(D, D)$ and a generalized tensor, and contained components that give the Riemann tensor (after setting $\tilde{\partial}=0, b_{i j}=0, d=d_{*}$ ) it could not be of use in constructing Riemann squared: $O(D, D)$ contractions would lead to canceling contributions.

Using the curvature scalar $\mathcal{R}$ and the Ricci tensor $\mathcal{R}_{\underline{M} \bar{N}}$, both of which are $O(D, D)$ tensors and generalized tensors, we can extend the double field theory action by the addition of higherderivative terms with arbitrary coefficients $a$ and $b$ :

$$
\begin{equation*}
S_{\mathrm{DFT}} \longrightarrow S_{\mathrm{DFT}}+\alpha^{\prime} \int d x d \tilde{x} e^{-2 d}\left(a \mathcal{R}^{2}+b \mathcal{R}^{\underline{M} \bar{N}} \mathcal{R}_{\underline{M} \bar{N}}\right) \tag{4.2}
\end{equation*}
$$

Setting $\tilde{\partial}=0$ this reduces to terms containing the square of the conventional Ricci tensor and Ricci scalar. It is known, however, that in string theory also higher powers of the full Riemann tensor enter, and therefore (4.2) is not general enough to first order in $\alpha^{\prime}$. A correction $\Delta S$ proportional to Riemann squared in the low energy action would take the form

$$
\begin{equation*}
\Delta S \sim \alpha^{\prime} \int d x \sqrt{-g} e^{-2 \phi} R_{i j k l} R^{i j k l}=\alpha^{\prime} \int d x e^{-2 d} R_{i j k l} R^{i j k l} \tag{4.3}
\end{equation*}
$$

If there had been an $\mathcal{I}(\mathcal{H}, d)$ that satisfies (4.1) the term

$$
\begin{equation*}
\Delta S_{\mathrm{DFT}} \sim \alpha^{\prime} \int d x d \tilde{x} e^{-2 d} \mathcal{I}(\mathcal{H}, d) \tag{4.4}
\end{equation*}
$$

would have provided a suitable double field theory extension (if $\mathcal{I}$ was also a generalized tensor). In the absence of $\mathcal{I}(\mathcal{H}, d)$ we can entertain some other possibilities. It may be that a variant of (4.1) holds up to terms that can be dropped from an action because they are total derivatives:

$$
\begin{equation*}
e^{-2 d} R_{i j k l} R^{i j k l}=\left.\mathcal{I}(\mathcal{H}, d)\right|_{\tilde{\partial}=0, b_{i j}=0}+\partial_{i}(\cdots) \tag{4.5}
\end{equation*}
$$

We will not explore this possibility in here, but it seems unlikely to work. It seems to us more likely that $\alpha^{\prime}$ corrections require modifying the definition of the generalized metric, as will be explained in the discussion section.

### 4.2 Terms quadratic in the Riemann tensor

In this section we will compute the terms appearing in the square of the Riemann tensor that are relevant for the comparison with the generalized metric formulation to be discussed in the next subsection. In our conventions, which follow the book by Dirac [31, the Riemann tensor with all indices lowered is given by

$$
\begin{equation*}
R_{i j k l}=\frac{1}{2}\left(\partial_{j} \partial_{k} g_{i l}-\partial_{i} \partial_{k} g_{j l}-\partial_{j} \partial_{l} g_{i k}+\partial_{i} \partial_{l} g_{j k}\right)+\Gamma_{p i l} \Gamma^{p}{ }_{j k}-\Gamma_{p i k} \Gamma^{p}{ }_{j l}, \tag{4.6}
\end{equation*}
$$

with the Christoffel symbols

$$
\begin{equation*}
\Gamma_{i j k}=\frac{1}{2}\left(\partial_{k} g_{i j}+\partial_{j} g_{i k}-\partial_{i} g_{j k}\right), \quad \Gamma_{j k}^{i} \equiv g^{i p} \Gamma_{p j k} \tag{4.7}
\end{equation*}
$$

We also write (4.6) as

$$
\begin{equation*}
R_{i j k l}=R_{i j k l}^{0}+2 \Gamma_{p i[l} \Gamma_{k] j}^{p}, \tag{4.8}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{i j k l}^{0} \equiv 2 \partial_{[j} \partial_{[\underline{k}} g_{i] l]}, \tag{4.9}
\end{equation*}
$$

with $[a b] \equiv \frac{1}{2}(a b-b a)$, and we have underlined indices in order to avoid ambiguities in antisymmetrizations. $R^{0}$ shares the symmetries of the full Riemann tensor,

$$
\begin{equation*}
R_{i j k l}^{0}=-R_{j i k l}^{0}=-R_{i j l k}^{0}=R_{k l i j}^{0} . \tag{4.10}
\end{equation*}
$$

Let us now consider the square of the Riemann tensor,

$$
\begin{equation*}
(\text { Riem })^{2} \equiv R_{i j k l} R^{i j k l}=R_{i j k l} g^{i r} g^{j s} g^{k t} g^{l u} R_{r s t u} \tag{4.11}
\end{equation*}
$$

From the definition (4.6) we infer that this square contains three different structures that are schematically

$$
\begin{equation*}
\left(\partial \partial g_{* *}\right)^{2}, \quad\left(\partial \partial g_{* *}\right)\left(\partial g_{* *}\right)^{2}, \quad\left(\partial g_{* *}\right)^{4} . \tag{4.12}
\end{equation*}
$$

In order to establish our result it is sufficient to work out the first two. We will see that while the first structures can be reproduced from $O(D, D)$ invariant terms, this is not so for the second structures, proving that the full square of the Riemann tensor cannot be reproduced from an $O(D, D)$ invariant expression.

We begin by computing the terms of the first type, $\left(\partial \partial g_{* *}\right)^{2}$, from (4.11). Since terms involving the square of Christoffel symbols always contain the structure $\left(\partial g_{* *}\right)^{2}$, the terms we consider here originate only from the square of $R^{0}$. With (4.9) we then have

$$
\begin{align*}
\left.(\operatorname{Riem})^{2}\right|_{\left(\partial \partial g_{* *}\right)^{2}}= & 2 \partial_{[j} \partial_{[\underline{k}} g_{i] \underline{l}} g^{i r} g^{j s} g^{k t} g^{l u} R_{r s t u}^{0}=2 \partial_{j} \partial_{k} g_{i l} g^{i r} g^{j s} g^{k t} g^{l u} R_{r s t u}^{0} \\
= & \partial_{j} \partial_{k} g_{i l} g^{i r} g^{j s} g^{k t} g^{l u}\left(\partial_{s} \partial_{t} g_{r u}-\partial_{r} \partial_{t} g_{s u}-\partial_{s} \partial_{u} g_{r t}+\partial_{r} \partial_{u} g_{s t}\right)  \tag{4.13}\\
= & \partial_{j} \partial_{k} g_{i l} g^{i r} g^{j s} g^{k t} g^{l u} \partial_{s} \partial_{t} g_{r u}-2 \partial_{j} \partial_{k} g_{i l} g^{i r} g^{j s} g^{k t} g^{l u} \partial_{r} \partial_{t} g_{s u} \\
& +\partial_{j} \partial_{k} g_{i l} g^{i r} g^{j s} g^{k t} g^{l u} \partial_{r} \partial_{u} g_{s t}
\end{align*}
$$

where we combined in the third line two terms using the symmetry properties of $g$ and of second partial derivatives. After relabeling indices, this reads

$$
\begin{align*}
\left.(\mathrm{Riem})^{2}\right|_{\left(\partial \partial g_{* *}\right)^{2}}= & g^{i j} g^{k l} g^{m n} g^{p q} \partial_{i} \partial_{k} g_{m p} \partial_{j} \partial_{l} g_{n q}-2 g^{i j} g^{k l} g^{m n} g^{p q} \partial_{k} \partial_{m} g_{i p} \partial_{j} \partial_{n} g_{l q} \\
& +g^{i j} g^{k l} g^{m n} g^{p q} \partial_{i} \partial_{k} g_{m p} \partial_{n} \partial_{q} g_{j l} \\
= & g^{i j} g^{k l} g^{m n} g^{p q}\left(\partial_{i} \partial_{k} g_{m p} \partial_{j} \partial_{l} g_{n q}-2 \partial_{k} \partial_{m} g_{i p} \partial_{j} \partial_{n} g_{l q}+\partial_{i} \partial_{k} g_{m p} \partial_{n} \partial_{q} g_{j l}\right) . \tag{4.14}
\end{align*}
$$

Let us now turn to the second structure in (4.12). It originates from cross terms of $R^{0}$ and the $\Gamma^{2}$ term in (4.8). Thus,

$$
\begin{align*}
\left.(\text { Riem })^{2}\right|_{\left(\partial \partial g_{* *}\right)\left(\partial g_{* *}\right)^{2}} & =4 R^{0 n i k m} \Gamma_{r n m} \Gamma^{r}{ }_{i k}  \tag{4.15}\\
& =R^{0 n i k m}\left(\partial_{m} g_{r n}+\partial_{n} g_{r m}-\partial_{r} g_{n m}\right) g^{r s}\left(\partial_{i} g_{k s}+\partial_{k} g_{i s}-\partial_{s} g_{i k}\right)
\end{align*}
$$

Using the symmetries (4.10) we can exchange $m \leftrightarrow n$ and $i \leftrightarrow k$ simultaneously. It then follows that several terms combine, giving

$$
\begin{align*}
\left.(\operatorname{Riem})^{2}\right|_{\left(\partial \partial g_{* *}\right)\left(\partial g_{* *}\right)^{2}}= & R^{0 n i k m} g^{r s}\left(2 \partial_{m} g_{r n} \partial_{i} g_{k s}+2 \partial_{m} g_{r n} \partial_{k} g_{i s}\right.  \tag{4.16}\\
& \left.-2 \partial_{m} g_{r n} \partial_{s} g_{i k}-2 \partial_{r} g_{n m} \partial_{i} g_{k s}+\partial_{r} g_{n m} \partial_{s} g_{i k}\right) .
\end{align*}
$$

### 4.3 Obstructions on the generalized metric formulation

We attempt now to write $O(D, D)$ invariant expressions in terms of the generalized metric that reproduce the above structures (4.14) and (4.16) when setting $\tilde{\partial}^{i}=0$ and $b_{i j}=0$. In this situation the generalized metric reads

$$
\mathcal{H}_{M N}=\left(\begin{array}{ll}
\mathcal{H}^{i j} & \mathcal{H}^{i}{ }_{j}  \tag{4.17}\\
\mathcal{H}_{i}{ }^{j} & \mathcal{H}_{i j}
\end{array}\right)=\left(\begin{array}{cc}
g^{i j} & 0 \\
0 & g_{i j}
\end{array}\right) .
$$

Specifically, we will see that the only candidate $O(D, D)$ invariant expression that could reproduce a certain tensor structure in the square of the Riemann tensor is actually zero as a consequence of the group properties of $\mathcal{H}_{M N}$.

We start with the $\left(\partial \partial g_{* *}\right)^{2}$ terms in (4.14). It turns out that they are reproduced by a term $\mathcal{I}^{(2,2)}(\mathcal{H})$ defined by

$$
\begin{align*}
\mathcal{I}^{(2,2)}(\mathcal{H}) \equiv & -\frac{1}{2} \mathcal{H}^{I J} \mathcal{H}^{K L} \partial_{I} \partial_{K} \mathcal{H}^{P Q} \partial_{J} \partial_{L} \mathcal{H}_{P Q}  \tag{4.18}\\
& +2 \mathcal{H}^{I J} \mathcal{H}^{K L} \partial_{I} \partial_{K} \mathcal{H}^{M N} \partial_{J} \partial_{M} \mathcal{H}_{L N}+\partial_{I} \partial_{J} \mathcal{H}^{K L} \partial_{K} \partial_{L} \mathcal{H}^{I J} .
\end{align*}
$$

The superscripts on $\mathcal{I}$ indicate the derivative structure of the terms: they are the product of a factor with two derivatives and another factor with two derivatives. In order to evaluate the reduction of $\mathcal{I}^{(2,2)}(\mathcal{H})$ we set $\tilde{\partial}^{i}=0$ and insert (4.17). First note that any derivative must have a lower index, $\partial_{K} \rightarrow \partial_{k}$, and the index contracted with this derivative also becomes $k$ :

$$
\begin{align*}
\mathcal{I}^{(2,2)}= & -\frac{1}{2} \mathcal{H}^{i j} \mathcal{H}^{k l} \partial_{i} \partial_{k} \mathcal{H}^{P Q} \partial_{j} \partial_{l} \mathcal{H}_{P Q}  \tag{4.19}\\
& +2 \mathcal{H}^{i j} \mathcal{H}^{k L} \partial_{i} \partial_{k} \mathcal{H}^{m N} \partial_{j} \partial_{m} \mathcal{H}_{L N}+\partial_{i} \partial_{j} \mathcal{H}^{k l} \partial_{k} \partial_{l} \mathcal{H}^{i j} .
\end{align*}
$$

Because of the diagonal form of $\mathcal{H}$ in (4.17) any mixed-index structure $\mathcal{H}^{i K}$ will only receive contributions when $K$ is an upper lowercase index, giving $\mathcal{H}^{i k}$, with the $k$ also appearing elsewhere as a lower index. Thus in the second term above we can simply replace $L \rightarrow l$ and $N \rightarrow n$. In the first term there are two contributions for $P$ and $Q$, one with structure $\mathcal{H}^{p q} \cdots \mathcal{H}_{p q}$ and the other $\mathcal{H}_{p q} \cdots \mathcal{H}^{p q}$. Both turn out to give the same answer and we therefore have:

$$
\begin{equation*}
\mathcal{I}^{(2,2)}(g)=-g^{i j} g^{k l} \partial_{i} \partial_{k} g^{p q} \partial_{j} \partial_{l} g_{p q}+2 g^{i j} g^{k l} \partial_{i} \partial_{k} g^{m n} \partial_{j} \partial_{m} g_{l n}+\partial_{i} \partial_{j} g^{k l} \partial_{k} \partial_{l} g^{i j} \tag{4.20}
\end{equation*}
$$

We can now transform the double derivatives of upper-indexed metrics to derivatives of lowerindexed metrics using

$$
\begin{align*}
\partial_{i} \partial_{j} g^{-1} & =-\partial_{i}\left(g^{-1} \partial_{j} g g^{-1}\right) \\
& =g^{-1}\left(\partial_{i} g\right) g^{-1}\left(\partial_{j} g\right) g^{-1}-g^{-1}\left(\partial_{i} \partial_{j} g\right) g^{-1}+g^{-1}\left(\partial_{j} g\right) g^{-1}\left(\partial_{i} g\right) g^{-1} . \tag{4.21}
\end{align*}
$$

In components this reads

$$
\begin{equation*}
\partial_{k} \partial_{l} g^{i j}=-g^{i r} g^{j s} \partial_{k} \partial_{l} g_{r s}+2 g^{i p} g^{j q} g^{r s} \partial_{(\underline{k}} g_{p r} \partial_{\underline{l})} g_{q s} . \tag{4.22}
\end{equation*}
$$

We use this in (4.20) and collect only the terms with two derivatives on $g$ :

$$
\begin{align*}
\left.\mathcal{I}^{(2,2)}(g)\right|_{\left(\partial \partial g_{* *}\right)^{2}}= & g^{i j} g^{k l}\left(g^{p s} \partial_{i} \partial_{k} g_{s t} g^{t q}\right) \partial_{j} \partial_{l} g_{p q}-2 g^{i j} g^{k l}\left(g^{m s} \partial_{i} \partial_{k} g_{s t} g^{t n}\right) \partial_{j} \partial_{m} g_{l n}  \tag{4.23}\\
& +\left(g^{k s} \partial_{i} \partial_{j} g_{s t} g^{t l}\right)\left(g^{i u} \partial_{k} \partial_{l} g_{u v} g^{v j}\right)
\end{align*}
$$

After a straightforward relabeling of indices one can compare with (4.14) and confirm that

$$
\begin{equation*}
\left.\mathcal{I}^{(2,2)}(g)\right|_{\left(\partial \partial g_{* *}\right)^{2}}=\left.(\text { Riemann })^{2}\right|_{\left(\partial \partial g_{* *}\right)^{2}} \tag{4.24}
\end{equation*}
$$

This shows that the proposed generalized metric combination (4.18) correctly reproduces the portion of (Riemann) ${ }^{2}$ with two derivatives on each field. But, as we will see, it does not produce all of (Riemann) ${ }^{2}$.

Let us now consider the $\left(\partial \partial g_{* *}\right)\left(\partial g_{* *}\right)^{2}$ terms. Note that (4.21) implies that $\mathcal{I}^{(2,2)}$ produces already several terms of this type. It is convenient to begin again with (4.20) to do this systematically. Converting one of the $\partial^{2} g^{* *}$ metrics in the last term of $\mathcal{I}^{(2,2)}$ in (4.20) into $g_{* *}$, we find

$$
\begin{align*}
\mathcal{I}^{(2,2)}(g)= & -g^{i k} g^{k l} \partial_{i} \partial_{k} g^{p q}\left(\partial_{j} \partial_{l} g_{p q}-2 \partial_{j} \partial_{p} g_{l q}+\partial_{p} \partial_{q} g_{j l}\right) \\
& +2 g^{i j} g^{k l} g^{r s} \partial_{i} \partial_{k} g^{p q} \partial_{p} g_{j r} \partial_{q} g_{l s} \tag{4.25}
\end{align*}
$$

The terms in parenthesis are proportional to $R^{0}$ and thus we conclude

$$
\begin{equation*}
\mathcal{I}^{(2,2)}(g)=-2 \partial_{i} \partial_{k} g^{p q} g^{i j} g^{k l} R_{q j l p}^{0}+2 g^{i j} g^{k l} g^{r s} \partial_{i} \partial_{k} g^{p q} \partial_{p} g_{j r} \partial_{q} g_{l s} . \tag{4.26}
\end{equation*}
$$

The second term in here is produced by minus $\mathcal{I}^{(2,1,1)}(\mathcal{H})$, defined by

$$
\begin{equation*}
\mathcal{I}^{(2,1,1)}(\mathcal{H}) \equiv-2 \mathcal{H}^{I J} \mathcal{H}^{K L} \mathcal{H}^{R S} \partial_{I} \partial_{K} \mathcal{H}^{P Q} \partial_{P} \mathcal{H}_{J R} \partial_{Q} \mathcal{H}_{L S} . \tag{4.27}
\end{equation*}
$$

We can therefore write

$$
\begin{equation*}
\mathcal{I}^{(2,2)}(g)+\mathcal{I}^{(2,1,1)}(g)=-2 \partial_{i} \partial_{k} g^{p q} g^{i j} g^{k l} R_{q j l p}^{0} \tag{4.28}
\end{equation*}
$$

We have shown that the terms on the right-hand side of this equation are reproduced from the generalized metric expression $\mathcal{I}^{(2,2)}+\mathcal{I}^{(2,1,1)}$.

We next investigate how much the right-hand side of (4.28) differs from the square of the Riemann tensor. For this purpose we first convert the leftover $\partial^{2} g^{* *}$ in (4.28) into $g_{* *}$,

$$
\begin{equation*}
\mathcal{I}^{(2,2)}+\mathcal{I}^{(2,1,1)}=2 g^{p m} g^{q n} \partial_{i} \partial_{k} g_{m n} g^{i j} g^{k l} R_{q j l p}^{0}-4 g^{p m} g^{q n} g^{r s} \partial_{(\underline{\underline{i}}} g_{m r} \partial_{\underline{k})} g_{n s} g^{i j} g^{k l} R_{q j l p}^{0} \tag{4.29}
\end{equation*}
$$

The $\partial^{2} g_{* *}$ structure in the first term inherits the antisymmetries from $R^{0}$ and so this term is actually $\left(R^{0}\right)^{2}$. Thus,

$$
\begin{equation*}
\mathcal{I}^{(2,2)}+\mathcal{I}^{(2,1,1)}=g^{i p} g^{j q} g^{k m} g^{l n} R_{i j k l}^{0} R_{p q m n}^{0}-2 R^{0 n i k m} g^{r s}\left(\partial_{i} g_{m r} \partial_{k} g_{n s}+\partial_{k} g_{m r} \partial_{i} g_{n s}\right) . \tag{4.30}
\end{equation*}
$$

In here, the first term gives precisely the $\left(\partial \partial g_{* *}\right)^{2}$ terms, as discussed above, while the second one gives some of the $\left(\partial \partial g_{* *}\right)\left(\partial g_{* *}\right)^{2}$ terms. Comparing these with the actual terms of this type appearing in the square of the Riemann tensor (4.16) finally implies

$$
\begin{align*}
R^{i j k l} R_{i j k l} & =\mathcal{I}^{(2,2)}(g)+\mathcal{I}^{(2,1,1)}(g) \\
& -R^{0 n i k m} g^{r s}\left(-2 \partial_{k} g_{m r} \partial_{i} g_{n s}-2 \partial_{m} g_{r n} \partial_{k} g_{i s}-\partial_{r} g_{m n} \partial_{s} g_{i k}+4 \partial_{m} g_{r n} \partial_{s} g_{i k}\right)  \tag{4.31}\\
& +\mathcal{O}\left((\partial g)^{4}\right) .
\end{align*}
$$

The first line is reproduced by the generalized metric expressions (4.18) and (4.27). We will now carefully examine the terms in the second line. We will identify one structure that cannot be written in terms of the generalized metric.

We first expand

$$
\begin{align*}
& -R^{0 n i k m} g^{r s}\left(-2 \partial_{k} g_{m r} \partial_{i} g_{n s}-2 \partial_{m} g_{r n} \partial_{k} g_{i s}-\partial_{r} g_{m n} \partial_{s} g_{i k}+4 \partial_{m} g_{r n} \partial_{s} g_{i k}\right) \\
& =-\frac{1}{2} g^{n p} g^{i q} g^{k l} g^{m t} g^{r s}\left(\partial_{q} \partial_{l} g_{p t}-\partial_{p} \partial_{l} g_{q t}-\partial_{q} \partial_{t} g_{p l}+\partial_{p} \partial_{t} g_{q l}\right) \\
& \left(-2 \partial_{k} g_{m r} \partial_{i} g_{n s}-2 \partial_{m} g_{r n} \partial_{k} g_{i s}-\partial_{r} g_{m n} \partial_{s} g_{i k}+4 \partial_{m} g_{r n} \partial_{s} g_{i k}\right) \\
& =-\frac{1}{2} g^{n p} g^{i q} g^{k l} g^{m t} g^{r s}\left(-2 \partial_{k} g_{m r} \partial_{i} g_{n s} \partial_{q} \partial_{l} g_{p t}+2 \partial_{k} g_{m r} \partial_{i} g_{n s} \partial_{p} \partial_{l} g_{q t}\right. \\
& \\
& +2 \partial_{k} g_{m r} \partial_{i} g_{n s} \partial_{q} \partial_{t} g_{p l}-2 \partial_{k} g_{m r} \partial_{i} g_{n s} \partial_{p} \partial_{t} g_{q l}  \tag{4.32}\\
& \\
& -2 \partial_{m} g_{r n} \partial_{k} g_{i s} \partial_{q} \partial_{l} g_{p t}+2 \partial_{m} g_{r n} \partial_{k} g_{i s} \partial_{p} \partial_{l} g_{q t} \\
& \\
& +2 \partial_{m} g_{r n} \partial_{k} g_{i s} \partial_{q} \partial_{t} g_{p l}-2 \partial_{m} g_{r n} \partial_{k} g_{i s} \partial_{p} \partial_{t} g_{q l} \\
& \\
& -\partial_{r} g_{m n} \partial_{s} g_{i k} \partial_{q} \partial_{l} g_{p t}+\partial_{r} g_{m n} \partial_{s} g_{i k} \partial_{p} \partial_{l} g_{q t} \\
& \\
& +\partial_{r} g_{m n} \partial_{s} g_{i k} \partial_{q} \partial_{t} g_{p l}-\partial_{r} g_{m n} \partial_{s} g_{i k} \partial_{p} \partial_{t} g_{q l} \\
& \\
& +4 \partial_{m} g_{r n} \partial_{s} g_{i k} \partial_{q} \partial_{l} g_{p t}-4 \partial_{m} g_{r n} \partial_{s} g_{i k} \partial_{p} \partial_{l} g_{q t} \\
& \\
& \left.-4 \partial_{m} g_{r n} \partial_{s} g_{i k} \partial_{q} \partial_{t} g_{p l}+4 \partial_{m} g_{r n} \partial_{s} g_{i k} \partial_{p} \partial_{t} g_{q l}\right) .
\end{align*}
$$

Several terms in here can be combined,

$$
\begin{align*}
=-\frac{1}{2} g^{n p} g^{i q} g^{k l} g^{m t} g^{r s} & \left(-2 \underline{\underline{\partial_{k} g_{m r}} \partial_{i} g_{n s} \partial_{q} \partial_{l} g_{p t}}+8 \partial_{k} g_{m r} \partial_{i} g_{n s} \partial_{p} \partial_{l} g_{q t}\right. \\
& -2 \partial_{k} g_{m r} \partial_{i} g_{n s} \partial_{p} \partial_{t} g_{q l} \\
& -2 \underline{\partial_{r} g_{m n} \partial_{s} g_{i k} \partial_{q} \partial_{l} g_{p t}}+2 \partial_{r} g_{m n} \partial_{s} g_{i k} \partial_{p} \partial_{l} g_{q t}  \tag{4.33}\\
& +4 \partial_{m} g_{r n} \partial_{s} g_{i k} \partial_{q} \partial_{l} g_{p t}-4 \partial_{m} g_{r n} \partial_{s} g_{i k} \partial_{p} \partial_{l} g_{q t} \\
& -4 \partial_{m} g_{r n} \partial_{s} g_{i k} \partial_{q} \partial_{t} g_{p l}+4 \underline{\partial_{m} g_{r n} \partial_{s} g_{i k} \partial_{p} \partial_{t} g_{q l}} \\
& \left.-4 \partial_{m} g_{r n} \partial_{k} g_{i s} \partial_{q} \partial_{l} g_{p t}\right),
\end{align*}
$$

where we have grouped the terms according to the index structure of the first $\partial_{*} g_{* *}$ factor.
In (4.33) we have underlined three terms that deserve special consideration. All other terms can be reproduced by simply replacing metrics for generalized metrics and partial derivatives by $O(D, D)$ covariant partial derivatives. This happens because the indices on derivatives (that are lower, lowercase, when $\tilde{\partial}=0$ ) are contracted in such a way that they force all other indices to become lowercase once we recall that the generalized metric is diagonal. To make this point more transparent, consider the second term in (4.33):

$$
\begin{equation*}
-4 g^{n p} g^{i q} g^{k l} g^{m t} g^{r s} \partial_{k} g_{m r} \partial_{i} g_{n s} \partial_{p} \partial_{l} g_{q t} \tag{4.34}
\end{equation*}
$$

Its $O(D, D)$ covariant extension is simply

$$
\begin{equation*}
-4 \mathcal{H}^{N P} \mathcal{H}^{I Q} \mathcal{H}^{K L} \mathcal{H}^{M T} \mathcal{H}^{R S} \partial_{K} \mathcal{H}_{M R} \partial_{I} \mathcal{H}_{N S} \partial_{P} \partial_{L} \mathcal{H}_{Q T} . \tag{4.35}
\end{equation*}
$$

To see that this works we just follow the indices on derivatives (which must be lower, lowercase) and how they force indices to become lowercase. From $\partial_{K}$ we have $K \rightarrow L$, that is, we get $k, l$. From the second derivative we get $I \rightarrow Q \rightarrow T \rightarrow M \rightarrow R \rightarrow S \rightarrow N \rightarrow P$, and all indices become as in (4.34). One can readily check that the same happens for all other non-underlined terms.

Let us now consider the underlined terms in (4.33). We start with the two terms with a single underline, which take the form

$$
\begin{equation*}
X_{1}(g)=g^{n p} g^{i q} g^{k l} g^{m t} g^{r s} \partial_{r} g_{m n} \partial_{s} g_{i k} \partial_{q} \partial_{l} g_{p t}-2 g^{n p} g^{i q} g^{k l} g^{m t} g^{r s} \partial_{m} g_{r n} \partial_{s} g_{i k} \partial_{p} \partial_{t} g_{q l} . \tag{4.36}
\end{equation*}
$$

On each of the terms, each of the $\partial g$ factors can be transformed into derivatives of inverse metrics via the identity $\partial g^{-1}=-g^{-1}(\partial g) g^{-1}$,

$$
\begin{equation*}
X_{1}(g)=g^{r s} \partial_{r} g^{p t} \partial_{s} g^{q l} \partial_{q} \partial_{l} g_{p t}-2 g^{m t} \partial_{m} g^{p s} \partial_{s} g^{q l} \partial_{p} \partial_{t} g_{q l} . \tag{4.37}
\end{equation*}
$$

These two structures can also be reproduced from an expression in terms of $\mathcal{H}$, with due care to double counting and extra terms that are to be thought of as higher order. We claim that the following is the answer

$$
\begin{equation*}
\mathcal{I}_{X_{1}}(\mathcal{H})=\frac{1}{2} \mathcal{H}^{R S} \partial_{R} \mathcal{H}^{P T} \partial_{S} \mathcal{H}^{Q L} \partial_{Q} \partial_{L} \mathcal{H}_{P T}-\mathcal{H}^{M T} \partial_{M} \mathcal{H}^{P S} \partial_{S} \mathcal{H}^{Q L} \partial_{P} \partial_{T} \mathcal{H}_{Q L} \tag{4.38}
\end{equation*}
$$

The first step in the reduction gives

$$
\begin{equation*}
\mathcal{I}_{X_{1}}=\frac{1}{2} g^{r s} \partial_{r} \mathcal{H}^{P T} \partial_{s} g^{q l} \partial_{q} \partial_{l} \mathcal{H}_{P T}-g^{m t} \partial_{m} g^{p s} \partial_{s} \mathcal{H}^{Q L} \partial_{p} \partial_{t} \mathcal{H}_{Q L} . \tag{4.39}
\end{equation*}
$$

This time we are left with contractions that give rise to two terms each,

$$
\begin{align*}
\mathcal{I}_{X_{1}}(g)= & \frac{1}{2} g^{r s} \partial_{r} g^{q l} \partial_{s} g^{p t} \partial_{q} \partial_{l} g_{p t}+\frac{1}{2} g^{r s} \partial_{r} g^{q l} \partial_{s} g_{p t} \partial_{q} \partial_{l} g^{p t}  \tag{4.40}\\
& -g^{m t} \partial_{m} g^{p s} \partial_{s} g^{q l} \partial_{p} \partial_{t} g_{q l}-g^{m t} \partial_{m} g^{p s} \partial_{s} g_{q l} \partial_{p} \partial_{t} g^{q l}
\end{align*}
$$

Using (4.21) one can readily see that the second term on each line equals the first, up to $(\partial g)^{4}$ terms. Thus, we have

$$
\begin{equation*}
\mathcal{I}_{X_{1}}(g)=X_{1}(g)+\mathcal{O}\left((\partial g)^{4}\right) . \tag{4.41}
\end{equation*}
$$

This shows that the terms with a single underline can be reproduced using the generalized metric, up to $(\partial g)^{4}$ terms that must be considered once all $\partial^{2} g(\partial g)^{2}$ terms are under control.

Let us finally consider the double-underlined term in (4.33), which turns out to be problematic. The term is

$$
\begin{equation*}
Z(g)=g^{n p} g^{i q} g^{k l} g^{m t} g^{r s} \partial_{k} g_{m r} \partial_{i} g_{n s} \partial_{q} \partial_{l} g_{p t}=-g^{n p} g^{i q} g^{k l} \partial_{k} g^{t s} \partial_{i} g_{n s} \partial_{q} \partial_{l} g_{p t}, \tag{4.42}
\end{equation*}
$$

where we rewrote the leftmost $\partial g$ in terms of $\partial g^{-1}$. The only candidate $O(D, D)$ invariant term that could reproduce this structure is proportional to

$$
\begin{equation*}
\mathcal{I}_{Z}=\mathcal{H}^{N P} \mathcal{H}^{I Q} \mathcal{H}^{K L} \partial_{K} \mathcal{H}^{T S} \partial_{I} \mathcal{H}_{N S} \partial_{Q} \partial_{L} \mathcal{H}_{P T} \tag{4.43}
\end{equation*}
$$

The claim is that $\mathcal{I}_{Z}$ is in fact zero up to terms $(\partial \mathcal{H})^{4}$ - which in turn give rise to structures involving $(\partial g)^{4}$ and are thus of different type. To see this we raise and lower indices using $\eta$ on the one hand and the analogue of (4.21) for $\mathcal{H}$ on the other:

$$
\begin{align*}
\mathcal{I}_{Z} & =\underline{\mathcal{H}^{N P}} \mathcal{H}^{I Q} \mathcal{H}^{K L} \partial_{K} \underline{\mathcal{H}^{T S}} \partial_{I} \underline{\mathcal{H}_{N S}} \partial_{Q} \partial_{L} \underline{\mathcal{H}_{P T}} \\
& =\mathcal{H}_{N P} \mathcal{H}^{I Q} \mathcal{H}^{K L} \partial_{K} \mathcal{H}_{T S} \partial_{I} \mathcal{H}^{N S} \underline{\partial_{Q} \partial_{L} \mathcal{H}^{P T}} \\
& =-\underline{\mathcal{H}_{N P}} \mathcal{H}^{I Q} \mathcal{H}^{K L} \underline{\mathcal{H}^{P R}} \mathcal{H}^{T M} \partial_{K} \mathcal{H}_{T S} \underline{\partial_{I} \mathcal{H}^{N S}} \partial_{Q} \partial_{L} \mathcal{H}_{R M}+(\partial \mathcal{H})^{4}  \tag{4.44}\\
& =-\mathcal{H}^{T M} \mathcal{H}^{K L} \mathcal{H}^{I Q} \partial_{I} \mathcal{H}^{R S} \partial_{K} \mathcal{H}_{T S} \partial_{Q} \partial_{L} \mathcal{H}_{R M}+(\partial \mathcal{H})^{4} \\
& =-\mathcal{H}^{N P} \mathcal{H}^{I Q} \mathcal{H}^{K L} \partial_{K} \mathcal{H}^{T S} \partial_{I} \mathcal{H}_{N S} \partial_{L} \partial_{Q} \mathcal{H}_{T P}+(\partial \mathcal{H})^{4} \\
& =-\mathcal{I}_{Z}+(\partial \mathcal{H})^{4} .
\end{align*}
$$

As help to the reader, the underlined factors in each term denote those factors that participate in the simplification leading to the next term. In the step before the last line we relabeled indices $(I \leftrightarrow K, Q \leftrightarrow L, R \rightarrow T \rightarrow N, M \rightarrow P)$. Thus, up to $(\partial \mathcal{H})^{4}$ terms, this structure is minus itself and thus zero.

One may wonder if the dilaton $d$ can be used to help reproduce the above problematic structure. Unfortunately, this is not the case. Rather, the role of the dilaton can be understood as follows. Whenever a tensor contains the structure $g^{k l} \partial_{m} g_{k l}$, the generalized metric cannot be used to reproduce it. This follows because the corresponding $O(D, D)$ invariant term is minus itself by its group properties and thus vanishes:

$$
\begin{equation*}
\mathcal{H}^{K L} \partial_{M} \mathcal{H}_{K L}=-\mathcal{H}_{K L} \partial_{M} \mathcal{H}^{K L}=-\mathcal{H}^{K L} \partial_{M} \mathcal{H}_{K L} \equiv 0 . \tag{4.45}
\end{equation*}
$$

In the first step we recalled that $\mathcal{H}^{K L}$ is the inverse of $\mathcal{H}_{K L}$, and in the second step we raised and lowered indices with the constant $\eta_{M N}$. In order to reproduce the structure $g^{k l} \partial_{m} g_{k l}$ we can use the $O(D, D)$ invariant dilaton $d$. Since $e^{-2 d}=\sqrt{g} e^{-2 \phi}$ we have, for $\tilde{\partial}^{i}=0$,

$$
\begin{equation*}
\partial_{M} d \quad \rightarrow \quad \partial_{m} d=\partial_{m} \phi-\frac{1}{4} g^{k l} \partial_{m} g_{k l} . \tag{4.46}
\end{equation*}
$$

This means that

$$
\begin{equation*}
\left.\left(-4 \partial_{M} d\right)\right|_{\tilde{\partial}=0, \phi=0} \rightarrow g^{k l} \partial_{m} g_{k l} \tag{4.47}
\end{equation*}
$$

provides the desired $O(D, D)$ covariantization of the structure. In fact, the $O(D, D)$ invariant scalar curvature given in [3] can be systematically constructed as follows. Start with the scalar curvature of Riemannian geometry written in terms of $g_{i j}$. For each term that can be reproduced using the generalized metric include the corresponding $O(D, D)$ covariant term. All terms that cannot be reproduced from a generalized metric expression turn out to contain the structure $g^{k l} \partial_{m} g_{k l}$, which is covariantized by $\left(-4 \partial_{M} d\right)$. It can be checked that this covariantization of the Ricci scalar gives the generalized scalar $\mathcal{R}$ constructed in [3] and discussed in this paper. On the other hand, for the problematic structure (4.42) the dilaton does not help, as it contains no contractions of the $g^{k l} \partial_{m} g_{k l}$ type. As a side remark we point out that since the dilaton is of no use in constructing the T-duality invariant extension of the Riemann tensor-squared, this suggests that in a field basis in which the first $\alpha^{\prime}$ correction consists only of the square of the Riemann tensor, the dilaton itself does not receive higher-derivative corrections. Intriguingly, this is confirmed by explicit computations in string theory [32].

Let us point out that for low-dimensional toy models like $D=2$ there may exist additional manipulations to rewrite the structure (4.42) such that it can be reproduced from a generalized metric or dilaton expression. In fact, in $D=2$ the Riemann tensor is fully determined by the scalar curvature and so the square of the generalized scalar $\mathcal{R}$ must contain Riemann-square. Incidentally, note that according to our formula for the number of undetermined connections given after (2.75) all connections are determined in $D=2$. In contrast, it is clear that for general $D$ there are no additional identities that would allow for such manipulations.

Summarizing, for general $D$ there is no $O(D, D)$ invariant expression in terms of the generalized metric that reproduces the required structure appearing in the square of the Riemann tensor. As a result there is no $O(D, D)$ invariant term fourth-order in derivatives that reproduces the square of the full Riemann tensor.

## 5 Discussion: T-duality and $\alpha^{\prime}$ corrections

In this paper we have investigated the possible existence of a double field theory Riemann tensor $\mathcal{R}_{M N P Q}$ satisfying conditions 1) - 4) and (A), as stated in the introduction. In the first part of this paper we gave a self-contained presentation of a metric-like formalism introducing connections and invariant curvatures along the lines of the frame-like approach of Siegel [4]. The main difference with the related metric-like formalism of Jeon, Lee, and Park [18] is that we keep track of undetermined pieces in the connection and their effects on curvatures. Our analysis sheds new light on the Riemann tensor. Specifically, we showed that the components that are fully determined in terms of the physical fields vanish identically as a consequence of an algebraic Bianchi identity. Thus, within this formalism, there is no Riemann tensor meeting all conditions 1 ) -4 ). There is a Riemann tensor satisfying conditions 1 ) -3 ). It is an $O(D, D)$ tensor, a generalized tensor, and it determines $\mathcal{R}_{M N}$ and $\mathcal{R}$. It is not, however, fully determined in terms of the physical fields. The components of $\mathcal{R}_{M N P Q}$ that are independent of undetermined connections vanish.

In the second part of this paper we investigated a related question. We asked if there is a four-derivative $O(D, D)$ invariant function of the generalized metric and the dilaton that
reduces in some T-duality frame (and with $b_{i j}=\phi=0$ ) to the square of the Riemann tensor. We find that the answer is negative: for general $D$ there is no $O(D, D)$ covariantization of Riemann-square in terms of the generalized metric and the dilaton. Such covariantization, if it existed, could be used as a Lagrangian for higher-derivative terms in double field theory. This result implies that even if a double field theory Riemann tensor satisfying conditions 1) - 4) exists, it could not provide a T-duality covariantization of Riemann-squared - its square would have to be zero.

Let us now briefly discuss the significance of this result. Suppose we had succeeded in constructing an $O(D, D)$ invariant in terms of $\mathcal{H}_{M N}$ and $d$ that reduces to the square of the Riemann tensor in some T-duality frame. Then we would be able to write a general action with four derivatives as some arbitrary linear combination of the squares of generalized Riemann, generalized Ricci, and generalized scalar curvature. Any of these actions would be exactly invariant under the original forms of the T-duality and generalized diffeomorphisms that leave the original two-derivative action invariant. This would be unexpected, for the field redefinitions

$$
\begin{equation*}
g_{i j} \rightarrow g_{i j}+\alpha^{\prime}\left(a_{1} R_{i j}+a_{2} g_{i j} R\right), \tag{5.1}
\end{equation*}
$$

that respect diffeomorphism invariance, map $\alpha^{\prime}$-corrected actions into each other in that they alter the coefficients of Ricci-squared and $R$-squared terms. After such field redefinitions the T-duality transformation of $g_{i j}$ will acquire $\alpha^{\prime}$ corrections, in conflict with the above implication of the (hypothetical) existence of a physical generalized Riemann tensor.

Useful insights into the structure of T-duality in double field theory to order $\alpha^{\prime}$ are suggested by the computations of Meissner [29] $2^{2}$ He considered 'cosmological' models, i.e., the reduction of gravitational actions with higher-order corrections to one dimension. The resulting theory can be written in an $O(D, D)$ invariant way only if the formula for the generalized metric in terms of the $g$ and $b$ fields receives $\alpha^{\prime}$ corrections. For double field theory such a possibility would imply that the theory can be written in terms of a generalized metric $\overline{\mathcal{H}}_{M N}(g, b)$ of the form

$$
\begin{equation*}
\overline{\mathcal{H}}_{M N}(g, b)=\mathcal{H}_{M N}(g, b)+\alpha^{\prime} \delta \mathcal{H}_{M N}(g, b)+\mathcal{O}\left(\alpha^{\prime 2}\right), \tag{5.2}
\end{equation*}
$$

where $\mathcal{H}(g, b)$ is the generalized metric (1.1) and $\overline{\mathcal{H}}_{M N}(g, b)$ is a symmetric $O(D, D)$ matrix to order $\alpha^{\prime}$. Since (1.1) is a general parameterization of a symmetric $O(D, D)$ matrix, this means that one can write

$$
\begin{equation*}
\overline{\mathcal{H}}_{M N}(g, b)=\mathcal{H}_{M N}\left(g^{\prime}, b^{\prime}\right), \tag{5.3}
\end{equation*}
$$

where $\left(g^{\prime}, b^{\prime}\right)$ are $\alpha^{\prime}$ corrected versions of $(g, b)$. The results of [29] (see eqs. (4.11)-(4.12)) suggest a redefinition of the type

$$
\begin{equation*}
\left(g^{\prime}\right)^{i j}=g^{i j}+\alpha^{\prime} g^{i k} g^{j l} g^{p q} g^{r s}\left(a_{1} \partial_{r} g_{k p} \partial_{s} g_{l q}+a_{2} \partial_{r} b_{k p} \partial_{s} b_{l q}\right) . \tag{5.4}
\end{equation*}
$$

It would be interesting to see if the problematic structure that we identified in the square of the Riemann tensor can be removed with such a field redefinition. Once the action is written in terms of $\mathcal{H}_{M N}\left(g^{\prime}, b^{\prime}\right)$, one could view $\left(g^{\prime}, b^{\prime}\right)$ as the new field variables with standard (uncorrected) T-duality transformations. The redefinition (5.4) does not preserve manifest

[^1]general covariance because it involves first derivatives of the metric rather than tensors. Thus generalized diffeomorphisms would receive $\alpha^{\prime}$ corrections. It would be interesting to see if the field basis suggested by string field theory has to play a special role here (see [10 for the explicit map between different field variables).

While the generalized Riemann tensor discussed in this paper is not fully determined by the physical fields, we expect it to play a crucial role in the construction of general Tduality invariant $\alpha^{\prime}$ corrections. As discussed in section 3.1] this tensor has components of type $(4,0),(3,1),(1,3)$, and $(0,4)$ :

$$
\begin{equation*}
\mathcal{R}_{\underline{M} \underline{N} \underline{N K} \underline{L}}, \quad \mathcal{R}_{\underline{M} \underline{N} \underline{K} \bar{L}}, \quad \mathcal{R}_{\underline{M} \bar{N} \bar{K} \bar{L}}, \quad \mathcal{R}_{\bar{M} \bar{N} \bar{K} \bar{L}}, \tag{5.5}
\end{equation*}
$$

all of which depend on undetermined connections. We believe that a suitable linear combination of squares of these curvatures will have the property that the undetermined part can be removed by a field redefinition.

It is amusing to speculate on the meaning of our results for the geometry that underlies string theory. The absence of a physical Riemann tensor seems to follow from the requirement of duality covariance. Since the Riemann tensor is needed for the construction of the interactions in the theory, we are forced to learn how to work with a partially physical, generalized Riemann tensor. This is all we seem to have. In Riemannian geometry a spacetime is flat if and only if the Riemannian curvature vanishes. In the absence of a physical Riemann tensor in string theory there would seem to be no obvious way to characterize flat space!
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## A Relation to frame formalism

Here we explain the equivalence of the 'metric-like' formalism discussed in this paper and the 'frame-like' formalism of Siegel [4], extending the discussion given in sec. 5.3 of [7]. The vielbein $e_{A}{ }^{M}$, with inverse $e_{M}{ }^{A}$, carries an $O(D, D)$ index $M$ and a flat index $A$ with respect to the local tangent space group $G L(D) \times G L(D)$. This flat index splits as $A=(a, \bar{a})$, where $a$ refers to the left $G L(D)$ and $\bar{a}$ to the right $G L(D)$. In order to describe only physical fields the vielbein $e_{A}{ }^{M}$ needs to satisfy constraints that are written in terms of the tangent space metric $\mathcal{G}$ defined by

$$
\begin{equation*}
\mathcal{G}_{A B} \equiv e_{A}{ }^{M} e_{B}{ }^{N} \eta_{M N}, \quad \text { with inverse } \mathcal{G}^{A B}=\eta^{M N} e_{M}{ }^{A} e_{N}{ }^{B} . \tag{A.1}
\end{equation*}
$$

Flat indices are raised and lowered with $\mathcal{G}$ while $O(D, D)$ indices are raised and lowered with $\eta$. Moreover, $e_{M}{ }^{A}=\eta_{M N} \mathcal{G}^{A B} e_{B}{ }^{N}$. We impose the constraints

$$
\begin{equation*}
\mathcal{G}_{a \bar{b}}=0, \quad \operatorname{sig}\left(\mathcal{G}_{a b}\right)=(+-\ldots-), \quad \operatorname{sig}\left(\mathcal{G}_{\bar{a} \bar{b}}\right)=(-+\ldots+), \tag{A.2}
\end{equation*}
$$

where 'sig' denotes the signature. Note that the signatures of $\mathcal{G}_{a b}$ and $\mathcal{G}_{\bar{a} \bar{b}}$ are opposite in order to be consistent with the $(D, D)$ signature of $\mathcal{G}_{A B}$. The assignment of signatures here complies with the conventions of [7. By Sylvester's theorem of inertia, the constraints (A.2) are $G L(D) \times G L(D)$ invariant.

The projectors $P$ and $\bar{P}$ and the generalized metric $\mathcal{H}$ can be defined in terms of the frame field as in [7:

$$
\begin{equation*}
P_{M}^{N} \equiv e_{a M} e^{a N}, \quad \bar{P}_{M}^{N} \equiv e_{\bar{a} M} e^{\bar{a} N}, \quad \mathcal{H}_{M}^{N} \equiv \frac{1}{2}\left(\bar{P}_{M}^{N}-P_{M}^{N}\right) \tag{A.3}
\end{equation*}
$$

As required, these projectors satisfy $P^{2}=P, \bar{P}^{2}=\bar{P}$ and, using the first constraint of (A.2), $P \bar{P}=0$.

Following Siegel we may now introduce spin connections $\omega_{A B C}$ for the local $G L(D) \times G L(D)$ symmetry and impose covariant constraints in order to determine (part of) them in terms of the physical fields. These spin connections then uniquely determine Christoffel connections by means of a vielbein postulate as follows. We introduce a covariant derivative $D$ with respect to the spin and Christoffel connection and postulate that the frame field $e_{A}{ }^{M}$ is covariantly constant:

$$
\begin{equation*}
D_{M} e_{A}^{N} \equiv \partial_{M} e_{A}^{N}+\Gamma_{M K}{ }^{N} e_{A}^{K}+\omega_{M A}^{B} e_{B}^{N}=0 \tag{A.4}
\end{equation*}
$$

Here

$$
\omega_{M A}{ }^{B}=e_{M}{ }^{C} \omega_{C A}{ }^{B} .
$$

Note that

$$
\begin{equation*}
D_{M} \delta_{A}{ }^{B}=0 . \tag{A.5}
\end{equation*}
$$

Because of the factorized gauge group, the non-vanishing spin connections are $\omega_{M a}{ }^{b}$ and $\omega_{M \bar{a}}{ }^{\bar{b}}$. The covariant derivative $D_{M}$ reduces to the covariant derivative $\nabla_{M}$ discussed in this paper when acting on tensors with only curved indices. Moreover, the covariant derivative

$$
\begin{equation*}
D_{A} \equiv e_{A}{ }^{M} D_{M} \tag{A.6}
\end{equation*}
$$

reduces to the flat covariant derivative $\nabla_{A}$ of Siegel when acting on tensors with only $G L(D) \times$ $G L(D)$ indices. Thus, with the vielbein being covariantly constant, any statement about 'tangent space' objects can be translated into a statement about 'world' objects and viceversa, in precise analogy to conventional Riemannian geometry. For instance, by (A.4) the Christoffel connection is determined by the frame field and the spin connection according to

$$
\begin{equation*}
\Gamma_{M N K}=-e_{M}^{A} e_{N}{ }^{B} e_{K}^{C} \omega_{A B C}-e_{N}{ }^{A} \partial_{M} e_{A K} \tag{A.7}
\end{equation*}
$$

In the following we will show that the constraints of Siegel imply via (A.4) our constraints (1)(4) on $\Gamma$ and thus that the frame formalism of Siegel is equivalent to the metric-like formalism discussed in this paper.

The frame formulation imposes the following constraints on the spin connection:
(i) The tangent space metric (A.1) is covariantly constant,

$$
\begin{equation*}
\nabla_{A} \mathcal{G}_{B C}=0 \tag{A.8}
\end{equation*}
$$

Since $\mathcal{G}_{B C}$ has only flat indices, the above implies that

$$
\begin{equation*}
D_{A} \mathcal{G}_{B C}=0 \rightarrow D_{M} \mathcal{G}_{B C}=0 \tag{A.9}
\end{equation*}
$$

Because of (A.4) and (A.5), we have that $e_{M}{ }^{A}$ is also covariantly constant and thus we can write

$$
\begin{equation*}
D_{M}\left(e_{N}{ }^{B} e_{K}{ }^{C} \mathcal{G}_{B C}\right)=0 \quad \rightarrow \quad D_{M} \eta_{N K}=0, \tag{A.10}
\end{equation*}
$$

by use of (A.1). Since $\eta$ only has $O(D, D)$ indices, the last equation above implies $\nabla_{M} \eta_{N K}=0$, which is constraint (1). Moreover, we now readily derive the covariant constancy of $P, \bar{P}$ and therefore of $\mathcal{H}$, thus implying constraint (3). For example,

$$
\begin{equation*}
\nabla_{M} P_{N}^{K}=D_{M} P_{N}^{K}=D_{M}\left(e_{a N} e^{a K}\right) \tag{A.11}
\end{equation*}
$$

where in the last step we noted that when $D_{M}$ acts on an object $R_{A}{ }^{A}$ with a contracted flat index there is no contribution from the spin connection. Given the diagonal form of the spin connection components the same is true for the action of $D_{M}$ on an object of the form $R_{a}{ }^{a}$ or $R_{\bar{a}}{ }^{\bar{a}}$. Thus we are allowed to use the full covariant derivative $D_{M}$ in the last expression above. Since $D_{M}$ is a derivation and the vielbeins are covariantly constant we conclude that $\nabla_{M} P_{N}{ }^{K}=0$.
(ii) The second constraint requires that in the C-bracket

$$
\begin{equation*}
\left[\xi_{1}, \xi_{2}\right]_{\mathrm{C}}^{M} \equiv \xi_{1}^{N} \partial_{N} \xi_{2}^{M}-\frac{1}{2} \xi_{1 N} \partial^{M} \xi_{2}^{N}-(1 \leftrightarrow 2), \tag{A.12}
\end{equation*}
$$

we can flatten the indices by introducing covariant derivatives as follows,

$$
\begin{equation*}
\left[\xi_{1}, \xi_{2}\right]_{\mathrm{C}}^{A} \equiv e_{M}^{A}\left[\xi_{1}, \xi_{2}\right]_{\mathrm{C}}^{M}=\xi_{1}^{B} \nabla_{B} \xi_{2}^{A}-\frac{1}{2} \xi_{1 B} \nabla^{A} \xi_{2}^{B}-(1 \leftrightarrow 2) . \tag{A.13}
\end{equation*}
$$

Since the derivatives act on flat indices we can replace $\nabla$ by $D$ and the constraint becomes

$$
\begin{equation*}
\left[\xi_{1}, \xi_{2}\right]_{\mathrm{C}}^{A}=\xi_{1}^{B} D_{B} \xi_{2}^{A}-\frac{1}{2} \xi_{1 B} D^{A} \xi_{2}^{B}-(1 \leftrightarrow 2) . \tag{A.14}
\end{equation*}
$$

This constraint implies the generalized torsion constraint (2) in the form (2.17). In order to see this we recall that eqs. (3.29)-(3.30) in [3] show that the generalized Lie derivative can be written in terms of the C-bracket as

$$
\begin{equation*}
\widehat{\mathcal{L}}_{\xi} V^{M}=[\xi, V]_{\mathrm{C}}^{M}+\frac{1}{2} \partial^{M}\left(V^{N} \xi_{N}\right)=[\xi, V]_{\mathrm{C}}^{A} e_{A}^{M}+\frac{1}{2} \nabla^{M}\left(V^{N} \xi_{N}\right), \tag{A.15}
\end{equation*}
$$

where we used that the partial derivative of the scalar $V^{N} \xi_{N}$ coincides with the covariant derivative. Inserting (A.14) we obtain

$$
\begin{equation*}
\widehat{\mathcal{L}}_{\xi} V^{M}=\left(\xi^{B} D_{B} V^{A}-V^{B} D_{B} \xi^{A}-\frac{1}{2} \xi_{B} D^{A} V^{B}+\frac{1}{2} V_{B} D^{A} \xi^{B}\right) e_{A}^{M}+\frac{1}{2} \nabla^{M}\left(V^{N} \xi_{N}\right) . \tag{A.16}
\end{equation*}
$$

Using the covariant constancy of the vielbein and converting all indices into curved indices we can replace $D$ 's by $\nabla$ 's and obtain

$$
\begin{align*}
\widehat{\mathcal{L}}_{\xi} V^{M} & =\xi^{N} \nabla_{N} V^{M}-V^{N} \nabla_{N} \xi^{M}-\frac{1}{2} \xi_{N} \nabla^{M} V^{N}+\frac{1}{2} V_{N} \nabla^{M} \xi^{N}+\frac{1}{2} \nabla^{M}\left(V^{N} \xi_{N}\right)  \tag{A.17}\\
& =\xi^{N} \nabla_{N} V^{M}+\left(\nabla^{M} \xi^{N}-\nabla^{N} \xi^{M}\right) V_{N} \equiv \widehat{\mathcal{L}}_{\xi}^{\nabla} V^{M}
\end{align*}
$$

We recovered (2.17) and thus constraint (2), as we wanted to show.
(iii) The third constraint requires

$$
\begin{equation*}
\int e^{-2 d} V \nabla_{A} V^{A}=-\int e^{-2 d} V^{A} \nabla_{A} V . \tag{A.18}
\end{equation*}
$$

We can replace $\nabla$ by $D$ :

$$
\begin{equation*}
\int e^{-2 d} V D_{A} V^{A}=-\int e^{-2 d} V^{A} D_{A} V \tag{A.19}
\end{equation*}
$$

On the right-hand side we can immediately pass to $O(D, D)$ indices. On the left-hand side this requires use of (A.4). We thus find

$$
\begin{equation*}
\int e^{-2 d} V D_{M} V^{M}=-\int e^{-2 d} V^{M} D_{M} V \tag{A.20}
\end{equation*}
$$

Replacing $D$ by $\nabla$, as is allowed now, we obtain (2.24), thus implying constraint (4). Alternatively, the constraint can also be verified explicitly by inserting eq. (2.37) of [7] into the trace of (A.7), from which we recover (2.25).

In total, the constraints (i)-(iii) of the frame formalism imply, via ( $\mathbb{A} .4$ ), the constraints (1)-(4) of the metric-like formalism, thereby establishing the equivalence of both formulations.
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[^0]:    ${ }^{1}$ The analogy with Riemannian geometry is not complete: there is no contraction of $\mathcal{R}_{M N}$ that gives $\mathcal{R}$.

[^1]:    ${ }^{2}$ Later work of Kaloper and Meissner [30] did not use the generalized metric. It evaluated $\alpha^{\prime}$ corrections to T-duality transformations arising in backgrounds with one abelian isometry.

