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Abstract

In many coastal areas of North America and Scandinavia, post-glacial clay

sediments have emerged above sea level due to iso-static uplift. These clays

are often destabilised by fresh water leaching and transformed to so-called

quick clays as at the investigated area at Smørgrav, Norway. Slight mechani-

cal disturbances of these materials may trigger landslides. Since the leaching

increases the electrical resistivity of quick clay as compared to normal ma-

rine clay, the application of electromagnetic (EM) methods is of particular

interest in the study of quick clay structures.

For the first time, single and joint inversions of direct-current resistiv-

ity (DCR), radiomagnetotelluric (RMT) and controlled-source audiomagne-

totelluric (CSAMT) data were applied to delineate a zone of quick clay. The

resulting 2-D models of electrical resistivity correlate excellently with previ-
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ously published data from a ground conductivity metre and resistivity logs

from two resistivity cone penetration tests (RCPT) into marine clay and

quick clay. The RCPT log into the central part of the quick clay identi-

fies the electrical resistivity of the quick clay structure to lie between 10 and

80Ωm. In combination with the 2-D inversion models, it becomes possible to

delineate the vertical and horizontal extent of the quick clay zone. As com-

pared to the inversions of single data sets, the joint inversion model exhibits

sharper resistivity contrasts and its resistivity values are more characteris-

tic of the expected geology. In our preferred joint inversion model, there is

a clear demarcation between dry soil, marine clay, quick clay and bedrock,

which consists of alum shale and limestone.

Keywords: quick clay, joint inversion, radiomagnetotellurics,

controlled-source audiomagnetotellurics, direct-current resistivity

1. Introduction1

1.1. Geological processes2

Sedimentation of clay in marine environments typically leads to highly3

water saturated materials with a high pore volume (Bjerrum, 1954; Tor-4

rance, 1974). Na+ or K+ cations balance the negative surface charge of clay5

minerals in electrical double layers and, hence, allow the clay minerals to ag-6

gregate in a flocculated structure. As a consequence of isostatic uplift after7

the end of the last ice age (at the end of the Pleistocene epoch), such marine8

clays were lifted above sea level in many coastal areas of Scandinavia and9

North America. The original pore water chemistry of these clays may have10

been altered as a result of the subsequent change from a marine to a fresh-11

2



AC
C

EP
TE

D
 M

AN
U

SC
R

IP
T

ACCEPTED MANUSCRIPT

water environment. They may have become highly sensitive to mechanical12

perturbation or “quick”, if sufficient leaching of salt from their pore water13

occurred. Leaching may be caused by rainwater infiltration, diffusion and14

water seeping upwards through the deposit due to artesian pressure. The15

presence of permeable materials such as silts, sands and gravels will also in-16

crease the possibility of leaching. Disturbance of these materials may trigger17

a landslide during which the quick clay is remoulded and clay minerals float18

in their own pore fluids (Ter-Stepanian, 2000). After the landslide, most of19

the pore water is removed and the clay minerals are deposited in a more20

stable and denser configuration.21

1.2. Geophysical and geotechnical methods in the identification of quick clay22

Due to the leaching of salt, the ionic concentration of the pore water is23

typically reduced in quick clay. As a consequence, the electrical resistivity of24

quick clay is higher than that of unleached clay. The electrical resistivity of25

quick clay found in Norway is typically in a range of 10 to 80Ωm, whereas26

unleached clay usually has resistivities of 1 to 10Ωm (Solberg et al., 2008).27

Consequently, the DCR method was utilised to map the distribution of elec-28

trical resistivity at quick clay sites by Solberg et al. (2008), Lundström et al.29

(2009) and Donohue et al. (2012). However, great care must be exercised in30

the interpretation of resistivity models derived from DCR or electromagnetic31

data, because the resistivity range of unleached clay overlaps with that of32

salt water intrusions and the resistivities of quick clay are similar to those of33

water saturated alluvium, sand, moraine, silt, fine-grained till and mudstone34

(e.g. Reynolds, 2011).35

As the leaching also results in changes to the mechanical properties of36
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quick clay, Donohue et al. (2012) investigated the multi-channel analysis of37

surface waves technique to distinguish quick clay from unleached clay (see38

below).39

To overcome the ambiguity associated with the inversion of geophysical40

data, it is desirable to calibrate the resulting geophysical models against41

borehole logs or other more direct geotechnical evidence for quick clay such42

as rotary pressure soundings (RPS) and cone penetration tests (CPT). Ro-43

tary pressure soundings employ drill tips that are pushed into the ground44

at constant speed and rotation rate, thus remoulding the soil. In the drill45

tips, penetration resistance curves are recorded (Helle et al., 2009). Penetra-46

tion resistance that decreases or stays constant with depth hints at reduced47

remoulded shear strength indicative of quick clay. When pushing a CPT48

unit into the ground at constant speed, the resistance at the tip of the cone,49

sleeve friction, and pore pressure behind the cone are recorded. A geotech-50

nical instrument that was recently developed at the Norwegian Geotechnical51

Institute (NGI), is the resistivity cone penetration test (RCPT) (Rømoen52

et al., 2010). This resistivity logging system measures electrical resistivity53

with a four electrode array along the first extension rod behind the tip of a54

CPT unit.55

1.3. Study area at Smørgrav56

Figure 1 depicts a geographic map of south-eastern Norway, the location57

of the measurement area at Smørgrav about 55 km south-west of Oslo, and58

the distribution of known Norwegian quick clay sites (in red colour). Natu-59

rally, most quick clay sites are located along rivers and lakes. South-eastern60

Norway has undergone significant isostatic uplift following deglaciation of the61
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region about 11 000 years ago. Kenney (1964) discussed sea-level movement62

and the geological history of the post-glacial marine soils in the Oslo area63

and concluded that this region has been rising steadily with respect to sea64

level and that the soils were deposited during a single period of submergence.65

Therefore, it would be expected that the soils were normally consolidated.66

At Smørgrav, the marine limit (highest post-glacial sea level) was at about67

150m above the present sea level (Sørensen, 1979).68

In Fig. 2, we present a map of the measurement area that includes the69

positions of DCR profiles, RMT and CSAMT profiles, RCPT logging sites,70

RPS sites and boreholes relevant to this paper. The elevation of the measure-71

ment area (cf. Fig. 2) varies from about 2m a.s.l. at the northwestern end at72

Vestfosselva river to 22m a.s.l. at the south eastern end. On the first 60m,73

i.e. at the north-western end of the profile, the elevation increases by 10m.74

On the remaining part of the profile, the topographic level increases almost75

steadily with minor undulations of about ±1m in magnitude. Off the profile,76

differences in topographic relief are more pronounced. Most noticeable is a77

topographic rise of 10m over a similar horizontal distance at a farm located78

at the south-eastern end of the profile.79

Post-glacial sediments in the Smørgrav area consist predominantly of80

Holocene clay. According to geological maps of the Geological Survey of Nor-81

way (NGU, http://www.ngu.no), the bedrock underneath the north-western82

half of the profile consists of gneiss or migmatite. To the south-east, the geo-83

logical map depicts geological contacts with phyllite, which has alum shale as84

its parent rock, and limestone. Recent salt water intrusion can be excluded85

as a reason for resistivities in the range of marine clays (i.e. 1 to 10Ωm),86
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because the site is located inland (cf. Fig. 1).87

The Geological Survey of Norway classifies the hazard level for quick88

clay landslides as high over an area of approximately 1.25 km2 at Smørgrav89

(http://www.skrednett.no). The most recent quick clay landslide at Smørgrav90

occurred in 1984 just 250m south-west of the measurement site on the banks91

of Vestfosselva river.92

1.4. Previous geotechnical and geophysical results at Smørgrav93

An extensive geotechnical drilling and sampling program was conducted94

at the site during 2007/2008 through an NGI quick clay research program95

(Donohue et al., 2012). Along the main profile, RCPT resistivity and pene-96

tration resistance data are available from two core penetration tests labelled97

RCPT 524 and RCPT 525 through unleached and leached clay, respectively98

(cf. Fig. 2). At RCPT 524, low electrical resistivities below 10Ωm and nu-99

merous other geotechnical tests indicates that the shallow subsurface consists100

of normal marine clay. At RCPT 525, penetration resistance data and elec-101

trical resistivity values above 10Ωm foster the assumption that quick clay is102

present in a depth range from 1.5m to 9m. At borehole BH 505 (cf. Fig. 2),103

an RPS and several laboratory measurements indicate the presence of quick104

clay at 5 to 13m below ground surface (Helle et al., 2009; Donohue et al.,105

2012). At rotary pressure sounding RPS 506, quick clay may be present at106

12 to 20m depth. It should be observed that BH 505 and the RPS sites are107

offset by 30 to 60m to the south-west of the profile, and the existence of108

quick clay below the profile cannot be directly inferred from the presence of109

quick clay in the corresponding boreholes.110
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Donohue et al. (2012) interpret a comprehensive geophysical data set col-111

lected at Smørgrav in November 2008 with DCR, coil-coil frequency-domain112

electromagnetic (FDEM), seismic refraction and surface wave methods.113

DCR data were measured with two partly overlapping Wenner arrays114

(designated as DCRWenner 1 and DCRWenner 2 in Fig. 2) and an electrode115

spacing of 5m (Donohue et al., 2012). Each Wenner array had a length of116

160m and the two Wenner arrays overlapped by 45m. Hence, the total117

length of the electrode spread was 275m. The inversion model of this DCR118

data set (more detail in the sections below) is in good agreement with the119

RCPT resistivity at RCPT 524 and RCPT 525 (Donohue et al., 2012).120

FDEM data were collected with a Geonics EM-31 coil-coil system. The121

apparent conductivity responses (Frischknecht et al., 1991) are depicted in122

Fig. 3 and support the interpretation that quick clay may be present in a123

wider area around RCPT 525 (Donohue et al., 2012). For clarity, we draw124

the DCR gradient profile (see below) in red and labels for profile metres125

y employed henceforth in Fig. 3. Abnormal FDEM response functions at126

y = 70m along the profile and data gaps at y = 200m along the profile are127

caused by an underground cable and a fence, respectively.128

Multi-channel analysis of surface waves indicate a slight decrease of seis-129

mic S-wave velocities in the potential quick clay structure, whereas the refrac-130

tion analysis of P-waves was predominantly successful in identifying shallow131

bedrock in the south-eastern part of the measurement area (Donohue et al.,132

2012).133
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1.5. Recent DCR, RMT and CSAMT surveys at Smørgrav134

To overcome the limited penetration depth in the middle of the combined135

Wenner arrays of Donohue et al. (2012), additional DCR data were collected136

with a Schlumberger gradient array and 5m electrode spacing in November137

2010. The length of the electrode spread employed in the latter campaign138

was 370m (designated by DCR gradient in Fig. 2). The start point of this139

new electrode array is offset by 68m towards the north-west of the start point140

of the previous Wenner arrays.141

Tensorial RMT data were measured in the frequency range between 14142

and 226 kHz and at 35 stations with a spacing of 10m using the EnviroMT143

system (Bastani, 2001). The start point of this profile is offset by 40m to-144

wards the north-west of the start point of the DCR Wenner arrays of Dono-145

hue et al. (2012). To obtain a greater depth of penetration than with the146

RMT data alone, controlled-source audio-magnetotelluric (CSAMT) data147

were recorded at six frequencies between 2 and 12.5 kHz employing a pair148

of perpendicular horizontal magnetic dipole sources at a distance of 310m149

from the profile (cf. Fig. 2). The main purposes of the RMT and CSAMT150

measurements were to delineate the structural bounds of the quick clay for-151

mation (in particular the deeper boundary) and to obtain a more detailed152

description of the distribution of electrical resistivity from joint inversions153

with DCR data.154

8
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2. Theory155

2.1. DCR method156

The direct-current resistivity method (Daily et al., 2005; Zonge et al.,157

2005) is an active method, where two current electrodes are employed to158

inject a temporally constant current I into the subsurface. With two addi-159

tional potential electrodes, a potential difference or voltage U is measured.160

This voltage depends on the injected current I, the positions of the current161

and potential electrodes as well as the distribution of electrical resistivity ρ162

in the subsurface. Typically, DCR data are depicted as pseudo-sections of163

apparent resistivities164

ρa = K
U

I
, (1)

where K is a geometric factor that depends on the positions of current and165

potential electrodes. Often, apparent resistivities are plotted against the166

midpoints of the electrode configurations on the horizontal axis and elec-167

trode separation dependent factors on the vertical axis (Edwards, 1977).168

Physically, the apparent resistivity is a weighted average of the distribution169

of electrical resistivity in the subsurface around the electrodes. For a ho-170

mogeneous half-space, it equals the half-space resistivity. To reach greater171

depth, electrode separations need to be increased.172

2.2. RMT method173

The radiomagnetotelluric method (Tezkan et al., 1996, 2005; Newman174

et al., 2003; Pedersen et al., 2005; Bastani et al., 2011) is a passive electro-175

magnetic method that employs the signals from remote radio transmitters176

in the VLF and LF frequency bands between 10 and 300 kHz. Due to the177

9
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large distance to the radio transmitters, the EM fields incident at a receiver178

site can be considered as uniform inducing fields or plane waves. On the sur-179

face both horizontal components of the electric field (Ex, Ey) and all three180

components of the magnetic field (Hx, Hy, Hz) are recorded. The resulting181

time series are then processed to yield two tensors of complex valued transfer182

functions in the frequency domain:183

• The impedance tensor Z relates the horizontal magnetic to the hori-184

zontal electric fields as (Bastani and Pedersen, 2001; Berdichevsky and185

Dmitriev, 2008)186





Ex

Ey



 =





Zxx Zxy

Zyx Zyy









Hx

Hy



 . (2)

In the case of a 2-D subsurface with the x-axis oriented along the187

geological strike direction, Zxx = Zyy = 0, the impedance tensor ele-188

ment Zxy arises due to current flow along the strike direction (so called189

transverse-electric mode or TE-mode), and Zyx is related to current190

flow in the plane of the profile (so called transverse-magnetic mode or191

TM-mode).192

The determinant impedance ZD =
√

ZxxZyy − ZxyZyx is independent193

of the horizontal directions of the geographic reference system and tends194

to yield inversion models that are less affected by 3-D structures off the195

profile than models from the inversion of TE-mode or TM-mode data196

(Pedersen and Engels, 2005).197

Typically, the complex impedance tensor elements Zij are transformed198

10
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to apparent resistivities199

ρija =
1

ωµ0
|Zij|

2 (3)

and phases200

φij = arg (Zij) , (4)

where ω = 2πf is the angular frequency of the EM field, and µ0 is the201

magnetic permeability of free space.202

• The tensor of vertical magnetic transfer functions (VMTF) [A B] re-203

lates the vertical component of the magnetic field to the horizontal mag-204

netic field components as (Bastani and Pedersen, 2001; Berdichevsky205

and Dmitriev, 2008)206

Hz = A ·Hx +B ·Hy. (5)

The estimation of standard deviations of the impedance tensor elements and207

the VMTFs is described in detail by Bastani and Pedersen (2001).208

The depth at which the amplitude of the EM field is reduced to 1/e of209

its amplitude at the surface defines the skin depth210

δ =

√

2ρ

ωµ0
, (6)

of the uniform inducing field, where ρ is an effective or average resistivity of211

the subsurface (Spies, 1989). Depending on noise conditions and instrumental212

accuracy, the maximal depth of investigation zmax scales with the skin depth213

of the plane wave or uniform inducing field as zmax ≈ 1.5δ to 2.0δ (Spies,214

1989).215

11
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2.3. CSAMT method216

The CSAMT method (Zonge and Hughes, 1991) employs grounded cables217

or closed loops of wire as aerials to actively transmit signals at a number of218

fixed frequencies. The typical frequency range employed in this method is219

1Hz to 10 kHz. To obtain fully tensorial transfer functions as for the RMT220

method (cf. eqs. 2 and 5), pairs of perpendicularly oriented grounded cables221

or closed loops with horizontal axes are used as sources (Li and Pedersen,222

1991). At distances of more than five times the (side-)length of the transmit-223

ter aerials, controlled-source fields are typically treated as such of horizontal224

electric dipoles (HED) or horizontal magnetic dipoles (HMD), respectively.225

At source-receiver distances of more than five to ten times the local skin226

depth (eq. 6) of a uniform inducing field of the same frequency, the 3-D cur-227

vature of CSAMT source fields can be neglected and the CSAMT transfer228

functions can be modelled as such of uniform inducing fields (cf. sec. 2.2).229

As CSAMT frequencies are typically smaller than RMT frequencies, the230

maximal depth of investigation is increased, when CSAMT data are recorded231

in addition to RMT data. However, at source-receiver distances on the order232

of magnitude of the uniform inducing field skin depth or smaller, the effective233

CSAMT skin depth also depends on the source-receiver geometry.234

2.4. Inverse modelling235

In the inverse modelling process, a model vector m of electrical resis-236

tivities is sought that generates a vector F [m] of Nd modelled forward re-237

sponses which are similar to Nd measured data stored in a vector d (Menke,238

1989). Here, the entries of d and F [m] can be the apparent resistivities ρija239

and phases φij of the RMT or CSAMT impedance tensor Z or determinant240

12
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impedance ZD, the RMT or CSAMT VMTF [A B] or the apparent resis-241

tivities ρa of the DCR method. The goodness of fit of the forward responses242

to the field data is measured as a misfit Qd (essentially a χ2 error) or a243

root-mean-square (RMS) error244

Qd = (d− F [m])T WT
dWd (d− F [m]) , (7)

RMS =

√

1

Nd

Qd, (8)

where the diagonal matrix Wd contains the reciprocal errors of the measured245

data d. If the data errors are true, an RMS error of 1.0 is typically considered246

optimal, because it signifies good data fit without fitting too much to noise.247

Datum-wise relative misfits depicted in the following sections are computed248

as (di − Fi [m]) /σi for i = 1, . . . , Nd.249

A model parameter vector m that minimises the misfit Qd is computed250

by demanding that the gradient of Qd w.r.t. m vanishes. As the forward251

operator F [m] is non-linear in m, the minimisation of Qd is performed itera-252

tively through a Taylor series expansion of F [m] to first order in m (Menke,253

1989) yielding a quadratic approximation to Qd. Since we compute forward254

responses on a 2-D finite-difference mesh (cf. Kalscheuer et al., 2010), there255

need to be far more model cells than data points to obtain sufficiently ac-256

curate forward modelling results. Furthermore, EM inverse problems are257

inherently non-unique and ill-posed. Hence, to invert for an Earth model of258

electrical resistivity additional constraints have to be imposed on the model259

(Menke, 1989). These additional constraints are implemented by adding260

further terms of model regularisation to eq. 7. Here, two types of model reg-261

ularisation are employed. First, the semblance (often referred to as smooth-262

ness) of the resistivities of abutting cells of the inversion model is imposed263

13
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through smoothness constraints (de Groot-Hedlin and Constable, 1990). Sec-264

ond, a Marquardt-Levenberg damping term that demands small changes to265

the model of the previous iteration (Lines and Treitel, 1984) is introduced.266

In a purely smoothness-constrained inversion, convergence problems still can267

occur, because the quadratic approximation to Qd is not sufficiently accu-268

rate yielding a false prediction of the model that minimises Qd (Rodi and269

Mackie, 2001) and the smoothness constraints define a semi-norm without270

a unique minimum. Marquardt-Levenberg damping effectively enforces con-271

vergence, because high damping can be employed to yield a model update in272

the steepest descent direction of Qd (Lines and Treitel, 1984).273

In total, we minimise an unconstrained cost functional

U [mk+1, λ] = (d− F [mk+1])
T
WT

dWd (d− F [mk+1]) (9)

+ λ (mk+1 −mr)
T
WT

mWm (mk+1 −mr)

+ β (mk+1 −mk)
T (mk+1 −mk) ,

w.r.t. the model parameters mk+1 of the (k + 1)-th iteration. In eq. 9, λ is274

a Lagrange multiplier for the smoothness constraints WT
mWm = αy∂

T
y ∂y +275

αz∂
T
z ∂z, in which ∂y and ∂z are matrices of horizontal and vertical smoothness276

operators, respectively, weighted through factors αy and αz. The vector mr277

is an optional reference model. The Lagrange multiplier λ is determined in278

a trial-and-error procedure to yield RMS ' 1. An optimal damping factor279

β of the Marquardt-Levenberg term (the last term on the r.h.s. of eq. 9) is280

determined in each iteration with a line search. More details on the joint281

inversion of DCR and RMT data, in particular the iterative computation282

of an inversion model m from the cost functional in eq. 9, can be found in283

14
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Candansayar and Tezkan (2008) and Kalscheuer et al. (2010).284

Due to differences in a) the number of data employed from different meth-285

ods, b) the sensitivities of the different methods, c) the non-linear nature of286

the corresponding forward problems, or d) the quality of data error estimates,287

it typically is necessary to assign weights to individual data sets to avoid one288

data set being more dominant than the other data sets in the joint inversion289

(Athanasiou et al., 2007; Candansayar and Tezkan, 2008; Commer and New-290

man, 2009; Kalscheuer et al., 2010; Bastani et al., 2012). When the number291

of DCR data is much higher than the number of RMT data, for instance,292

DCR data are typically over-fitted and RMT data are under-fitted result-293

ing in inversion models that may contain erroneous structures from noise294

in the DCR data. The weights are typically implemented as factors on the295

data errors in Wd. Synthetic modelling studies with manual weighting of296

DCR and RMT data were presented by Candansayar and Tezkan (2008) and297

Kalscheuer et al. (2010). In the weighting scheme used by Kalscheuer et al.298

(2010), weighting leads the optimal RMS to differ from 1.0. In Appendix A,299

we describe different schemes for data weighting and introduce a new scaling300

mechanism that yields optimal RMS errors of 1.0 for both individual and301

combined data sets in the presence of weighting.302

To analyse our inversion models, we compute linearised model resolving303

kernels and error estimates according to Kalscheuer et al. (2010) that account304

for the smoothness constraints employed in the inversion. Assuming that the305

forward response of the model of the k-th iteration is linearly close to that306

of the true model, Kalscheuer et al. (2010) derive a relationship to analyse,307

how the true model mtrue, the reference model mr, and noise n contained in308
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the data map into the model mk+1 of the k + 1-th iteration:309

mk+1 ≈ RMmtrue + (I−RM)mr + J
−g
W
Wdn, (10)

where RM = J
−g
W
JW is the model resolution matrix,310

J
−g
W

=
[

JTWT
dWdJ+ λWT

mWm

]

−1
JTWT

d is the generalised inverse, and J311

is the sensitivity matrix of partial derivatives of the forward response F [mk]312

w.r.t. the model parameters mk. The i-th row of RM describes the contribu-313

tion that the true model has to the i-th parameter of mk+1. The smaller the314

spread of non-zero entries of the i-th row of RM around the diagonal entry315

RM,ii is and the higher RM,ii is, the better is mk+1,i resolved by the data.316

To render the model resolution estimates less dependent on the sizes ∆yj317

and ∆zl of the cells of the finite-difference mesh in horizontal and vertical318

directions, we investigate resolving kernels rM,i(jl) = RM,i(jl)/(∆yj∆zl) which319

can be reckoned a resolution density.320

To estimate, how strong the effect of variability in the reference model and321

noise n in the data is on the estimated model mk+1, a linearised model co-322

variance matrix is deduced from eq. 10 as (Menke, 1989; Kalscheuer et al.,323

2010)324

[covmk+1] ≈ (I−RM) [covmr] (I−RM)T + J
−g
W
J
−g
W

T
, (11)

The covariance matrix of the reference model is [covmr] =
(

λWT
mWm

)

−1
.325

For non-stochastic inversion schemes such as our smoothness-constrained326

scheme, mr is typically considered a fixed vector and, hence, [covmr] = 0.327

We state model error estimates solely w.r.t. the second term in eq. 11. The328

square root of the i-th diagonal entry of eq. (11) yields the error (standard329

deviation) of the i-th model parameter. In the inversion, logarithmic cell330
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resistivities are employed as model parameters. Errors of these logarithmic331

resistivities relate to error factors f on resistivities corresponding to ranges332

[ρ/f, fρ] for 68% confidence intervals.333

3. Results334

3.1. Topographic effects335

Since the employed inversion algorithm assumes a flat surface topography,336

we evaluate topographic effects on the field data with other forward and337

inverse modelling codes and select data for inversion that exhibit the least338

topographic effect. Topographic effects on the data can be expected from339

variation of relief both along the profile and off the profile (cf. sec. 1.3).340

Important changes in topographic relief are a) a change in slope at position341

y = 0m along the profile, b) an elevational difference of almost 10m over a342

comparable lateral distance close to the south-eastern end of the profile and343

c) a topographic low due to a stream at a distance of 30 to 80m to the north344

of the profile (cf. Fig. 2).345

Topographic effects on DCR data were previously investigated by Tsour-346

los et al. (1999), Rücker et al. (2006), Günther et al. (2006), and Demirci347

et al. (2012). We estimate the effect of topography on the DCR gradient348

data by comparing 2-D inversion models (not shown) computed with the349

2-D finite-element code by Günther et al. (2006) assuming a) a flat air-Earth350

interface and b) topography as present along the profile. These inversion351

models differ locally by up to 20% in resistivity. To the largest part, these352

differences occur at depth and can be attributed to differing model discreti-353

sation and regularisation. Also, negligence of topography did not introduce354
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additional structures to the inversion model. Hence, we do not reckon these355

differences severe enough to invalidate a flat surface as an assumption in356

modelling the DCR data.357

Baranwal et al. (2011) investigated the effect of neglecting topography358

in the inversion of RMT data. For smaller topographic undulations that359

cover a height difference of a few metres over a couple of tens of metres or360

more the expected distortion is rather small. To quantify topographic ef-361

fects on the RMT data collected at Smørgrav, Ren et al. (2013) applied a362

boundary-element modelling (BEM) code that simulates RMT fields on ar-363

bitrary topography under the assumption of constant material parameters.364

A digital elevation model for the Smørgrav area was generated from the to-365

pographic map in Fig. 2. The RMT transfer functions were computed for a366

local co-ordinate system (u, v, n) that is aligned with topography. Here, the367

u and v directions are perpendicular and parallel to the profile, respectively,368

corresponding to the x and y directions of our flat Earth model; n is directed369

normal to the Earth’ surface. The strongest topographic effect was found370

to stem from the topographic rise off the south-eastern end of the profile.371

Ren et al. (2013) found the determinant impedance to be far less affected by372

topographic effects than the Zvu or Zuv impedances. For a 3000Ωm medium373

with the given topography, the apparent resistivities and phases of the deter-374

minant impedance vary by up to 14% and 2.25 degrees, respectively, around375

the constant values of 3000Ωm and 45 degrees, respectively, of a homoge-376

neous half-space. In contrast, the Zvu and Zuv impedances have deviations377

of up to 27% and 2.5 degrees for apparent resistivity and phase, respectively.378

For a 30Ωm medium, the apparent resistivities and phases of the determi-379
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nant impedance deviate by up to 10% and 1.6 degrees, respectively, from the380

values of a homogeneous half-space.381

3.2. Inversion of DCR data382

The DCR apparent resistivities measured with the two abutting Wenner383

arrays employed by Donohue et al. (2012) are depicted in Fig. 4(a). The data384

are plotted at the horizontal centre point of each Wenner measurement and385

versus the effective depth ze defined in Edwards (1977). No errors for DCR386

measurement were estimated, such that the relative error of the apparent387

resistivities was chosen as 3% and the absolute error for U/I was selected388

as 0.001Ω. In preliminary inversions, data associated with electrodes at389

y = 0m and y = 80m persistently had high misfits, indicating coupling390

problems. Hence, data employing these electrodes were excluded from further391

inversions. In addition, individual measurements that had high misfits were392

excluded.393

The inversion model for the edited Wenner data is shown in Fig. 4(b)394

together with the RCPT logging results of boreholes 524 and 525. The in-395

version process employed smoothing weights αy = 4 and αz = 1 and yielded396

an RMS error of 0.96. Variation of the horizontal smoothing weight αy in397

the range from 1 to 6 yielded models with similar RMS errors.398

The DCR data collected with the gradient array are plotted in Fig. 5(a)399

according to the convention proposed by Dahlin and Zhou (2006), i.e. there400

is one panel for each midpoint factor m. However, for data with m = 0401

the employed electrode configuration is essentially a Wenner-Schlumberger402

array and the convention by Dahlin and Zhou (2006) can result in plotting403

different data at the same position. Hence, we utilise the plotting convention404
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of Wenner-Schlumberger data by Edwards (1977) for gradient data with m =405

0. Consequently, in Fig. 5(a), it should be observed that the effective depth ze406

form = 0 stems from a different definition than the ones form = −3, . . . ,−1,407

and m = 1, . . . , 3.408

The model for the DCR gradient data is depicted in Fig. 5(b) together409

with the RCPT logging results of boreholes 524 and 525. The inversion410

process utilised smoothing weights αy = 4 and αz = 1 resulting in an RMS411

error of 1.00.412

Both DCR inversion models are in excellent agreement with the RCPT413

resistivity logs.414

3.3. Inversion of RMT and CSAMT data415

The RMT and CSAMT field data in form of apparent resistivities and416

phases for the TM-mode, TE-mode and determinant impedances are depicted417

in Fig. 6. In order to avoid erroneous model structures, five stations in the418

vicinity of the buried cable and one station at the fence (cf. Fig. 3) had to be419

excluded from further analysis and inverse modelling. The CSAMT standard420

deviations as computed with the scheme by Bastani (2001) often exceed 3%421

and 2.5 ◦ for apparent resistivity and phase, respectively, indicating that the422

CSAMT data are contaminated with relatively strong noise. In contrast,423

the standard deviations of the RMT apparent resistivities and phases hardly424

exceed these values.425

In the inversion of CSAMT data with a 2-D inversion code for MT and426

RMT data, it is assumed that the distance to the source is sufficiently large427

that the electromagnetic fields impinging upon the Earth at the receiver sites428

can be approximated as uniform inducing fields or plane waves, i.e. that the429
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receiver is not located in the near-zone or transition-zone of the transmit-430

ter (Zonge and Hughes, 1991). Violation of this presupposition results in431

erroneous inversion models. As a first assessment of possible source effects432

on the CSAMT data, apparent resistivities and phases of the determinant433

impedance are plotted against frequency in Fig. 7 for four stations. If source434

effects were negligible, the transfer functions would be entirely smooth at435

the transition from RMT to CSAMT frequencies. In the apparent resistivity436

plots, the transitions are very smooth. The phase curves show rougher tran-437

sitions with relatively noisy readings between 10 and 14 kHz. This has two438

reasons. First, at CSAMT frequencies of 10 and 12.5 kHz, transfer functions439

are sometimes unstable due to the tuning of the transmitter system. Second,440

at many sites the number of VLF transmitters used in the RMT processing441

is relatively low at the lowest VLF frequencies of about 14 kHz, rendering442

transfer functions at these frequencies slightly unstable. Depending on the443

azimuthal distribution of the received VLF transmitters, this effect can also444

be directionally dependent. To conclude, we do not judge source effects from445

the CSAMT transmitter to be evident at the transition between the RMT446

and CSAMT frequency ranges. A quantitative evaluation of potential source447

effects over the entire CSAMT frequency range is given in one of the following448

paragraphs.449

Bastani and Persson (2009) performed a strike analysis of the RMT and450

CSAMT impedance tensor data utilising the galvanic distortion analysis by451

Zhang et al. (1987). For the north-western half of the profile, varying the452

strike angle between 0 and 90 degrees resulted in very similar and small453

misfits of the distortion model essentially suggesting 1-D conditions. On454
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the south-eastern half of the profile, the RMT and CSAMT data suggest455

a north-south trending geological strike direction. To facilitate joint inver-456

sion with DCR data, we selected the determinant impedance data as RMT457

and CSAMT data for the following inversions (cf. sec. 2.2). The effect of458

an incorrectly chosen profile direction is largely mitigated through the ro-459

tational invariance of determinant impedance data (Pedersen and Engels,460

2005). Furthermore, we demonstrated in sec. 3.1 that the topographic ef-461

fect on the determinant impedances is smaller than that on the Zxy or Zyx462

impedances and we hope to avoid artefacts in our models by inverting deter-463

minant impedances.464

In accordance with our above assessment, error floors of 15% relative465

error and 2.28 ◦ absolute error were assumed for apparent resistivities and466

phases, respectively, to mitigate topographic effects on the inversion models.467

The inversion model for the inversion of RMT determinant impedances only468

is depicted in Fig. 8(a). Employing smoothing weights αy = 4 and αz = 1,469

the model fits the RMT data to RMS=1.01, whereas additional tests with470

horizontal weights of αy = 2 or αy = 6 led to increased RMS errors. The471

model in Fig. 8(a) indicates a conductive structure at depths of more than472

20m in the middle of the profile and with resistivities of 1 to 2Ωm. Upon473

inclusion of the CSAMT determinant impedances in the inverse modelling474

(cf. Fig. 8(b), RMS = 1.09), the depth of investigation is increased and the475

conductive structure is reproduced in more detail. Its resistivity is less than476

0.5Ωm and is present at y ' 100m. It is noteworthy, that this conductive477

structure is not observed in the DCR inversion models (Figs. 4(b) and 5(b))478

due to the limited depth of penetration of the injected direct current systems.479

22



AC
C

EP
TE

D
 M

AN
U

SC
R

IP
T

ACCEPTED MANUSCRIPT

In both inversions, datum-wise RMS errors are highest for the high-frequency480

RMT apparent resistivities at the south-eastern end of the profile. In accor-481

dance with the BEM results by Ren et al. (2013), we assume that the steep482

slope off the south-eastern end of the profile (height difference of 10m over483

10m distance, cf. Fig. 2) leads to distortion of the high frequency data.484

To further validate our modelling assumption that the CSAMT data from485

Smørgrav can be modelled as transfer functions due to uniform inducing486

fields, we compare forward responses computed under the uniform inducing487

field assumption with those resulting from a pair of HMDs for a 1-D model488

from a vertical resistivity section of our 2-D model. From the model in489

Fig. 8(b), we chose the resistivity section below the station at y = 200m, be-490

cause the high resistivity underneath this receiver site would yield the most491

pronounced effect of the HMD sources (cf. Zonge and Hughes, 1991). In492

modelling the responses of the HMD sources, we utilised the same source-493

receiver geometry as in the field. The responses for both source mechanisms494

were computed with the code by Kalscheuer et al. (2012) and are shown in495

Fig. 9. The responses of the main impedance tensor elements Zxy and Zyx496

for both source mechanisms are in excellent agreement. Furthermore, the497

absolute values of the diagonal impedance tensor elements for the controlled498

source field are almost three orders of magnitude smaller than those of the499

main (off-diagonal) impedance tensor elements, and the absolute values of500

the VMTFs are not larger than 0.13. Hence, the assumption of a uniform in-501

ducing field is perfectly justifiable in the inversion of determinant impedance502

data.503
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3.4. Joint inversion of DCR, RMT and CSAMT data504

Following the findings of the individual inversions of DCR and RMT/CSAMT505

data, we utilised the same smoothing weights, i.e. αy = 4 and αz = 1, in the506

joint inversions.507

Fig. 10(a) shows the model from a 2-D joint inversion of the DCR Wen-508

ner data (Fig. 4(a)) and the RMT data (Fig. 6), i.e. CSAMT data were not509

included. Data weights (cf. Appendix A) of 1/wRMT = 1/wDCR = 1.0 of510

the RMT and the DCR data led to RMS misfits of 1.44 and and 1.35 for511

the DCR and RMT data sets, respectively. Data fits to the RMT and DCR512

field data are depicted in Figs. 10(b) and 10(c), respectively. As compared513

to the models of individual inversions of the DCR Wenner and RMT data in514

Figs. 4(b) and 8(a), respectively, the joint inversion model exhibits sharper515

resistivity contrasts and a higher resistivity (of about 3000Ωm) of the resis-516

tive structure underneath the south-eastern third of the profile at y ' 150m517

and z = 5m to 20m. It was previously observed by Candansayar and Tezkan518

(2008) and Kalscheuer et al. (2010), that joint inversions of DCR and RMT519

data yield better constrained resistive structures than individual inversions.520

After several trial inversions, it was found that a weighting of 1/wRMT&CSAMT =521

1.4 to 1/wDCR = 1.0 of the RMT/CSAMT data relative to the DCR gradient522

data led to an RMS of 1.32 for the DCR data set and to an RMS of 1.22 for523

the RMT/CSAMT data. The joint inversion model for this set of weights is524

depicted in Fig. 11(a). Datum-wise fits of the model responses to the DCR525

and RMT/CSAMT field data are depicted in Figs. 11(b) and 11(c), respec-526

tively. As compared to the individual inversion of RMT and CSAMT data527

(Fig. 8(b)) and the joint inversion model of DCR Wenner and RMT data528
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(Fig. 10(a)), the joint inversion model of DCR gradient and RMT/CSAMT529

data suggests that the deep conductive structure at z ' 20m is laterally530

homogeneous underneath the south-eastern half of the profile and has resis-531

tivities of about 0.3Ωm. The structure off the south-eastern end of the profile532

at y ≥ 300m with resistivities in excess of 4000Ωm was shown to be poorly533

constrained by the data. According to forward modelling tests, neither the534

fit to the DCR data nor the fit to the RMT and CSAMT data is adversely535

affected, if the resistivity of this structure is decreased to 1000Ωm or if it536

becomes less vertically extended.537

We evaluate the stability and uniqueness of the joint inversion model in538

Fig. 11(a) with the linearised model error and resolution analysis introduced539

in sec. 2.4. The resistivities of seven cells labelled A through G in Fig. 11(a)540

were selected for analysis. Cells A through C are located in possible quick541

clay structures. Cell D is located in the highly resistive formation, cell E is542

part of the deep conductive structure, cell F lies in a possible north-western543

continuation of this deep conductor, and cell G pertains to a highly resistive544

structure just off the south-eastern end of the profile. The positions and545

extents of the cells as well as the linearised model errors f are listed in Table 1,546

and the resolving kernels are depicted in Fig. 12. For all parameters, the error547

factors f are smaller than 1.13 indicating a stable inversion model. Since cells548

A to C are positioned in a depth range down to 15m below the central part549

of the profile, their resistivities are fairly well resolved. Given the relatively550

shallow depth of 8.7m to the centre of cell B, the corresponding resolving551

kernel is quite strongly spread and smooth. The reason for this is that RMT552

data from stations above cell B were removed from the inversion due to noise553
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effects form the buried cable (cf. sec. 3.3). Due to the highly complementary554

information in galvanically coupled DCR data and inductively coupled RMT555

data for resistive structures, the resolving kernel for cell D in the highly556

resistive formation is focused around cell D. In contrast, the resolving kernel557

for cell E in the upper part of the deep conductor is more spread. This558

larger spread can be attributed to the greater depth and the fact that the559

CSAMT data which mostly constrain this conductor are relatively noisy.560

To investigate a possible north-western continuation of this deep conductor,561

we consider the resolving kernel of cell F. Clearly, only small entries of the562

resolving kernel are found in cell F and the surrounding cells. Hence, this563

part of the model is not resolved by the data and we can neither corroborate564

nor dismiss a continuation of the deep conductor to the north-west. For cell565

G underneath the south-eastern end of the profile, constraints provided by566

the DCR data are negligible and apparent resistivity and phase of the RMT567

and CSAMT data are hardly changed by the resistive structure. In support568

of the findings of our forward modelling tests, resolving kernel elements of569

significant amplitude are spread over the very shallow subsurface and the570

resistivity of the true model at the position of cell F hardly maps into the571

resistivity of cell F in the inversion model.572

4. Geological interpretation573

In Fig. 13, a geological interpretation of the joint inversion model in574

Fig. 11 is presented. In accordance with the RCPT logging results, shallow575

structures in the north-western half of the profile at 1 to 10Ωm are interpreted576

as marine (i.e. unleached) clay. In the central part of the profile at RCPT577
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525, a shallow structure from 3m to about 15m depth, with an extension of578

about 130m along the profile and with a resistivity of 10 to 80Ωm (e.g. cells579

B and C in Tab. 1 and Figs. 11 and 12) is assumed to consist of quick clay.580

At around y=0m in a depth range between 12m and 20m below ground581

surface, we observe resistivities between 10 and 20Ωm (cell A) and interpret582

this structure as quick clay. This interpretation is in very good agreement583

with RPS 506, where quick clay was observed at 12 to 19m below ground584

surface (Helle et al., 2009; Donohue et al., 2012).585

Underneath the south-eastern third of the profile, the resistive structure586

at 5m to 15m depth and with resistivities of a few thousand Ohmmetres (cell587

D) is interpreted as limestone. Three limestone samples from outcrops off588

the south-eastern end of the profile had electrical resistivities between 3400589

to 4000Ωm as measured at the petrophysical laboratory of the Geological590

Survey of Sweden.591

A highly conductive structure with resistivities below 0.5Ωm is encoun-592

tered at depths of about 20m and more (cell E). Due to the small resis-593

tivity, this structure is reckoned alum shale (Jödicke, 1992). According to594

regional studies (Korja et al., 2008, and references therein), alum shales form595

widespread layers in the Scandinavian crust. It is a plausible assumption,596

that alum shale is present also at depth underneath the north-western half597

of the profile. Due to the conductive unleached clay, current channelling598

and skin effect lead to a diminished depth of penetration for the DCR and599

RMT/CSAMT methods, respectively, and based on the DCR, RMT and600

CSAMT data no statement can be made on a north-western continuation of601

the alum shale or a possible transition to migmatite as expected according602
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to geological maps of the area.603

A feature that is common to both of our joint inversion models (Figs. 10604

and 11) is that the resistivity at 10m depth is no longer in as good agreement605

with the resistivity log at RCPT 525 as in the individual inversions. Forward606

modelling demonstrated that the increased resistivity of about 100Ωm in607

the 2-D joint inversion models is required to fit the DCR data whereas the608

RMT (and CSAMT) data can be explained with resistivities of less than609

50Ωm as encountered in the individual inversions. We assume this discrep-610

ancy between the individual and joint inversions to stem from anisotropy of611

the underlying alum shale layer which was not accounted for in the inverse612

modelling process. It was demonstrated by Christensen (2000) that purely613

galvanically coupled EM methods such as the DCR method and purely in-614

ductively coupled EM methods such as the RMT and the CSAMT method615

with loop sources have different anisotropic equivalencies that cannot be rec-616

onciled in joint inversions under the assumption of isotropic resistivity.617

5. Discussion and conclusions618

We presented a field example where individual and joint 2-D inversions619

of DCR and RMT/CSAMT data were successfully employed to delineate620

the geology of a quick clay site. The benefits of incorporating data from621

the different methods into the joint inversion and the necessity to gauge the622

resistivity of quick clay structures presumably encountered in the 2-D models623

against RCPT resistivity logs and results of other geotechnical methods were624

assessed.625

The CSAMT data augment the RMT data to obtain a greater depth of626
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investigation and to reveal the existence of a deep conductor at z ' 20m627

with resistivities below 0.5Ωm underneath the south-eastern half of the pro-628

file (Fig. 8). This deep conductor was not previously discovered with DCR629

or seismic methods and most likely represents alum shale. The conductive630

unleached clay in the north-western half of the profile is sufficiently thick to631

inhibit discovery of deeper structures even at CSAMT frequencies.632

The DCR data constrain the shallow part of the model down to a depth of633

20m. Hence, the DCR data are effective in describing the resistivity section634

in which quick clay is expected as already observed by Donohue et al. (2012).635

While the inversion model of the DCR gradient data (Fig. 5(b)) vaguely636

indicates the existence of a deep conductor at y ≈ 120m and z ' 20m, its637

resistivity is much higher than in the inversion of the RMT and combined638

RMT and CSAMT data (Figs. 8(a) and 8(b), respectively) and, hence, the639

deep conductor might not be associated with alum shale.640

In contrast to the individual inversions, the joint inversions of RMT/CSAMT641

and DCR data result in inversion models (Figs. 10 and 11) that are richer642

in detail. Our study corroborates that, in a joint inversion, RMT/CSAMT643

and DCR data provide constraints for resistive structures that are superior644

to those engaged in individual inversions. At a depth range between 5m645

and 20m on the south-eastern half of the profile, the joint inversion clearly646

outlines a resistive structure of about 3500Ωm which in accordance with geo-647

logical maps and outcrops off the south-eastern end of the profile is construed648

as limestone.649

There is very good agreement between the 2-D models from individual650

inversions and the two RCPT resistivity logs located on the profile. A com-651
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bination of RCPT resistivity logs and geotechnical data allows us to identify652

quick clay and assign a range of electrical resistivities locally representative653

of quick clay (10 to 80Ωm in this case). Based on this knowledge, the pos-654

sible location of quick clay was delineated in Fig. 13. The joint inversion655

models (Figs. 10 and 11) show greater variability in the electrical resistivity656

at RCPT 525 than the models of individual inversions and the resistivity log657

itself. In future investigations, it would be beneficial to investigate whether658

2-D models that are locally more representative of the resistivity log can be659

obtained by allowing for anisotropy or by assigning the resistivity log locally660

as a priori information during the inversion.661
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cell label yc zc ∆y ∆z f

A 0.5 14.8 1.0 3.7 1.09

B 65.5 8.7 1.0 2.4 1.09

C 110.5 4.9 1.0 1.5 1.07

D 200.5 11.4 1.0 3.0 1.10

E 136.5 24.2 1.0 5.8 1.12

F 0.5 30.7 1.0 7.3 1.09

G 305.6 19.0 1.3 4.7 1.08

Table 1: Positions (yc, zc) and extents (∆y,∆z) of cells A through G in the inversion model

in Fig. 11(a) as well as linearised error factors f of the resistivities of these cells. The

corresponding resolving kernels are reproduced in Fig. 12. The model error and resolution

analyses were performed with the smoothness-constrained scheme by Kalscheuer et al.

(2010).
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Figure 1: Geographical map of south-eastern Norway with measurement area at Smørgrav

indicated by a blue square and known Norwegian quick clay sites in red colour (courtesy

of Geological Survey of Norway, www.ngu.no).
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Figure 2: Measurement area at Smørgrav, with locations of RCPT logging sites (blue

triangles), boreholes (dark green circles), RPS sites (dark red symbols), DCR profiles

(green and red lines), RMT and CSAMT receivers (Rx, tilted black rectangles), and

CSAMT transmitter (Tx) site to the north of the profile (denoted by a black cross).

Topographic contour lines are at 5m spacing.
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Figure 3: Apparent conductivity responses acquired with an EM-31 coil-coil FDEM sys-

tem in the vertical magnetic dipole configuration by Donohue et al. (2012). The high

apparent conductivity values above 30mS/m to the north-west of the measurement area

are indicative of the presence of unleached clay. The north-east to south-west tending

elongated structure is a distortion effect owing to a buried cable. A data gap was caused

by a fence. The red and green lines illustrate the positions of the DCR profiles (cf. Fig. 2).

Labels with profile metres are plotted along the DCR gradient profile (in red).
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Figure 4: Edited DCR apparent resistivity data set (a) measured at Smørgrav with two

abutting Wenner arrays by Donohue et al. (2012) (cf. green lines in Fig. 2) and resulting

inversion model (b) plotted together with RCPT logging resistivity values at boreholes

RCPT 524 and RCPT 525. The model was computed with smoothing weights αy = 4

and αz = 1, i.e. layered structures were preferred. The model responses fit the data to an

RMS error of 0.96. Black triangles designate electrode positions.
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Figure 5: Apparent resistivities of edited DCR gradient data set (a) for different midpoint

factors m and resistivity model (b) plotted together with RCPT logging resistivity values

at boreholes RCPT 524 and RCPT 525. The model was computed with smoothing weights

αy = 4 and αz = 1. The model responses fit the data to an RMS error of 1.00. Black

triangles designate electrode positions.
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Figure 5: – continued
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Figure 6: Edited RMT (14-226kHz) and CSAMT (2-12.5kHz) field data as apparent

resistivities (left column) and phases (right column) of the Zyx impedances ((a) and (b)),

Zxy impedances ((c) and (d)) and determinant impedances ((e) and (f)). Crossed-out

boxes indicate data that were removed in the editing process. Black triangles mark the

positions of RMT and CSAMT receiver sites after editing.
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Figure 7: Apparent resistivities and phases of RMT and CSAMT determinant impedances

of four stations at y = 10m, 100m, 190m, and 260m along the profile. The error bars

reflect the application of error floors and indicate 68% confidence levels. In particular, the

apparent resistivity curves (ρa, left panel) show a very smooth transition from the RMT

to the CSAMT frequency range. The transition of the impedance phases (φ, right panel)

is less smooth, because the CSAMT data have a higher noise level in particular at 10 and

12.5 kHz.
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Figure 8: Resistivity models derived from (a) the 2-D inversion of RMT determinant

impedance data and (b) the 2-D inversion of both RMT and CSAMT determinant

impedance data (cf. Fig. 6) plotted together with RCPT logs 524 and 525. The models

were computed with smoothing weights αy = 4 and αz = 1. The model responses fit the

RMT and combined RMT and CSAMT data to RMS errors of 1.01 and 1.09, respectively.

As compared to the inversion models of DCR data (Figs. 4(a) and 5(a)), a prominent

conductor is discovered at y ' 100m and z ' 20m. Upon inclusion of the CSAMT data

in (b), this conductor at z ' 20m is more pronounced.
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Figure 9: Evaluation of source effect on CSAMT data as computed for a 1-D resistivity

section of the 2-D model in Fig. 8(b) at the station at y = 200m along the profile. The

symbols and lines represent the impedance and VMTF tensor elements under the uniform

inducing field assumption and with due account for the pair of HMD sources, respectively.

The responses of the HMD sources were computed for the same source-receiver geometry

as in the field example (cf. Fig. 2). As the off-diagonal impedance tensor elements for

both source mechanisms match and the diagonal components are two orders of magnitude

smaller, modelling of the CSAMT determinant impedances with a 2-D MT inverse code

is reasonable.
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Figure 10: Joint inversion model of RMT and DCR Wenner data (a), datum-wise misfits

of RMT apparent resistivities and phases (b) and datum-wise misfits for DCR Wenner

apparent resistivities (c). In panel (a), black triangles mark the electrodes of the DCR

Wenner array. The RMS errors of the DCR and RMT data sets are 1.44 and 1.35, respec-

tively. The resistive structure of roughly 3000Ωm between 5 and 15m depth underneath

the south-eastern half of the profile is more pronounced than in the individual inversions

of DCR and RMT/CSAMT data.
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Figure 11: Joint inversion model of RMT/CSAMT and DCR gradient data (a), datum-wise

misfits of RMT and CSAMT apparent resistivities and phases (b) and datum-wise misfits

for DCR gradient apparent resistivities (c). In panel (a), black triangles mark the elec-

trodes of the DCR gradient array. Labels A through G mark cells selected for subsequent

model error and resolution analysis. The RMS errors of the DCR and RMT/CSAMT data

sets are RMS=1.32 and RMS=1.22, respectively.
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Figure 11: – continued51
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Figure 12: Resolving kernels for seven model parameters (A through G) of the inversion

model in Fig. 11(a) computed with the smoothness-constrained scheme by Kalscheuer et al.

(2010). The resolving kernels are scaled by their maximum moduli. The positions and

sizes of the cells pertaining to the model parameters as well as the linearised model error

factors f are given in Table 1. Here, the considered cells are marked by white diamonds.

The red lines depict the centres of resolution and the horizontal and vertical resolution

lengths (Kalscheuer and Pedersen, 2007). The isolines are for log
10

(ρ) of the resistivity

model in Fig. 11(a).
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Figure 13: 2-D resistivity model from Fig. 11(a) with interpretation of structural bound-

aries of dry soil, marine clay, quick clay, limestone and alum shale. Parts of the model

that are not constrained by the data are labelled with “n.c.”.
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Appendix A. Data weighting in joint inversions818

We employ the following definitions of data misfit Qd and weighted data819

misfit Qd,w:820

Qd [m] =

Nd
∑

i=1

(

di − Fi [m]

σi

)2

, (A.1)

Qd,w [m] =

Nd
∑

i=1

(

1

wi

di − Fi [m]

σi

)2

, (A.2)

where Nd is the total number of data, di is the i-th datum, Fi [m] is the i-th821

forward response for the model m and σi is the standard deviation of di.822

The error weights wi determine how the i-th datum influences the estimated823

model. If on average (di − Fi [m])2 = σ2
i , the misfit functions assume their824

corresponding statistical expectation values825

Qe
d [m] = Nd, (A.3)

Qe
d,w [m] =

Nd
∑

i=1

(

1

wi

)2

. (A.4)

In order to obtain a weighted misfit function that has an expectation value826

equal to the number of data Nd, we introduce a scaled and weighted misfit827

function828

Qd,sw [m] =
Nd

∑Nd

i=1

(

1
wi

)2

Nd
∑

i=1

(

1

wi

di − Fi [m]

σi

)2

. (A.5)

To assure that different data sets have the same importance in a joint in-829

version relatively independent of their actual numbers of data, sensitivities,830

non-linear natures, or qualities of data error estimates, the weights must be831

chosen carefully. In particular, one specific weight is assigned to all data of832

one particular data set, i.e. wij = wj for all i = 1, . . . , Nj, where Nds and833
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Nj designate the number of data sets and the number of data of the j-th834

data set, respectively. In terms of Nds and Nj, eqs. A.2 and A.5 can be835

re-formulated as836

Qd,w [m] =

Nds
∑

j=1

Nj
∑

i=1

(

1

wji

dji − Fji [m]

σji

)2

, (A.6)

Qd,sw [m] =
Nd

∑Nds

j=1

∑Nj

i=1

(

1
wji

)2

Nds
∑

j=1

Nj
∑

i=1

(

1

wji

dji − Fji [m]

σji

)2

, (A.7)

where, for instance, dji is the i-th datum of the j-th data set.837

The weighting of data sets can be based on different properties, e.g.838

1. number of data: the choice wj =
√

Nj yields the expectation value839

Qe
d,w =

∑Nds

j=1 1 = Nds.840

2. sensitivities: the weighting factors are chosen as the 2-norms of the841

Jacobian matrices Jj of the individual data sets j = 1, . . . , Nds, i.e.842

wj = 1/‖Jj‖2 for all i = 1, . . . , Nj. The 2-norms are computed as843

spectral norms, i.e. as the largest singular values λmax
j of the Jacobians844

Jj (Heath, 2002). Usage of the 2-norm appears to be justified, because845

the inverse problem is solved in a least-squares sense. The expectation846

value of the weighted misfit is Qe
d,w =

∑Nds

j=1Nj/
(

λmax
j

)2
.847

3. non-linearity of the different data sets: appropriate weighting factors848

wj are determined by a trial-and-error procedure.849

In all cases, one obtains an expectation value of Qe
d,sw = Nd. In synthetic850

examples, Commer and Newman (2009) successfully apply data weighting851

schemes with weights based on the number of data of individual data sets852

and on the gradients of the linearised data misfit functions of individual853

55



AC
C

EP
TE

D
 M

AN
U

SC
R

IP
T

ACCEPTED MANUSCRIPT

data sets. For field data, we found such schemes to yield more reasonable854

inversion models than schemes without data weighting. However, we found855

these automatic schemes to be still prone to produce inversion models that856

over-fit one data set while not explaining the other data set in sufficient857

detail. For this reason, manual assignment of weights appears preferable.858

For the j-th data set, the RMS error is computed asRMSj =

√

w2

j

Nj
Qj

d,w [m],859

where Qj
d,w [m] is the sum in eq. A.6 limited to the the j-th data set. The cu-860

mulative RMS error for all data sets is calculated as RMS =
√

Qd,sw[m]

Nd
. The861

expectation value of the latter quantity is 1.0 and typically is the target RMS862

of the inversion. It needs, however, to be verified that the choice of weighting863

factors wj is appropriate. The objective criterion is that RMSj ' 1 for all864

j = 1, . . . , Nds and, hence, that overfitting individual data sets is avoided.865
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We investigate a quick clay zone at Smorgrav, Norway, with electromagnetic methods. 

Individual and joint 2D inversions of DCR, CSAMT and RMT data are performed. 

The 2D models show excellent agreement with resistivity cone penetration tests into marine clay and 

quick clay. 

The joint inversions have superior constraints for a resistive limestone formation abutting the quick 

clay zone. 

Only the CSAMT fields penetrate into deep bedrock and identify it as alum shale. 
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