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a b s t r a c t

Recent advances in the study of quantum vibrations and rotations in the fundamental hy-
drogen molecules are reported. Using the deuteriummolecules (D+2 and D2) as exemplars,
the application of ultrafast femtosecond pump-probe experiments to study the creation
and time-resolved imaging of coherent nuclear wavepackets is discussed. The ability to
study the motion of these fundamental molecules in the time-domain is a notable mile-
stone, made possible through the advent of ultrashort intense laser pulses with durations
on sub-vibrational (and sub-rotational) timescales. Quantumwavepacket revivals are char-
acterised for both vibrational and rotational degrees of freedom and quantum models are
used to provide a detailed discussion of the underlying ultrafast physical dynamics for the
specialist and non-specialist alike.
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1. Introduction

Innovative developments in research light sources invariably lead to advances in our understanding of atomic and
molecular behaviour. The advent of the synchrotron light source, for example, paved the way for the detailed study of two
electron excitation in helium [1], whilst the arrival of tuneable lasers enabled narrow-bandwidth radiation to precisely
probe resonant transitions between vibrational, rotational and electronic energy levels in fundamental molecules [2].
Spectroscopic studies of this kind rely on very narrow bandwidths to achieve the high resolution necessary to distinguish
closely-lying energy states. However the uncertainty principle dictates that precision in energy can only be achieved by
sacrificing precision in time, such that highly accurate spectroscopic techniques are not generally suitable for highly resolved
measurements of ultrafast processes in the time domain. In order to study time evolving processes with lasers, it is desirable
to use pulsed laser sources of durations comparable to, or shorter than, the natural timescale of interest.
The development of short pulse lasers towards this goal has required the use of sources that can generate a large

bandwidth of radiation (hence containing a range of photon energies), and techniques have been established to enable
pulses to be produced on femtosecond (fs) timescales, where 1 fs = 10−15 s. This has been made possible through the use
of Ti:Sapphire lasers [3] (conventionally centred at a wavelength of λ = 800 nm) and the application of chirped-pulse-
amplification [4], enabling the production of intense femtosecond pulses which may be used as tools in many areas of
scientific research.
With the initial development of such short pulse lasers, Zewail and others began to study molecular reactions in the

time domain, opening a new field of ‘femtochemistry’ [5,6], using IR pulses with durations of 50–100 fs. More recently it
has become possible to produce pulses of the order of 10 fs, where there are only a few-cycles of the carrier field in the
pulse envelope (for 800 nm, 1 cycle = 8/3 fs). Such pulses will typically have bandwidths of around 100 nm and pulse
energies of less than 1mJ. However the squeezing of the pulse energy into the ultrashort time period, combinedwith spatial
squeezing by focussing to a small spot size, leads to very high instantaneous intensities. Indeed the electric field strength
generated by the radiation can be comparable to, or greater than, the binding energy of an electron. In this strong field
regime an H2 molecule can be ionised by an electron tunnelling through the field-distorted potential well and, in a similar
manner, dissociation or further ionisation of the H+2 molecular ion can also be induced by the laser field. These ionisation
and fragmentation processes have been studied in great detail in recent years as the hydrogen diatomics are prototypal
molecules in which to study such fundamental dynamics (see review articles [7–9] and references therein).
In the past 4–5 years, an extensive effort has also been expended on time-resolved pump-probe studies of hydrogen

molecules. This has been a research topic attracting interest from a number of international groups, including prominent
research teams from the Max-Planck-Institut für Kernphysik (Heidelberg) [10], the NRC Steacie Institute for Molecular
Sciences (Ottawa) [11], the James R. Macdonald Laboratory at Kansas State University [12], the Blackett Laboratory at
Imperial College London [13] and a collaboration between FOM-AMOLF (Amsterdam) and the Max-Planck-Institute für
Quantenoptik (Garching) [14], as well as work carried out by the authors [15].
In recent pump-probe experiments, the aim has been to use intense laser pulses of the order of 10 fs duration to induce

and characterise the temporal evolution of rotational and vibrational dynamics in these most fundamental diatomics. The
ability to manipulate and observe these molecules in this way represents a significant milestone in time-resolved studies
of molecular motion, providing insight into some of the fastest and most fundamental molecular behaviour. The deuterium
isotope, D2, is generally used in preference to H2 due to its larger reduced mass, which enforces a slightly longer timescale
on the characteristic dynamics. As D+2 retains the fundamental nature of the three particle problem, it is equally tractable to
theoretical approaches and is therefore an ideal test-bed for time-resolved studies of the hydrogen molecule.
In this report, emphasis is placed on describing the key dynamics that have been elucidated in recent ultrafast pump-

probe experiments on D2 and care has been taken to provide a detailed discussion that is accessible to both the specialist and
non-specialist alike. The reader will be given an in-depth insight into the dynamics that have been unveiled, described with
the help of theoretical models and sample experimental results obtained by the authors. In this way, the characterisation
of the time-evolving ultrafast vibrations and rotations will be described, with the significant contributions in this area of
research (from many international groups) discussed and itemised in the extensive list of references.

2. Experimental approach

An experimental arrangement for studying intense short pulse interactions with molecular targets in the gas phase
requires two main components — a laser system and an interaction/analysis arrangement. In order to generate short pulse
durations, Ti:Sapphire laser systems1 utilising chirped-pulse-amplification schemes are commonly used and can be coupled
with some secondary compression technique in order to obtain pulse durations of the order of 10 fs or shorter.
A typical interaction chamber for studying molecular fragmentation in femtosecond pulses will contain a diffuse gas

phase target maintained under ultrahigh vacuum conditions (pressure<10−9 mBar). Detection and analysis of interaction
products can be carried out using a time-of-flight mass spectrometer (TOFMS) (e.g [16]), from which energetics of charged

1 So-called because the lasing medium is a sapphire crystal (Al2O3) doped with titanium ions. Ti:Sapphire lasers emit near infra-red light with a broad
bandwidth, enabling the production of short, femtosecond pulses.
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Fig. 1. Schematic of a typical experimental arrangement for pump-probe studies of gas phase molecular targets, with typical parameters quoted from
the laser system in [18]. Linearly polarised pulses (30 fs) from a Ti:Sapphire system are aligned into a hollow-fibre waveguide capillary (1) and spectrally
broadened (from ∆λ ≈ 40 nm to >100 nm) by self phase modulation. Temporal compression, enforced by a set of multilayered chirped mirrors (2),
produces 10 fs pulses which proceed to a Mach–Zehnder interferometer. The beam can be split into two co-propagating components, the fixed path
(purple — · — line) and the variable path (blue — — — line), which are recombined collinearly at a final beam-splitter. A translation stage (4) that can be
moved in increments of 0.05 µm will provide a variable temporal delay, τ (in steps of 1/3 fs) between the emerging pulses. A half wave plate (3) can be
used in either path to rotate the polarisation axis (initially vertical) of the beam. The resulting pulses can be aligned into a Time of FlightMass Spectrometer
(as shown by a cut-away here) and reflection focussed (5) onto the gas target. The position of the focussing mirror can typically be adjusted by an XYZ
manipulator (6). The resulting charged products from the interaction are extracted by aweak homogeneous electric field, through a drift tube and collected
at a micro channel plate detector (7). With flight times recorded on an digital storage oscilloscope, the energetics of the fragmentation processes can be
deduced.

fragments may be extracted, or via either the COLTRIMS2 [17] or velocity-map imaging [131] techniques, where particles
arriving from the same fragmentation event can be measured in coincidence and from which particle momenta may be
deduced. These techniques have all been extensively used to analyse the fragmentation events from strong-field interactions
with gas targets. In this section a typical TOFMS arrangement for studies of short pulse interactions with a gas-phase target
will be outlined.3 Such an experimental arrangement is displayed schematically in Fig. 1.
The starting point for the laser system is to have short pulses at relatively high intensities, with as high a repetition

rate as possible. Ti:Sapphire systems that are commercially available can typically provide pulses of 25–35 fs at energies
of 1–10 mJ and at kHz repetition rates. In order to study dynamics in hydrogen molecules on a sub-vibrational timescale,
these pulses must be further compressed in time. This can be done, as depicted in Fig. 1, by aligning the beam into a hollow
fibre waveguide capillary containing an inert gas, differentially pumped along the length of the hollow fibre. This capillary
serves to spectrally broaden the laser light through self phase modulation [19] and this can achieve a bandwidth upwards
of 100 nm. A set of multilayered, chirped mirrors [20] can then be used to temporally compress these broadened pulses to
an on-target duration of 10 fs or less, with appropriate compensation made for dispersion at subsequent optical surfaces.
Temporal and spectral pulse characterisation can be performed by Frequency Resolved Optical Gating (FROG) [21] or via
Spectral Phase Interferometry for Direct Electric-field Reconstruction (SPIDER) [22].
The resulting few-cycle IR pulses can then be prepared for pump-probe studies. This is typically done via either a

Mach–Zehnder (MZ) interferometer (e.g. [23,24]) or through the innovative ‘core-annulus technique’ (e.g. [25,26]). These
two alternative methods will now be discussed in brief.
An MZ interferometer is depicted in Fig. 1 and enables the beam to be split into two separate components of comparable

energy and then recombined collinearly. The use of a translation stage in the interferometer enables the path length, and
thus propagation time, of the pulses to be altered with high precision. This provides a finely adjustable pump-probe delay
time, τ . The orientation of the linear polarisation vector of the pulses may also be manipulated by use of a half wave
plate, which can be placed in either path of the interferometer. It is important to note that most beam splitters used in
this type of interferometer arrangement will exhibit polarisation dependence for both energy transmission and temporal
dispersion of the pulses. Thus for different polarisation configurations, pulse diagnostics must be carefully monitored. In the
MZ interferometer, a significant portion of energy is unavoidably lost at the recombining beam splitters but the collinear
propagation makes it possible for the spatial and temporal overlap of the pump and probe pulses to be perfectly obtained.
The alternative ‘core-annulus technique’ operates in a differentmanner and does not result in energy loss at recombining

beam splitters. The technique is explained in [26], where the beam is split spatially as it passes through a glass window
which has a core circle cut from the centre. The inner part of the beam subsequently passes through a small window of
the same thickness, the same size as the core which was removed from the larger window. When these windows are both
perfectly perpendicular to the direction of propagation, a single pulse is transmitted. If the outer annulus is rotated slightly,
the thickness of glass that the outer pulse portion propagates through is increased and the pulse is delayed with respect
to the inner core. This technique has its advantages, as the pump and probe beams will naturally co-propagate. However

2 COLd Target Recoil Ion Momentum Spectroscopy.
3 For more details on the complementary COLTRIMS technique, the interested reader is referred to [17].
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Fig. 2. Typical time-of-flight spectra for single pulse interactions with a D2 gas target. Black line — 13 fs pulse (6 × 1014 W cm−2) with polarisation
perpendicular to spectrometer detection axis. Grey line — 12 fs pulse (6× 1014 W cm−2), polarisation parallel to detection axis. Both spectra exhibit a D+2
yield from ionisation of D2 . The deuterons (D+) from fragmentation events are extracted along the detection axis direction, with those arriving around
1.8 µs having minimal fragmentation energy. Products initially projected towards the detector (‘forward’) arrive before the red dashed line, with highest
energy products arriving first. The ‘backward’ projected products are turned around by the extraction field and arrive later, with some high energy products
lost due to the acceptance angle of the spectrometer. The D+ signal arises from Coulomb Explosion (CE) or Photodissociation (PD) processes, see text for
details.

at long delay times there will be problems due to significant cropping/diffraction of the beam such that the quality of the
spatial overlap will be inevitably compromised. There will also be temporal dispersion due to transmission through the
glass, leading to variation in key pulse parameters such as pulse duration and energy.
Although both techniques have significant merits, the MZ technique is more reliable for accurate studies over long delay

ranges, with better temporal consistency of the spatial overlap as a function of time delay [27] and the parameters of the
pump and probe pulses will not change across the range of τ values. Furthermore, in the core-annulus technique the pump
and probe must have the same polarisation whereas the MZ technique allows polarisation control, a feature which will be
seen to be important for the studies reported in this article.
The resulting MZ interferometer pulses can then be aligned into the TOFMS interaction chamber and reflection focussed

onto a gas target. For such short pulses it is crucial that temporal dispersion/chirping effects of the pulse are minimised in
the path of the beam, thus necessitating the use of amirrored focussing technique rather than a conventional focussing lens.
Subsequent ionisation/fragmentation products from the laser interaction with the gas target can then be extracted by a

uniform weak electric field through an aperture in the TOFMS. The aperture serves to limit the ion sampling to the highest
intensity point of the laser focus and restrict the angular acceptance of the system to fragments projected parallel to the
detection axis, i.e. vertical in Fig. 1.
For example, a deuteron with 1 eV energy will experience an acceptance angle of less than 4 degrees for the geometry

utilised in [27]. This is extremely important in these studies due to the angular dependence of the fragmentation
mechanisms. This will be explained in detail in Section 3. After extraction, the products pass through an acceleration region
and a field free drift tube prior to collection at a microchannel plate (MCP) detector, with the corresponding TOF being
recorded. It is possible to adjust the position of the internal spherical mirror (and thus the laser focus) if it is mounted
on a three axis ‘XYZ’ micrometer, adjustable from outside the vacuum chamber. The beam alignment and mirror position
should be carefully manipulated in order to optimise the ion signal strength. The operation of the TOFMS inWiley–McLaren
mode [16] serves to enable fragment energies to be readily calculated from the recorded ion flight times.
Prior to considering pump-probe studies of the D2 target, it is crucial to understand the effects of single pulse interactions

with the molecule. This will be described presently using a typical diagnostic, where time-of-flight spectra for the separate
interferometer pulses are recorded. This can be done by blocking the appropriate path in the interferometer, permitting only
the desired pulse to interact with the D2 target. Time-of-flight spectra are displayed in Fig. 2 for both vertical and horizontal
polarisation orientations, i.e. parallel and perpendicular to the detection axis respectively.

3. Intense-field femtosecond fragmentation and ionisation of D2

The intense-field ionisation and dissociation processes of D2 and D+2 and their isotopic variants (H2 and H
+

2 ,HD and
HD+) in femtosecond IR pulses have attracted much interest in recent years. The mechanisms have been described in
detail in recent review articles [7–9] and studies of the fragmentation dynamics and energetics continue to yield interesting
developments for both gas phase neutral targets (e.g. [28–31] and ion beam targets [32–39].
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Fig. 3. Schematic of intense field pulse interactionswith a D2 target. The pulsemay tunnel ionise D2 to create a coherent wavepacket on the 1sσg surface of
D+2 . This wavepacket may further undergo photodissociation (PD) by net absorption of one (1ω) or two (2ω) photons, proceeding to large R to give D

+
+D

products. Alternatively, denoted by the red (— · —) and purple (— — —) lines respectively, the bound or dissociating wavepacket may be projected onto
the Coulomb potential to give a (D+ + D+), with the kinetic energy release (KER) dictated by the R value at which the ionisation occurs. This channel is
denoted as Coulomb explosion (CE). Depending on pulse duration and intensity, the secondary fragmentation steps (PD and CE) may occur either within
the ionising pulse (discussed in Section 3) or by the application of a secondary pulse to probe the D+2 system (to be discussed from Section 4 onwards).

The majority of the formative studies of these molecules have utilised pulses of the order of 30–50 fs, but with shorter
pulse durations now available, comparisons have recently been made between the effects of ‘long’ (25 fs) and ‘short’ (7 fs)
pulses (e.g. [40,41]).
Inmany studies to date, the energetics ofmolecular breakup have been analysed in precise detail andmany subtle effects

in dissociative pathways have been elucidated. The full extent of these investigations will not be discussed in detail here, as
an exhaustive discussion would easily comprise a full review article in itself. As such, for any information beyond the scope
of what is explained here, the interested reader is encouraged to read the aforementioned articles and references therein.
What is of primary importance to this report is a basic understanding of the underlying fragmentation mechanisms. This

will provide a platform fromwhich the initiation and imaging of thewavepacket dynamics, to be discussed later in the report,
can be understood.With this inmind, the fragmentation yields from single pulse interactions will be briefly explained using
typical experimental results (Fig. 2) and the associated potential surfaces of the deuterium molecule (Fig. 3).
The time-of-flight spectra in Fig. 2 were taken using single pulses from an experimental configuration similar to that in

Fig. 1. It can be seen that large yields of D+2 ions are formed and extracted along the detection axis for both of the pulse
polarisation orientations. At the pulse intensities of interest here, this initial ionisation of the D2 target may be explained
in terms of quantum mechanical tunnelling. This process is highly non-linear with intensity and is best understood as a
field-induced ionisation process, where the laser pulse is considered in terms of the oscillating electric field. The electric
field of the pulse interacts with the target to perturb the barrier which binds the electron to the molecule and, at high
enough intensities, this barrier may be sufficiently lowered to enable tunnel ionisation to occur resulting in the escape of
one electron. It is convenient to discuss the remaining molecular system within the Born–Oppenheimer approximation,
such that this tunnel ionisation launches a coherent wavepacket on the ground electronic surface of the D+2 ion.
In D+2 (and H

+

2 /HD
+) there are two energetically low-lying electronic states that are key to the intense-field interaction

dynamics pertinent to this article. The ground electronic state is commonly denoted as 1sσg (g⇒ gerade, symmetric) and
the lowest lying excited state is referred to as 2pσu (ungerade, antisymmetric).
The electronic wavefunctions, and the associated quantised energies of these states, vary as a function of the internuclear

separation R. For each R value, the corresponding electronic wavefunction for the 2pσu state will infer an equal probability
of the electron being localised on one of the two nuclei whereas in the 1sσg state, the electron is more likely to be found
between the two nuclei. Correspondingly, the 1sσg is a bound state and 2pσu is dissociative, this is reflected in the associated
potential surfaces depicted in Fig. 3.
Any bound ions created from the tunneling ionisation D2 → D+2 will be nascent on the 1sσg surface in a broad vibrational

distribution, this is addressed in detail in Section 5. After the electron is ejected, the resulting bound D+2 ions that survive the
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subsequent evolution of the laser pulse can be extracted and collected at an MCP detector. By momentum conservation, the
D+2 ion does not gain a large fragmentation velocity (it is much heavier than the electron) and is thus extracted via the small
aperture regardless of any directed projection due to the pulse polarisation. Furthermore the D2 target can be assumed to
be initially isotropically distributed, so any angular/orientation dependence of the ionisation rate will not be a factor in this
experimental technique.
At earlier flight times however, there are noticeable differences between the two spectra. The peaks arriving in the region

of 1.4 to 2.1 µs are due to D+ ions arising from fragmentation of the molecule. The difference between the two spectra is
now due to an orientation dependence of the fragmentation mechanisms. Firstly, consider the case of vertical polarisation
(parallel to detection axis). The D+ signal arises from twomain processes, photodissociation (PD) or Coulomb explosion (CE)
of the molecule. Energetically, PD occurs in the range 0–1.5 eV and CE between 3 and 7 eV. These mechanisms will now be
respectively described in detail.
Photodissociation occurs as a secondary step to the initial tunnel ionisation, where: D2 → D+2 → D+ + D. Here the

coherent wavepacket that is initiated in D+2 begins to move on the 1sσg surface (the bond expands to a larger R value) and
subsequently undergoes further net-absorption of one4 or more photons. For the pulse intensities considered here, PD will
proceed mainly via net 1ω or 2ω processes, although it is worth noting that higher order processes have been observed
elsewhere [34,35], under different conditions.
This process is displayed in Fig. 3 in terms of the D+2 potential curves shifted by multiples of photon energy. The 1sσg

potential is the ground electronic state of theD+2 ion and 2pσu is the lowest lying excited state. Energetically, this dissociative
state tends towards 1sσg (as R → ∞) and, at the intensities considered here, interactions between these two low lying
electronic states need only be considered, i.e. coupling to other excited states in the D+2 system is negligible.
Consider the centre wavelength of 800 nm, corresponding to a photon energy of 1.55 eV. Here a 1ω transition from 1sσg

to 2pσu will be resonant at R = 4.7 au [7]. This is shown in the diagram as a portion of the wavepacket moving onto the
1ω-shifted 2pσu potential. Direct absorption of two photons is forbidden due to parity considerations, but dissociation can
occur by absorption of three photons and subsequent emission of one photon, i.e. net-absorption of two photons. This is
described as a transition onto the 3ω-shifted 2pσu potential (absorption of 3 photons, resonant at 3.3 au), followed by a
jump back onto the 2ω-shifted 1sσg state (re-emission of one photon, resonant at 4.7 au). In both the 1ω and 2ω case, the
coherent dissociative wavepacket continues to large R values along the respective potentials. On this trajectory the electron
localises to one of the nuclei and at large R the molecule has fragmented to give (D+ + D), with the fragmentation energy
shared between the products, and the D+ is experimentally collected at the MCP detector.
In practice for the short (∼10–15 fs) intense pulses considered here, these dissociation processes are not restricted solely

to transitions at the centre wavelength, as the wide bandwidth of the pulse permits absorption and subsequent re-emission
to occur across the spectral profile. For example, a transform limited pulse with full-width at half-maximum (FWHM)
duration of 13 fs and spectral profile centred around 800 nm, will have∆λ = 100 nm ∼ 0.2 eV bandwidth across the pulse.
For large enough photon flux (high intensities) this leads to an energy spread for 1ω and 2ω processes, rather than resonant
peaks, which in turn means that a range of vibrational states from the 1sσg state can be accessed and hence contribute to
the signal.
As a brief aside, it is worth noting that elsewhere this dissociation process has been described for longer pulse durations

(∼50 fs) in the context of Floquet states [43–45] and ‘avoided crossings’ which open up around the resonant points in
Fig. 3. This provides a ‘cycle-averaged’ picture of the distorted potential energy surfaces on which the nuclei evolve and is
commonly referred to as ‘bond-softening’ [46]. This cycle-averaged interpretation provides a useful picture for explaining
the range of vibrational states that are accessible, but is not strictly applicable for the pulse durations considered here, as
the electric field (8/3 fs cycle) is no longer ‘slowly-varying’ with respect to the short pulse envelope of the order of 10 fs in
duration (this slow-varying approximation is a key assumption in the Floquet approach).
So, the dissociating fragments will have a range of energies, depending on the photon energies absorbed and the

vibrational states being accessed. The PD signal in Fig. 2 is in fact the sum of the 1ω and 2ω pathways, where it has
been shown elsewhere that the separate contributions from each process can be estimated by fitting to the experimental
spectra [47]. The 1ω process is manifested by the lower energy (later time) peak in the PD yield, with the 2ω process
contributing to a ‘shoulder’ at higher energy (shorter flight time). Using linearly polarised light, any dissociating PD
fragments will be projected along (or close to) the polarisation direction of the pulse [48] due to the alignment dependence
of the coupling between the 1sσg and 2pσu states. This explains why no PD signal is observed in Fig. 2 when the pulse
polarisation is perpendicular to the detection axis, as any fragments created from PD are projected perpendicular to the
detection axis and thus lie significantly outside the aperture acceptance angle, for the geometry in Fig. 1. It is also apparent
for polarisation parallel to the detection axis that the ‘backward’ PD peak exhibits less signal than the ‘forward’ peak. This
is because any products projected away from the detector direction will experience a smaller acceptance angle than if they
were projected towards the detector, simply because they havemore time to execute lateralmotion before being accelerated
to the aperture by the extracting field.

4 The energy of one photon is h̄ω and this is equal to 1ω in atomic units of energy (Hartree). Although many of the diagrams in this report are annotated
in eV (not Hartree), the 1ω/2ω notation is maintained for consistency with the general convention in the literature.
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The signal denoted by ‘CE’ in Fig. 2 ariseswhen the fragmentation channel is due to projection onto the repulsive Coulomb
potential, i.e. a dissociative ionisation event where the molecule is stripped of electrons and results in two deuterons
being detected. The kinetic energy release (KER) from this process is dictated by the Coulomb repulsion of the unshielded
deuterons and this gives a higher fragmentation energy than the PD mechanism. The final appearance energy of a fragment
will therefore communicate information about the internuclear separation at which this dissociative ionisation occurs (KER
∼ 1/R). As with PD, this process may proceed via initial ionisation to the intermediate molecular ion D+2 , which can then
be sequentially followed by subsequent ionisation D+2 → D+ + D+. This may occur instantaneously, leading to a direct
Coulomb explosion of the D2 target, or the D+2 wavepacket may move to larger R prior to this dissociative ionisation. For
the data in Fig. 2 the lower bound of the fragment energy (3 eV) suggests that the molecule is projected onto the Coulomb
potential at R ≤ 5 au. Previous studies have suggested that if the molecule is allowed to begin dissociation and reach
larger R values, there are resonantly enhanced dissociative ionisation processes occurring around 6 and 9 au [7], although
these two separate points have not been explicitly observed experimentally [37]. This process is known as charge resonance
enhanced ionisation (CREI) and it is a dominant mechanism for dissociative ionisation when the laser pulse is sufficiently
long. However, recent studies [40,41,49] have shown that for the short pulses considered here (<15 fs) CREI is substantially
suppressed as the expanding molecule does not have time to reach these larger R values in the presence of the laser field.
As for PD, the CE process exhibits a strong alignment dependence along the axis of the laser pulse polarisation.
Although there is a significant probability that the CE process occurs via the D+2 intermediate, it can also occur as a direct,

or non-sequential, process from D2 via electron re-scattering or re-collision [51–55]. Here an electron, having been tunnel
ionised from D2 in the presence of a linearly polarised pulse, is accelerated by the laser field as it is projected away from the
D+2 ionic core. Depending on the phase of the laser cycle atwhich the ionised electron is born, the oscillating electric fieldmay
drive the electron back towards the parent ion wherein it may collide with the residual molecule. From a simple classical
trajectory calculation, the returning electron may possess a kinetic energy up to 3.17 Up, where Up is the ponderomotive
energy (or ‘quiver’ energy) of the electron in the electric field of the pulse, given by

Up =
e2E20
4mω2

. (1)

Here e andm are the electronic charge and mass respectively, ω is the angular frequency of the laser field and E0 is the peak
value of the electric field amplitude. Taking the example of 800 nm radiation at 6× 1014W cm−2 (E0 = 6.7× 1010 Vm−1),
Up = 35.9 eV and thus the energy of the re-colliding electron is sufficient to directly remove5 the remaining bound electron
(consider the energy scale in Fig. 3). This re-scattering mechanism occurs within a fraction of a cycle (∼1 fs) and thus this
is a Coulomb explosion event, in the true sense of the phrase, where the deuterons are suddenly unshielded at small R. This
produces the high energy end of CE peaks in Fig. 2, arriving first at the detector. It is interesting to note that some re-collision
products are observed even when the pulse is aligned perpendicular to the detection axis. This is because a molecule that
is orientated in the plane of the detector may undergo a re-collision event and therein the fragments are projected in that
plane by Coulomb repulsion of the deuterons, even if the laser pulse polarisation is perpendicular to the molecular axis.
Finally, it is clear that the interaction from the pulse aligned perpendicularly to the detection axis produces a peak around

zero fragmentation energy. This corresponds to a process which is still under question. One possible explanation is ‘bond
hardening’ or zero photon dissociation,where themolecule absorbs and re-emits photons across the spectral profile, thereby
gaining enough energy to dissociate but giving up the remaining energy via radiative emission. Low energy fragments from
this process will have a large acceptance angle, as they will not move significantly in the lateral direction in the time taken
for vertical extraction. Also, in previous studies, this process has been shown to exhibit ‘counter-intuitive alignment’ [56]
behaviour, where a measurable fragmentation signal is observed perpendicularly to the pulse polarisation.
In this section the ionisation and dissociation mechanisms of D2 in short intense-field pulses have been outlined using

typical experimental data. This provides the necessary platform for understanding recent advances in time-resolved studies
to be discussed presently. Much of the remainder of this report will deal with investigation of bound wavepacket motion in
the D2 and D+2 molecules but first it is interesting to consider the dissociation of the D

+

2 molecule in a little more detail. In
fact, with a minor modification to the experimental arrangement in Fig. 1, it is possible to study the temporal dependence
of the ultrafast dissociation of this molecular ion.

4. Imaging D+

2 dissociative wavepacket motion

It has been seen that a significant proportion of a coherent wavepacket created in D+2 can dissociate along the 1ω/2ω
trajectories (shown in Fig. 3) without any further ionisation events. By applying a secondary pulse at some later time, it
may be possible to remove the remaining electron from this dissociating system, projecting the dissociative wavepacket
onto the repulsive Coulomb potential (as shown by the purple dashed arrows in Fig. 3). This would lead to an R-dependent
fragmentation energy which is intrinsically linked to the timing of the secondary (probe) pulse. In this way, the evolution
of the wavepacket in Rwill be tracked as a function of probe pulse delay time.

5 The re-colliding electronmay also lead to high harmonic generation (HHG) upon return to the parentmolecule and this property has been innovatively
used to probe small variations in nuclear motion during the timescale of the re-collision process [52,55].
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Fig. 4. Studies of D+2 dissociative wavepacket motion as function of pump-probe delay time, τ , through measurement of deuteron fragmentation energy.
This example corresponds to two 5 × 1014 W cm−2 pump and probe pulses having linear polarisation vectors aligned parallel to the detection axis, with
pulse durations of 15 fs. Interferometric effects around the pulse overlap are manifested as ‘stripes’ in the fragment yield near τ = 0, indicated by arrow 1.
Other highlighted features describe CE imaging of a dissociating wavepacket (arrow 2) and CE/PD imaging of a remaining bound wavepacket (arrows 3/4).
The grey line is a simulated classical trajectory for a 1ω PD process. The results shown here are complementary to recent studies elsewhere [23,57–60].

Since initial studies by Trump et al. [57], this pump-probe scheme for studying the molecular breakup of D+2 through
‘Coulomb explosion imaging’ has been used by a number of research groups [23,58–60]. Such studies defined a significant
first step in time-resolved imaging of nuclear dynamics in hydrogenic molecules.
In order to investigate the dynamics of a dissociating nuclear wavepacket using the experimental arrangement described

in Section 2 (Fig. 1), it is helpful to align the pump pulse parallel to the detection axis. Dissociating fragments from the pump
process will then be projected towards the detector. The time delayed probe pulse will ionise this dissociating system and
therefore the Coulomb explosion of the dissociating system will return energetics which vary as a function of the pump-
probe delay time, τ .
The results displayed in Fig. 4 are for such an experiment where both pulses have polarisations aligned parallel to the

detection axis of the TOFMS. For positive delay times in Fig. 4, the variable arm of the interferometer acts as the pump pulse
with the fixed arm providing the probe. The converse is true for negative delay times and the symmetric structure (about
τ = 0) of the energy spectra occurs because the pump and probe pulse parameters are identical. At small time delays
(arrow 1) the pulses are temporally overlapped and the relative phase difference between their electric field cycles gives
rise to constructive and destructive interference effects. The electric field (E0) associated with a peak laser intensity, I0, is
related by the cycle-averaged magnitude of the Poynting vector such that I0 = 1

2ε0cE
2
0 where ε0 and c have their usual

meanings.
So for two equal intensity pulses the constructive addition of the peak electric fields will provide four times the original

intensity of a single pulse, resulting in a large fragment yield. Thus, at delay step intervals of one optical cycle near τ = 0,
the two pulses behave effectively as one strong pulse. Similarly at τ values where the pulses are out of phase with each
other by half an optical cycle there is destructive interference with little or no fragment yield observed. Thus ‘interference
stripes’ can be observed in the experimental yield. In the case of constructive interference, the D+2 wavepacket is created
and projected directly onto the Coulomb potential curve at small R, with deuterons appearing with a maximum fragment
energy upwards of 6 eV, as indicated by arrow 1 (consistent with the projection of a wavepacket at small R in Fig. 3). These
interference effects are complementary to observations made by Ergler et al. [23,58] and Alnaser et al. [60,61] in this type
of experimental study. The overlapped pulse around τ = 0 also gives rise to direct observation of 1ω and 2ω PD products
with energies in the range 0–1.5 eV. Here, the overlapped pulse ionises the target and subsequently creates a dissociating
wavepacket in D+2 . As seen previously, the separate 1ω and 2ω channels are not resolved from each other because the non-
resonant processes each access a range of vibrational states, contributing to overlapping energy distributions from these
two channels.
The red band of fragmentation signal which shifts from high energy to low energy as τ increases (indicated by arrow

2) is the CE imaging of the PD channels. The deuterons from this fragmentation sequence gain energy from both the initial
(pump pulse) PD process (EPD) and the subsequent (probe pulse) CE imaging kinetic energy release, such that the observed
energy per dissociating fragment is given (in au) by

Efragment =
1
2

(
EPD +

1
R

)
. (2)
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Fig. 5. Isolated observation of a D+2 dissociative wavepacket. By aligning a pump pulse (15 fs, 5×10
14Wcm−2) parallel to the detection axis, a dissociating

wavepacket is initiated along this direction. A probe pulse (in this case 15 fs, 7 × 1014 W cm−2) will remove the remaining electron to cause Coulomb
Explosion of the dissociating system. If the probe pulse polarisation is aligned perpendicular to the detection axis, it does not contribute significant signal
from single pulse interactions (ionisation or dissociation) or from sampling of a bound wavepacket.

At small τ values, the wavepacket is at small Rwhen probed and the CE channel imposes a high kinetic energy release. For
larger values of τ , the wavepacket reaches large internuclear separations prior to being imaged and the removal of the final
electron releases less kinetic energy, as the Coulomb repulsion has become less significant. So, as τ increases, the CE energy
tends towards zero and the asymptotic limit of the shifting red band tends to the PD energies seen around τ = 0. The grey
line in Fig. 4 is a predicted classical trajectory [23,57,60] for a 1ω dissociation process with final fragment energy set at
0.34 eV, corresponding to the mean 1ω appearance energy experimentally observed for a single pulse process [47] (using
a time-of-flight spectrum, similar to Fig. 2, for the pump pulse in this experiment). In this simple simulation the path of a
fragment along the dissociative channel has been classically modelled and then projected onto the Coulomb curve at each
τ value, resulting in good agreement with the experimental data.
The main features in Fig. 4 are clearly representative of dissociative effects but there are also signatures of bound

wavepacket motion. Here, the pump pulse ionises the D2 target molecule to create a coherent bound wavepacket in the
D+2 1sσg potential. At around 34–38 fs the bound wavepacket has executed ∼1.5 vibrational periods and (as will be dis-
cussed in more detail later) is mostly in phase near the 1ω and 2ω crossings. At this τ value an enhanced signal is therefore
observed in the PD channel (arrow 4). This PD imaging of the bound wavepacket is not clearly resolved beyond τ = 100 fs
due to the dominant structure of the CE imaged dissociative wavepacket (arrow 2). A similar enhancement effect is seen in
the CE channel (3–5 eV), as indicated by arrow 3, but the structure disappears at later times as the wavepacket de-phases
[25,60], for a full discussion see Section 5. It should be noted that some of the signal in the CE channel may arise from a
direct one pulse process, where a D2 target can undergo sequential ionisation giving fragments of energy 3–5 eV. However,
the enhancement around 34–38 fs clearly represents probing of bound motion and this de-phasing effect is a fundamental
property of the quantum nature of the bound wavepacket.
In order to isolate observations of either solely bound or solely dissociative wavepacket motion, the polarisation effects

observed in Section 3 may be used to full advantage. First, in order to focus on dissociative effects the pump pulse may be
orientated parallel to the detection axis, to initiate the PD, and it is then beneficial to probe perpendicularly. This will create
detectable Coulomb explosion fragments by removal of the final electron and for high enough probe intensities no direct
PD events will be observed at the detector. This is because all initial PD processes from the pump are probed via CE and any
PD processes from the probe are perpendicular to the detector and will not be measured (see Fig. 2).
Results for this configuration of pulse polarisations are shown in Fig. 5. The shifting band clearly shows that the probe

pulse induces the CE imaging of the dissociating wavepacket initiated by the pump. The high energy contribution of CE
fragments is essentially invariant as a function of τ and therefore due to direct single pulse processes from either the pump
or the probe, consistent with those observed in Fig. 2. It is fascinating to note that there is no direct PD signal at short
delay times, verifying that the probe pulse ionises all of the dissociating D+2 created by the pump pulse and that all of the
detected PD signal is from the imaging of the dissociative wavepacket. There is even a slight splitting of the band of signal
corresponding to CE imaging of dissociation, suggestive of a resolution between 1ω and 2ω channels.
The polarisation orientations used here therefore provide a method for isolated detection of ultrafast dissociative D+2

wavepackets. These observations are consistent with recent studies reported elsewhere [23,57–60]. It is worth noting that
the COLTRIMS technique [17] was used by Ergler et al. [23] to make the first highly-resolved observations of D+2 dissociation
in this way, however there are also significant benefits to the simple TOFMS method, as purely dissociative wavepacket
dynamics can be isolated and the observations do not suffer from some ‘false coincidences’ which can occur in COLTRIMS
experiments. With reference to features 3 and 4 of Fig. 4, it is now interesting to consider how bound wavepacket motion
may be isolated and studied.
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Fig. 6. Experimental imaging of bound vibrational wavepacket motion in D+2 , using 13 fs pump (8 × 10
14 W cm−2) and probe (6 × 1014 W cm−2)

pulses. The deuteron (D+) energy spectra is shown as a function of pump-probe delay, τ , and displays clear vibrational ‘de-phasing’ and ‘revival’ effects
in PD (0.5–1.5 eV) and CE (3–6 eV) channels in the 0–50 fs and 500–600 fs regions respectively. The colour scale represents the deuteron yield in scaled
(‘arbitrary’) units where the peak yield corresponds to 1.0.

5. Bound vibrational wavepacket dynamics in D+

2

In order to study bound vibrational dynamics in D+2 , a further adjustment can bemade to the experimental arrangement.
By orientating the pump pulse perpendicular to the detection axis, bound D+2 ions may be created. Any fragments from
dissociation events induced by this pulse will move perpendicular to the detector axis and can therefore be disregarded.
A probe pulse parallel to the detection axis will then sample the bound D+2 wavepacket, creating D

+ products via PD and
CE. The results from this type of experiment are shown in Fig. 6, displaying a well resolved energy spectrum detailing both
CE (3–6 eV) and PD (0–1.5 eV) imaging of the coherent bound D+2 wavepacket. Feature 2 of Fig. 4 has clearly been avoided,
effectively removed from the detection arrangement due to the pulse polarisation orientations.
The primary feature in the colourmap is the striking enhancement in the PD channel from 0–50 fs and again from around

500 fs onwards, both of which can be clearly seen in the oscillating structure of the integrated yield of the PD signal in Fig. 7
(c). Since the PD process occurs at R values near the outer turning point of the 1sσg potential well (see Fig. 3), it serves to
sample the bound wavepacket near this point. Similarly the CE channel is enhanced at large R. It is worth noting that, in
principle, the CE channel could provide a mapping of the wavepacket across the full width of the potential well, but this
would require significantly higher intensities in the probe pulse. With typical pulse intensities, the CE channel is subject to
an R-dependent probability, which dictates an enhancement at larger R values.
Thus the peak structures in the PD and CE integrated yields in Fig. 7 correspond to thewavepacket being localised at large

R and the troughs correspond to the wavepacket being localised at small R values. The D+2 yield is conversely modulated, it
is depleted when CE and PD are peaked and it peaks when there is a trough in CE and PD yields. What is fascinating here
is that there are only specific time windows where this oscillatory behaviour is observed, the oscillating structure around
500–600 fs is the so-called wavepacket revival and will be discussed presently.
When the pump pulse ionises the D2 target, the resulting wavepacket launched on the 1sσg surface of D+2 may be

expressed as a coherent superposition of D+2 vibrational eigenstates, φv , each with associated frequency ωv = Ev/h̄ (where
Ev is the energy of the vibrational level). This may be expressed as:

Ψ (R, t) =
∑
v

avφv exp{−iωvt}. (3)

In the wavepacket, the exact vibrational distribution (distribution of av values) is dictated by the nature of the pumping
process, which is sensitive to pump-pulse intensity, duration and polarisation and exhibits a rate dependence on the
internuclear separation [63–65]. It should therefore be noted that the pump process is not a universal function and,
as discussed in [66], the pulse parameters must be carefully considered when simulating experimental conditions. It is
instructive to observe that in some recent experiments [24,67] where pump pulses of 10–15 fs, 5–8 × 1014 W cm−2 have
been used to initiate coherent vibrations, subsequent wavepacket evolution has been well reproduced by a Franck–Condon
(FC) distribution [68].6

6 As a brief aside, it is worth highlighting that in these experiments the polarisation vector of the linear pump pulsewas effectively aligned perpendicular
to the molecular bond axis. In contrast to this, in other recent studies the pump polarisation was aligned parallel to the internuclear bond axis and results
were observed to deviate from an FC distribution. Indeed in the work of Niikura et al. [69], Ergler et al. [70] and Rudenko et al. [71] the requirements for
non-FC distributions are discussed and invoked. This appears to be consistentwith a trend observed in [63]which predicts a narrow vibrational distribution
(few states) for polarisation parallel to bond axis and a broader distribution (more states populated) for the perpendicular configuration. In this context,
an FC transition is used here to model the pump pulse, i.e. for specific conditions similar to [24,67], and hence to initiate the D+2 vibrations.
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Fig. 7. Integrated yields for (a) D+2 , (b) CE and (c) PD channels corresponding to the experiment in Fig. 6, i.e. (b) and (c) are the integrals of the upper and
lower energy bands respectively in Fig. 6. The oscillations from 500–600 fs are signatures of the wavepacket revival, where the wavepacket is executing
well defined motion back and forth across the 1sσg potential. Peaks (or dips) in CE and PD infer that the molecule is at its outer (or inner) turning point in
R. The D+2 yield is conversely modulated.

In the FC approximation, the vibrational superposition is created by projection of the D2 v = 0 wavefunction onto the
D+2 1sσg potential. In this case, the amplitude av is given by the overlap integral between the initial D2 v = 0 state and the
D+2 eigenstate v. At a given time t the probability density of the wavepacket can be shown to be:

|Ψ (R, t)|2 =
∑
v

|av|2|φv|2 +
∑
v,v′ 6=v

av′a∗vφv′φ
∗

v exp{−i(ωv′ − ωv)t}. (4)

The first term in Eq. (4) is a temporally invariant summation of standing waves. The |av|2 values are the relative
populations of each state and in this case provide meaningful contributions over ∼10 vibrational states. In this
representation, it is the second term that provides the time dependent dimension to the motion. At t = 0 the exponential
term is unity for all terms in the summation, however as time evolves this expression is dictated by the interference terms
between separate vibrational levels. The probability density will deviate from its original form, dependent on the frequency
spacings between the separate eigenstate components, whereωv′,v = ωv′ −ωv are the ‘beat’ frequencies dictating the time
dependentmotion. In a classical analogy, the systemmay be regarded in a similar way to an ensemble ofmolecules vibrating
at different quantised frequencies. For example, each level can be approximated to vibrate with ‘classical frequency’ ωv′,v ,
where v′ − v = 1 and the separate levels go in and out of phase with each other. In reality, the quantum nature of the
system is more involved and subtle, with higher order beat contributions from v′− v = 2, 3 . . . but this classical analogy is
nonetheless a useful picture to understand the system to a first approximation.
Results from a quantal simulation of the bound wavepacket motion are displayed in Fig. 8. This particular simulation can

be simply carried out by calculating the eigenstates φv and eigenvalues ωv of the time independent Schrödinger equation
for both D+2 and D2 on a finite difference grid using accepted values for the ground electronic state potentials [73]. The
ground vibrational eigenstate in D2 is used to find the av values, within the FC approximation, by the overlap integral with
each φv in the D+2 ion. Eq. (3) can be evaluated as a function of time and the probability density, |Ψ (R, t)|

2, obtained. The
colourmap describing this motion is displayed in Fig. 8(a), with the colour scale representing the probability density. The
expectation value of the internuclear separation (〈Ψ |R|Ψ 〉), has been calculated for this wavepacket and is shown in Fig. 8
(b). Furthermore, the autocorrelation function, |〈Ψ (R, t = 0) | Ψ (R, t)〉|measures the overlap of the wavepacket at time t
with the initial wavepacket, and the square of this is shown in Fig. 8(c). (For more detailed discussions on such calculations
and wavepacket dynamics, the reader is referred to the instructive article by Feuerstein and Thumm [74] which served to
instigate much experimental work in this area.)
For the simulation shown here, it can be clearly seen in the colourmap that the wavepacket starts at small R and initially

moves in phase towards larger R values, where some of the higher lying vibrational eigenstates contribute to the motion
above 5 au. However, during subsequent oscillations the separate eigenstate contributions begin to de-phase with respect
to each other and thus the motion becomes delocalised and spreads across the range of R values. As seen in Eq. (4), this is
due to the de-phasing of the different vibrational beat frequencies ωv′,v . This de-phasing effect can also be observed in the
expectation value of the wavepacket. The initial well defined oscillation recedes after 70–80 fs with the expectation of the
wavepacket position in R tending towards a mean value in the centre of the 1sσg well.
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Fig. 8. Simulation of vibrational wavepacket motion in D+2 , consistent with [74]. (a) Probability density of wavepacket as a function of time. The colour
scale is shown in relative units (0–1) where 1 is assigned to the peak of the probability density. (b) Expectation value of the wavepacket position in R. (c)
The square of the autocorrelation function, which calculates the overlap of the wavepacket at time t with the initial wavefunction Ψ (R, t = 0).

As the wavepacket motion progresses over hundreds of femtoseconds, many components of the vibrational wavepacket
begin to re-phase with each other around the same time, culminating in the distinct ‘revival’ [62]7 structure centred around
the region 500–600 fs. Here the colourmap displays clear diagonal stripes where the wavepacket seems to execute well
defined motion back and forth in R. This is confirmed by the expectation value which regains a clear oscillatory structure
within this timewindow, i.e. thewavepacket ismoving in phase and as a localised packet as it oscillates back and forth across
the 1sσg potential well. At this vibrational revival, the wavepacket has almost returned to its original form, as evidenced
by Fig. 8(c) which shows the autocorrelation function at 553 fs exhibiting a peak value. It should be noted that, since the
complete set of vibrational states in the D+2 ion are not all exactly in phase at this point, the autocorrelation is not exactly
equal to one and hence the revival is not a complete replica of the initial system conditions.8

So, the vibrational revival presents a time window where the wavepacket oscillates in phase between outer and inner
turning points. As stated, the peak structures in the PD and CE integrated yields (in Fig. 7) correspond to the wavepacket
being in phase at large R and the troughs correspond to the wavepacket being in phase at small R values. These channels
therefore provide clear imaging of the wavepacket revival.
For optimum conditions it has been shown [70] that the CE channel also returns R-dependent imaging signatures

(via kinetic energy release) and this can be used to deduce spatial as well as temporal (‘spatiotemporal’) imaging of the
wavepacket. In particular, the R-dependence of the vibrational wavepacket may be considered and used to extract spatial
and temporal information about the eigenstate contributions [75,76], as will be discussed in due course.
In the present simulation, another interesting feature can be seen in Fig. 8 at around 275 fs, where the autocorrelation

and expectation value exhibit a mini revival structure. Indeed, similar implications are seen in the colourmap with this
‘fractional revival’ occurring, with half the period of the revival at 550 fs. The fractional revival may be understood as two
sub-wavepackets propagating across the potential, exactly out of phasewith each other.9 Thus at half a ‘classical’ vibrational
period one of the sub-wavepackets is overlapped with Ψ (R, t = 0), giving a small peak in the autocorrelation. In the
colourmap it is interesting to observe that this fractional revival is also the turning point between de-phasing and re-phasing
patterns in the wavepacket motion, with a symmetry occurring around this point. However, this structure is not directly
observable in the experimental results since the duration of the probe pulse is on a comparable timescale to the ∼12 fs
oscillations. Moreover, the coherence of the initial wavepacket created by the pump pulse will dictate that the motion will
not be as well defined as the simulations, where the wavepacket is assumed to start instantaneously in a FC distribution.

7 For the nomenclature used in the seminal work of Robinett [62], this can strictly be characterised as a ‘half-revival’, where the eigenfunctions are in-
phase at the outer turning point of the 1sσg well. The corresponding ‘full-revival’ occurs at twice this time when the rephasing occurs at the inner turning
point [108], however at both ‘half’ and ‘full’ revival times the vibrational dynamics are alike, where the wavepacket executes localised oscillations in R.
8 Further revivals may also occur at later times but it follows that these future revivals (at 1100 fs, 1650 fs . . . ) will exhibit less pronounced structures as
the frequency components will re-phase a little less each time. This is not to say that the wavepacket has lost coherence, just that the phases of eigenstates
are such that the coherence is not observed through a dramatic revival structure at these particular times. Indeed at much later times, the states rephase
again and the revival structures will be recovered, culminating in a so-called super revival [62].
9 In fact at this fractional revival the even eigenstates are all in phase with each other and exactly out of phase with the odd eigenstates (also in phase
with each other).
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This will be discussed in Section 7. Nonetheless, the experiment is well described and the physics well explained by the
simulations shown here.
Finally, with this qualitative agreement at hand for the simulated and experimentally obtained revivals, it is also

interesting to observe the similarities between the expectation value in Fig. 8(b) and the PD/CE yields in Fig. 7, displaying
clear correlation between the imaging signals and the evolution of thewavepacket in the internuclear separation coordinate.
However, in order to more directly compare experiment with theory, the imaging process itself must be simulated.

6. Modelling the probe pulse: Photodissociation

To provide extra insight into the quantum dynamics being studied in these pump-probe experiments, time-dependent
quantum modelling can be used to simulate not only the wavepacket motion (in Section 5) but also the effect of the probe
pulse [47,75,76]. For these pulse durations, at intensities≤ 2×1014Wcm−2 photodissociation is significantly the dominant
fragmentation pathway [77]. Whilst imaging via the CE channel can also provide useful characterisation of wavepacket
dynamics and will be discussed in more detail in due course, it will be seen in this section that the quantum modelling
of the PD channel provides significant insight into wavepacket dynamics and molecular breakup. One example of such a
model will be discussed here, where the vibrational wavepacket is initiated and propagated on 1sσg and the application of
the probe pulse is simulated by laser-induced coupling of electronic states in D+2 , leading to photodissociation.
For this technique, the wavepacket is typically represented on a finite difference grid in R, composed of 1000 points

spanning 20 au. At t = 0 the wavepacket can be simulated (within the FC approximation) by the ground vibrational
eigenstate of the D2 molecule on the 1sσg potential of D+2 . The subsequent propagation within the TDSE is modelled via
the time-evolution operator, where two popular numerical representations are the split-step algorithm [78,66] and Taylor
series expansion (e.g. [79]). Within the Taylor series expansion technique thewavefunction at time t = t0+∆t can be given
by,

Φ(R, t0 +∆t) ≈ e−iH(t0)∆tΦ(R, t0) ≈
k=N∑
k=0

(−iH(t0)∆t)k

k!
Φ(R, t) (5)

where H(t) is the Hamiltonian for the nuclear system. This expansion is generally evaluated up to N = 8, for convergence in
simulations. If a time independent Hamiltonian is used then this techniquewill retrieve the same results as Fig. 8, where the
field-freemotion of thewavepacket is tracked on the 1sσg potential. However the advantage to using this type of propagator
is that the application of the probe pulse can be modelled by including a time-dependent coupling in the Hamiltonian,
between the groundstate (1sσg ) and the excited level (2pσu). For the D+2 molecule these two states are significantly isolated
from any higher lying states such that, at the laser intensities considered here, the coupling effect need only be considered
between these two levels.
The coupling10 is given by Ω(R, t) = −d(R).E(t), where E(t) is the electric field from the laser pulse (oscillating with

the optical laser frequency) and d(R) is the dipole moment of two-state system given by

d(R) =
R

2
√
1− p2

−
1

2+ 1.4R
(6)

where p = (1+ R+ R2/3) e−R, (see [80,81]). The time-evolving electric field profile of the laser pulse, E(t), can be defined,
within the dipole approximation, as

E(t) = E0 exp
(
−
2 ln 2(t − τ)2

W 2

)
cos

{
2πc
λ
(t − τ)

}
. (7)

Here the envelope of the pulse is a Gaussian profile centred at a chosen delay time τ and the profile is modulated by a
carrier field oscillation at the central frequency of the pulse, represented by the cosine term. The FWHM of the pulse in the
intensity profile is given byW . Note that this intensity measure of FWHM is used here as it is a typical parameter obtained
experimentally, corresponding toW

√
2 fs in the electric field Gaussian profile (I ∝ E2).

For a 1-D model (in R) with the laser field acting along the molecular bond axis, the nuclear motion of the system can be
described by two coupled equations given by

−
1
2µ

∂2

∂R2
Φg + Vg (R)Φg +Ω(R, t)Φu = i

∂

∂t
Φg

−
1
2µ

∂2

∂R2
Φu + Vu (R)Φu +Ω(R, t)Φg = i

∂

∂t
Φu (8)

10 For the conditions considered here, the coupling can be modelled using the electric field of the pulse and no quantisation of the light field is necessary.
This is because the high photon flux (high intensity) and low photon energies (compared to the transitions) mean that the process is well modelled within
a semi-classical strong field approximation.
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Fig. 9. Two state coupling calculation to simulate the probe pulse at 40 fs delay for a 2×1014Wcm−2 pulse withW = 13 fs. (a) Rapid population transfer
and subsequent loss (dissociation) of 1sσg wavepacket. (b) Electric field profile of the pulse used in the coupling term in Eq. (8) and (c) the corresponding
intensity profile.

whereµ is the reduced mass of the system,Φg ,Φu are the temporally evolving wavefunctions on 1sσg and 2pσu potentials
respectively and Vg , Vu are respective values of the potentials [73]. Numerical details for this type of scheme can be found
elsewhere [47,82], where the equations can be discretised and the second order differential term can be expressed using
adjacent terms on the finite difference grid. The Taylor propagator in Eq. (5) can then be used to calculate the time evolution
of the wavefunctionsΦg ,Φu in Eq. (8).
For the results displayed in Fig. 9, the pulse characteristics were chosen to give a good representation of typical

experimental parameters. It is clear that the pulse dictates the strength of the coupling term in Eq. (8), which acts to transfer
population between the two electronic levels and can occur across the bandwidth of the laser by absorption and re-emission
of many photons. For the probe delay time at 40 fs the population of the 1sσg potential can be seen to be transferred onto
the 2pσu state, with portions of the wavepacket subsequently oscillating back and forth at the frequency of the optical field.
Initial transitions from the bound 1sσg state do not occur until the coupling is significantly high (strong electric field) and
after this many rapid oscillations occur.11 As described in Section 3, the wavepacket may then proceed out to large R on
either the 2pσu or 1sσg states by net 1ω or 2ω processes respectively. In the model any population reaching out to a chosen
R value is multiplied by a masking term to simulate dissociation, and the simulation thus retains only the bound population
on the 1sσg curve. For example, at around 70 fs most of the wavepacket is still on the 1sσg potential, some is bound and
some is starting to dissociate. At 85 fs about half of the 1sσg population has passed 12 au and has been removed from the
simulated 1sσg population by themask term, showing around 50% dissociation. For the data in Fig. 9(a), the final population
of the 1sσg state is around 36%, wherein 64% of the population has dissociated.
For this particular probe pulse delay time, it is clear that most of the dissociation occurs on 1sσg , i.e. by 2ω process.

The channel for dissociation (1ω or 2ω) varies as a function of probe delay time and this has been used elsewhere [47] to
demonstrate the control of the dissociation pathway. However, with respect to the pump-probe studies under consideration
here it is only necessary to consider the dissociated signal (e.g. 64% for a 40 fs delay).
To provide comparison with experiments, this dissociation calculation can be carried out for a full range of probe times

from 0 to 700 fs, with the resulting dissociated signal at each time plotted in Fig. 10(b). This shows a predicted experimental
yield for PD imaging of the bound D+2 wavepacket. The general trend of this model is remarkably consistent with the
experimental data, which is plotted for comparison in Fig. 10(a). Also plotted is a ‘critical R cut-off’ (CRC) approximation to
the PD yield [82], shown in (c). This is a simple technique used for predicting the dissociation of the wavepacket, for a probe
centred at delay time τ . It is executed by approximating that all wavepacket above a critical R (at the time corresponding
to the centre of the laser pulse) can be assumed to dissociate. That is, the wavepacket is simply ‘cut-off’ above this critical R
value. The cut-off point is estimated by comparisonwith the full quantum simulation, and for a 13 fs, 2×1014Wcm−2 probe
pulse the critical R value at 2.4 au provides excellent agreement with the intensive quantum simulation. The remarkable
similarity between the full simulation and this simple model extends across all delay times and verifies that the PD process,
at its core, can be simply described as a sampling of the wavepacket at large R values.
More importantly, the de-phasing and revival regions in the simulations are also temporally very consistent with the

experimental data. This is most clearly seen around the revival region where the temporal separation and position of the
peaks in the integrated yield are extremely well reproduced. Both the simulated and experimentally observed revivals
display asymmetric characteristics wherein the structure begins to slowly build up from around 430 fs until the main peak
at around 570 fs and then thewavepacket de-phases comparatively quickly, within about 50 fs, due to the broad distribution
of states.

11 The interested reader can find out more about these oscillations between the electronic states and how they can be used to vibrationally manipulate
the molecule in some recent theoretical studies [66,79,82–84].
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Fig. 10. (b) Quantum simulation of the photodissociation channel, providing the expected fractional yield (probability of dissociation) as a function of
pump-probe delay time. This example was carried out for a 13 fs, 2× 1014 W cm−2 probe pulse. The experimental yield from the PD channel (reproduced
fromFig. 7) is shown in (a) for comparison across a full range of τ delay times. Striking similarities are apparent in the temporal dependence and structure. (c)
The CRC approximation [82] provides a convenient method for reproducing the PD structure without using intensive computer simulations, in remarkable
agreement with (b).

However, it is also clear that the absolute amplitude of the revival is more enhanced in themodel than in the experiment.
This may be due to using a purely two-state approach where imaging is only via dissociation and does not include the
CE process, which is a competing channel. Perhaps more likely is that the discrepancy between theory and experiment is
connected to coherence effects, as will now be discussed.

7. Photodissociation probing of vibrational wavepacket coherence

For the purposes of modelling the vibrational wavepacket, so far in our discussion it has been assumed that it is created
instantaneously, with no effect of the pump pulse duration accounted for. If the wavepacket is initiated over some time
window, the wavepacket will not be so finely resolved and if indeed the pump pulse was to exceed the vibrational timescale
it will tend towards an incoherent superposition of states [74].
For the wavepacket in a single molecule, this means that the ionisation event projects the D2 wavefunction onto the

D+2 1sσg surface in a well defined, narrow time window. For an instantaneous transition, the resulting wavepacket is given
by Eq. (3) and this has been used in the wavepacket simulations demonstrated so far. If the production of the wavepacket
is integrated over some time T (i.e. many ionisation transitions occurring at times between 0 and T ) then the wavepacket
expression can be written (as shown in [74]) as

|Ψ (R, t)|2 =
∑
v

|av|2|φv|2 −
∑
v 6=v′

av′a∗vφv′φ
∗

v

(
exp{−iωv′,vT } − 1

iωv′,vT

)
. (9)

This arises from a simple integration where an equal weighting is given to the pump pulse contribution at each step in
the integral from 0 → T . Thus the expression is for illustrative purposes only and is not a detailed model for the actual
pumping process. For T � 1/ωv′,v the exponential term goes to 1, the time dependent term becomes negligible and the
wavepacket tends towards a temporally invariant set of standing waves.
In experimental studies, an ensemble of molecules is studied and the experiment is repeated many times. So the

wavepacket coherence condition can be interpreted in this context; all the target molecules must be ionised within a well
defined narrow time window, beginning their outward motion from small R in tandem with each other. If a large number
of D+2 ions were created across a timescale much longer than the vibrational timescale, then on average such an ensemble
would not move coherently as there will always be some ions at each position in R. Hence for large pulse durations, Eq. (9)
would provide a wavepacket description for the effectively incoherent ensemble of molecules.
Although Eq. (9) offers somemeasure of timescales required for coherence, a more quantitative and practical insight can

be gained by experimentally varying the pump pulse duration. This can be done by placing fused silica slides in the path of
the pump pulse and hence, by varying the slide thickness, pump pulse durations can be varied. The probe pulse can be kept
fixed and the coherence of the wavepacket can be investigated through observing the subsequent revival structure that is
imaged, as shown in Fig. 11(c). The experiment shows that as the pump duration increases, the wavepacket coherence is
lost and for longer pump durations, the vibrational revival structure is not observable.12

12 The resulting structure is not however a flat, monotonic signal but still displays a ‘slow’ (compared to vibrational timescales) modulation as a function
of probe delay time. This is actually an underlying signature of a rotational motion, to be discussed in due course. For the present, it is sufficient to note
that this ‘slow’ modulation does not cloud the clear vibrational dynamics in these experiments.
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Fig. 11. Effect of pump pulse duration on wavepacket coherence. The probability density colourmaps in column (a) have been averaged over Gaussian
profiles to give a rough simulation of the pump pulse duration, using a colourscale consistent with Fig. 8. Subsequently, the cut-off approximation has been
used to predict corresponding PD yields in column (b). Column (c) displays data around the revival for experiments similar to Fig. 7, where the pump was
varied and the probe was fixed at 13 fs.

In order to provide a comparison with theory, it is not trivial to fully model the exact nature of the pump pulse. Let us
consider a few key constraints here. If the pump pulse occurs over a time window, then at some start time a wavepacket
portion will be projected from D2 → D+2 and begin to oscillate. Some∆t later another projection of D2 (v = 0) may occur,
and so on. However, when this projection happens, the portion of wavepacket on the D+2 surface will also be experiencing
the laser pulse and this must be modelled. Not only this, but the projected wavefunction will also have a different phase
depending on the time of projection, due to the evolution of the phase of the D2 (v = 0). In addition to this, for particular
pulse parameters (especially <1014 W cm−2) the R-dependence of the ionisation rate becomes important [64] and this
would have to take into account a range of plausible intensities within the focal volume of the laser. Suffice to say this
is a considerable task to model and, although some studies have considered the R-dependence [63,64,83,65,85] for certain
pump pulse parameters, the pumping process has not been comprehensively addressed in any current literature on ultrafast
time-resolved studies of wavepacket dynamics.
For the data in Fig. 11 the pumping process has been treated, as a first approximation, to be an FC transitionweighted over

a Gaussian temporal profile, with FWHM corresponding to the pulse durations in the experimental studies. The resulting
probability densities can be seen in Fig. 11. In this rough approximation, the 14 fs pulse is simulated to create a coherent
wavepacket, where clear oscillations are still seen around the revival time. In the other extreme, the 28 fs probability density
is almost completely invariant with time and is largely just the incoherent summation of standing waves from the first term
in Eq. (9).
The resulting dissociation yield can be simulated for these probability densities. In keeping with the probability density

maps, the cut-off yield can be seen to lose coherence as the pumping pulse is averaged over longer durations, and no
significant wavepacket oscillation is expected for a 28 fs pulse. So this simplified model, for both pump and probe pulses,
provides good agreement with experiment and it is clear that the wavepacket coherence has been manipulated in the
experiment. Although the precise nature of the pumping process has not been characterised in detail, it is clear that for
pulse durations> vibrational timescales (of the ∆v = 1 beats), any D+2 ion will be created in an incoherent distribution of
vibrational states.
These results are consistent with [24,25,72], which show that it is only these pulses of sub-vibrational duration which

enable the vibrational dynamics to be resolved. For even shorter pulse durations the wavepacket will become even better
resolved and tend to the instantaneously created wavepacket in the simulations shown in Fig. 10.
As seen from the experimental results shown here, it is clear that coherent wavepacket studies are dependent on

sub-vibrational interactions to initiate the wavepacket in a short (preferably ‘instantaneous’) time window, to enable the
dynamics of the broad distribution of states to be tracked.

8. Modelling the probe pulse: Coulomb explosion

For the experimental results that have been shown in this article, photodissociation is clearly the main imaging channel,
since it delivers much higher yields than the Coulomb explosion channel. Thus for the typical pulse parameters and
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Fig. 12. (a) Vibrational revival structure from the Coulomb explosion of D+2 on a linear energy scale. The arrows highlight the direction of wavepacket
motion in time. Note these arrows were first fitted to the simulation plot in (b) before being overlaid on (a). (b) For qualitative comparison, a simple direct
projection of the wavepacket simulation (Fig. 8 in the revival region) onto the Coulomb potential. This simple projection corresponds to the internuclear
range R = 2.5 → 4.5 au. Both colourscales run from blue to green to yellow to red, with red indicating the highest values. It is useful to note that more
complete models of CE have been considered elsewhere, see text for details.

experimental techniques discussed here, it has been important to consider the PD channel in some detail. Since PD is
enhanced at specific R values (i.e. near the outer turning point of the wavepacket motion) it provides sensitive information
on the molecular vibrational motion.
However, for higher pulse intensities the CE channel will become much more prevalent and provide an insight to the

R dependence of the wavepacket tracked through the energetics of the molecular break-up [70]. For high enough probe
intensities the CE channel can, in principle, map the wavepacket position across the entire width of the potential well. Here
the corresponding appearance energy of the fragments would reflect the internuclear separation at the point at which the
wavepacket is lifted onto the CE curve. This energy is inversely proportional to R according to Coulomb’s law.
Therefore, one very simple way to consider the basic physics behind the CE channel is as an instantaneous projection of

the bound wavepacket onto the Coulomb potential (∝ 1/R), occurring around the peak of the probe pulse. The appearance
energy (per deuteron) from the Coulomb exploded wavepacket can be easily calculated, by applying this to the wavepacket
simulation in Fig. 8. For qualitative comparisonwith experiment, this has been carried out for probedelay times of 450–650 fs
(the revival region) and plotted in Fig. 12(b). The experimental data from Fig. 6 has been expanded in the pertinent region
and plotted on a linear scale for appropriate comparison in Fig. 12(a). The colourmaps use similar colour schemes, in order
to highlight the important features. Around the revival region, the wavepacket at larger R (cf. Fig. 8) will clearly provide the
lowest energy release upon CE and at smaller R, the energy release will increase compared to this. The diagonal stripes in
Fig. 12 thus correspond to clear localised motion of the wavepacket moving inwards in R (at <550 fs) followed by stripes
for the wavepacket moving outwards in R.
These stripes can be compared to the experimental data via the eye-guiding arrows on Fig. 12(a). These arrows were

initially obtained by fitting to the diagonal stripe structure predicted in (b) and were then overlaid on the energy spectra
in (a). The general pattern is extremely consistent, showing that the CE channel provides a signature of the R dependent
motion, but the energetics stop short of imaging the wavepacket across the full potential well, due to a limitation from the
pulse intensities.
Elsewhere, similarmethods have beenused to consider theRdependence ofwavepacketmotion inH+2 , where amolecular

ADK formula was folded into the Coulomb projection and the intensity dependence taken into account [71]. Moreover, with
higher pulse intensities the R dependence of theD+2 wavepacket has been elucidatedwith excellent resolution across a larger
range of R values [70] where the experimental energy spectrum has been converted to a map of the inferred internuclear
separation as a function of pump-probe delay time. It is important to stress that any such wavepacket projection onto the
Coulomb curve is a simple technique that is useful for qualitative analysis, but generally will not consider a full quantum
treatment of states involved, competing channels or pulse evolution.
More detailed theoretical models have been developed for treating the Coulomb explosion channel [86–88] and for

considering the CE imaging techniques in pump-probe wavepacket studies. Most notably, there have been some extremely
innovative theoretical studies of the Coulomb explosion imaging technique for extracting spatiotemporal mapping of
wavepacket motion towards ‘complete characterisation of molecular dynamics’ [76].13 A number of these recent studies
are concerned with not only imaging the R dependence of wavepacket motion but also obtaining frequency and energy
resolution of the vibrational wavepacket components [75,76,90]. These periodic components are the vibrational beats and
can be sought directly from the experimental data.

13 An extremely attractive extension to the work reported here is to map the wavepacket (in R) with even higher resolution, using an attosecond pulse
to induce Coloumb explosion imaging, as proposed in [89]. This should be achievable in the near future.
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Fig. 13. Vibrational beat frequencies present in wavepacket motion. For comparison with vibrational timescales, the periods (Tv′,v = (2π/ωv′,v)) of the
components are given. The data in plots (a)–(c) were extracted by fast Fourier transform (FFT) analysis. (a) and (b) are FFTs of the CE and PD experimental
yields in Fig. 7. The latter can be directly compared to (c), the FFT of the simulated PD yield in Fig. 10. Theoretical beats (ωv′,v) for thewavepacket are shown
in (d), with associated amplitudes given by |ava∗v′ |. These are the beats for v

′
− v = 1. With reference to (d), the ‘Beat Term’ positions are also labelled at

the top of the figure. Term 1 is for ω1,0 , term 4 is for ω4,3 etc . . . .

9. Fourier transform analysis: Vibrational beats

As is clear from consideration of Eq. (4), the temporal motion of the vibrational wavepacket is dictated by the beat
frequencies ωv′,v and the relative amplitudes of the vibrational states. The imaging channels then retrieve information
regarding this motion on sub-vibrational timescales. It follows that these periodic contributions to the molecular motion
should, in principle, be obtainable from the experimental data by means of Fourier transform analysis [24,67,70,76]. To
demonstrate this, values returned from the fast Fourier transform (FFT) of the CE and PD signals from Fig. 7 are displayed in
Fig. 13(a) and (b) respectively. The FFT of the two-state PD simulation in Fig. 9(b) is also displayed in Fig. 13(c). The timescale
for these frequency components corresponds to the ωv′,v values for v′ − v = 1 and thus in the context of the vibrational
dynamics, the plots in Fig. 13 have been shown on a femtosecond timescale (rather than a frequency axis). For comparison
with the wavepacket motion, the theoretical wavepacket beats shown in Fig. 13, are for the periods (2π/ωv′,v) of the beat
frequencies used in Eq. (4) to model the vibrational motion of D+2 .
In general, the Fourier transform of the cosine function k.cos(ωv′,vt)will return k2 [δ(ω−ωv′,v)+ δ(ω+ωv′,v)], i.e. Dirac

delta functions at frequencies ±ωv′,v with the integral of the spikes given by half of the original waveform peak. It is
convenient to plot only the positive solutions here. Therefore, as can be seen from Eq. (4), the FFT amplitudes for each
component of wavepacket motion should scale proportionally to the |ava∗v′ | values. For convenience the beats in Fig. 13(d)
are plotted against the |ava∗v′ | amplitudes calculated in Section 5 and plots (a)–(c) have been normalised to the same scale.
The labelled ‘beat terms’ in the figure are the vibrational beats, where term i is the beat between level i and i − 1.

That is, term 1 ⇒ beat frequency ω1,0, term 2 ⇒ ω2,1 and so on. These beats and the magnitudes of their associated
amplitudes, |ava∗v′ | (calculated in Section 5), are listed in Table 1. It should be noted that the vibrational beats have only
been experimentally observed for v′ − v = 1, i.e. neighbouring vibrational states. Beats contributing to the motion also
occur for v′−v = 2, 3 etc . . . on timescales of approximately 12 ,

1
3 . . . of the 1st order beats respectively.

14 These frequencies
are also displayed in Table 1 but are typically not observed in experiment due to the short timescales involved. However for
shorter pulse durations these higher order vibrational beats should become observable in future.
Nonetheless, the agreement between experiment and theory is quite striking. The same general trend can be observed in

the amplitudes and the temporal agreement of the beats is excellent. However, it is noticeable that the contributions |a0a∗1|
and |a1a∗2| (beat terms 1 and 2) are much less significant in the CE and PD FFT than in the wavepacket theory in Fig. 13(d).
This is due to the nature of the imaging processes, which cannot easily access the energetically low-lying vibrational levels

14 Due to the anharmonicity of the potential the energy level spacings are not equidistant and thus the beat frequencies are not at exact multiples of level
spacings.
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Table 1
Periods of the vibrational beats in D+2 (given in femtoseconds). These have been calculated from energy levels obtained using the finite difference technique
described in Section 5. The beatsωv′,v are tabulated for v′−v = 1, 2 and3. The values in parentheses are the relative amplitudes, |ava∗v′ |of each contribution.
i.e. the beat between v = 1 and v = 0 has a period of 21.2 fs and 0.05 relative amplitude in the wavepacket probability density.

Vibrational level v′ Period of Beat Frequency ωv′,v
Beat with v′ − 1 Beat with v′ − 2 Beat with v′ − 3

1 21.2 (0.05)
2 22.1 (0.10) 10.8 (0.07)
3 23.0 (0.13) 11.3 (0.11) 7.4 (0.13)
4 24.0 (0.13) 12.3 (0.13) 7.7 (0.13)
5 25.1 (0.12) 12.8 (0.12) 8.0 (0.12)
6 26.3 (0.10) 13.5 (0.11) 8.4 (0.10)
7 27.6 (0.08) 14.1 (0.09) 8.8 (0.08)
8 29.0 (0.06) 14.9 (0.07) 9.2 (0.06)
9 30.5 (0.05) 15.6 (0.05) 9.7 (0.05)

at these pulse intensities. Thus the PD and CE channels, as withmany imaging techniques, do not provide a direct extraction
of wavepacket properties but rather, the information is inherentlymodulated by the dynamics of the allowed fragmentation
pathways. This can also be noticed in the higher lying vibrational states (longer timescales) where the CE and PD processes
show a relative enhancement in the yield. This is because the higher lying states in the anharmonic 1sσg are energetically
more accessible, and indeed close to resonance with the PD process. In fact it is likely that these states are completely
depleted by the CE and PD and thus another convention for the relative normalisation of the beats in Fig. 13 could be to use
these states to normalise to the theoretical distribution.
For the case of PD imaging, comparison can be made with the FFT of the two-state quantum PD simulation, shown in

Fig. 13(c). The shape of the distribution is extremely similar, especially over the first five beat terms and the decreased
probability of imaging the low lying levels is also observed in the numerical model. However, at higher levels the
experimental signal is again enhanced with respect to the two-state PD simulation. The levels contributing to these beats
are energetically close to the resonant 1ω coupling to 2pσu (the so-called ‘1 photon crossing’ at v = 13) and this can occur at
much lower intensities than the PD of the lower lying levels. The relative enhancement (at high vibrational levels) of the FFT
of the experimental PD process may be due to focal volume effects in the experiment, where a large volume of the gas target
may experience these low intensities due to the spatial properties of the diffraction limited focus. This is not accounted for
in the two-state model. However, the FFT technique provides a second detailed comparison of the two-state model and PD
experiment, with convincing agreement.
For the CE imaging, the agreement with the theoretical beats in Fig. 13 is also quite useful qualitatively, but again the

nature of the imaging process must be considered before a detailed comparison can be made. Both the R dependence of the
CE ionisation and competing PD channel will affect this comparison. For spatiotemporal imaging [70] via the CE channel, the
R dependence of the wavepacket can actually be experimentally extracted and it is thus possible to take an FFT in frequency
across different R values (not shown here). This innovative technique returns not only the beat frequencies (and thus energy
spacings) but also the spatial information about the shape of the 1sσg well. Thus the techniques andprinciples described here
can be extended [75,76,90], for optimum conditions (pulses of<7 fs), to give a full characterisation of molecular structure
in both time and space.
The FFT technique has proven to be an excellent method for extracting further information about the nature of the

vibrational wavepacket. It serves to retrieve the vibrational beats, in excellent temporal agreement with theory, and provide
a good estimation of their relative amplitudes. This is not a detailedmethod for establishing vibrational distributions created
by the pump pulse [63] but is a time-resolved tool for measuring the coherent beats in the wavepacket, by probing on a sub-
vibrational timescale. Having extracted detailed characterisation of the vibrational dynamics of the system, the FFT results
for longer timescales will now be investigated, and shown to illuminate rotational effects in the molecular motion.

10. Fourier transform analysis: Rotational beats

In the pump-probe experiments for studying bound wavepacket motion, the FFT analysis does not only reveal the
aforementioned vibrational beat components, but also identifies periodic contributions on much longer timescales [24,42,
70]. These are shown in Fig. 14(c) where the FFT of the CE channel returns rotational beat structures, with frequencies
given in THz. These beats can be extracted from experiments using the same configuration as described in Section 5. The
beats shown in Fig. 14(a) and (b) were extracted via FFT of a quantum simulation of the rotational motion of D2 and D+2
respectively. It is instructive to introduce the rotational wavepackets discussion through simulations at this point, as they
provide useful timing and amplitude comparisons, although a discussion of the simulation technique will not be provided
until Section 11.
Similar to the vibrational case, a rotationalwavepacket can be initiated impulsively in intense laser fields and is created in

a coherent superposition of states, which may exhibit field-free evolution after the pulse has elapsed. Impulsive alignment
can occur if the pulse is sufficiently short compared to the rotational timescale of the molecule [91,92]; it can be used to
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Fig. 14. Rotational beat frequencies present in wavepacket motion. (a) and (b): FFT of quantum simulations of impulsively aligned D2 and D+2 respectively.
The calculations of rotational motion were made for a 12 fs, 2× 1014W cm−2 aligning pulse, see Section 11 for details. (c) FFT of CE experimental yield for
12 fs pump-probe experiment on D2 target.

provide field-free aligned molecular ensembles and has previously been demonstrated in larger molecules which move on
much slower timescales (e.g. see [91] and references therein). In thisway, delicate control can be enforced over the rotational
dynamics and bond alignment (for example, see [91–96].
Since rotational timescales in the D2/D+2 systems are much longer than the vibrational timescales, pulses of durations

<15 fs may be used to initiate such impulsively aligned rotational wavepacket motion [26,27,42]. This may be expressed in
terms of a basis set of rotational (J) states, in a similar form to Eq. (3) but with an angular dependence introduced into the
eigenstate basis set (e.g. using spherical harmonics, see [27,92] for more detail). The evolution of the rotational wavepacket
is dictated by beat frequencies between level J and some level J ′. This again is highly analogous to the vibrational dynamics.
Within the rigid rotor approximation, the energy of the Jth rotational state is given by EJ = BJ(J + 1), where B is the
rotational constant. For a homonuclear diatomic molecule, the only allowed Raman transitions to excite the wavepacket are
for∆J = 0,±2, and since beats between ‘neighbouring’ states are expected to dominate [97], the predicted beats are given
by

ωJ+2,J =
EJ+2 − EJ
h̄

=
B
h̄
{(J + 2)(J + 3)− J(J + 1)} = (4J + 6)

B
h̄
. (10)

The substitution ω1 = 2B
h̄ can be made [97] to alternatively write ωJ+2,J = {2J + 3}ω1 and thus the period of each beat can

be written as a fraction of the fundamental period of J = 1 (where T1 = π h̄
B ) such that

TJ+2,J =
2π

(2J + 3)ω1
=

1
2J + 3

T1. (11)

Since the periods of the beats are given by fractions of T1 ( 13 ,
1
5 ,
1
7 . . .) these components will all be in phase again after one

full period of T1, having executed 3, 5, 7 . . . oscillations. Therefore any rotational revivalwill be expected to occur at T1 after
the initial alignment.
Now if B is given inwavenumbers, the fundamental period can be denoted by T1 = (2Bc)−1 and thus the beat frequencies

for rotational motion in D2 and D+2 can be simply calculated using B values of 30.44 cm
−1 and 15.02 cm−1 respectively [98],

giving the values in Table 2. These values provide a useful comparison to the experimentally deduced beats shown in
Fig. 14(c), and are also consistent with the FFTs of the quantum alignment simulations, plotted in Fig. 14(a) and (b).
Upon comparison of the experimental FFT plots in Fig. 14 with the simulation FFTs in Fig. 14 and the values in Table 2,

it is fascinating to observe that the periodic rotational effects observed in the experiment are not actually characteristic of
the D+2 ion. Rather, it appears that they are signatures of the D2 neutral. This is contrary to preliminary assertions made
elsewhere [70], where these rotational features were initially attributed to D+2 . However, the results shown here clearly
demonstrate correlation between experiment and the characteristics of D2 rotations, not only in the timing of the beats but
also in the relative amplitudes of the beat contributions to the wavepacket motion. Although there may be some rotational
effect due to the D+2 ion, it is not clearly seen in the periodic contributions to the experimental signal and this will be
discussed in due course.
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Table 2
Rotational Beats of D2 and D+2 . For convenient reference, the beats are given in THz and their corresponding periods (2π /ω) are in femtoseconds. These
beats are evaluated from Eq. (10) and are consistent with those displayed in Fig. 14 from quantum simulations.

Beat J → J + 2 D2 D+2
Frequency (THz) Period (fs) Frequency (THz) Period (fs)

0→ 2 5.48 182.61 2.65 377.16
1→ 3 9.13 109.57 4.42 226.30
2→ 4 12.78 78.26 6.19 161.64
3→ 5 16.43 60.87 7.95 125.72
4→ 6 20.08 49.80 9.72 102.86
5→ 7 23.73 42.14 11.49 87.04

As stated, the pump pulse wavepacket excitation/creation occurs in steps of∆J = ±2, from the initial rotational states.
The amplitudes of the rotational components in the final wavepacket are therefore clearly influenced by the initial rotational
distribution. Thermal averaging is accounted for in the model used to predict the amplitudes in Fig. 14(a) and (b).
Another property of the system influencing the rotational distribution is the effect of nuclear spin permutations. The

nuclei in D2 are bosons, and thus the total wavefunction Ψ = ΨelecΨvibΨrotΨnucspin must be symmetric upon exchange of
particles. The initial electronic state and the initial v = 0 vibrational state in D2 are both symmetric. The ortho nuclear
spin state (symmetric) must then correspond to a Jeven (symmetric) rotational state. Conversely, the para spin state (anti-
symmetric) corresponds to Jodd. In general for homonuclear diatomic molecules with nuclear spin I , there are (2I+1)(I+1)
symmetric and (2I+1)I antisymmetric nuclear spin wavefunctions. Thus the ratio of (ortho:para) states is (I+1 : I) and for
D2(I = 1) this infers a ratio of 2:1 for Jeven : Jodd. This feature is accounted for in the theoretical model and is clearly reflected
in Fig. 14 where the beats J = 0→ 2, 2→ 4 are much more dominant than the J = 1→ 3 and 3→ 5 components.

11. D2 rotational wavepacket motion: An underlying effect in vibrational studies of D+

2

From both the timing and relative amplitudes of the beats, the results in Section 10 imply that the rotational signatures
in such pump-probe studies are characteristic of the D2 neutral. Observations of such rotational motion are not restricted
solely to FFT analysis, as closer inspection of Fig. 7 reveals underlying modulations on longer timescales than the vibrational
dynamics. A dip and peak structure is observed around 270 fs, and the vibrational revival structure itself actually appears
to sit on a peak-dip structure. These modulations are consistent with the field free motion of an impulsively aligned D2 tar-
get [26,27], and the signatures are consistent with several pump-probe studies of D+2 vibrational wavepackets [24,42,70].
Does this then imply that in such experiments theD+2 molecule is rotatingwithD2 neutral characteristics? The results shown
in Fig. 15 will help to address this confusing issue.
Displayed in Fig. 15(d) and (e) are numerical simulations of rotational wavepacket motion for impulsive alignment of D2

and D+2 respectively. These systems were modelled by solving the time-dependent Schrödinger equation for the respective
molecules. This procedure has been described in detail elsewhere [92] and includes thermal averaging over the rotational
states in the room-temperature ensemble. The approach enables the expectation value 〈cos2θ〉 to be calculated, where θ is
the angle made with the initial alignment axis. By common convention, this quantity is used as a measure of the degree of
wavepacket alignment where 〈cos2θ〉 = 1

3 corresponds to an isotropic distribution.
15For the temporally evolving rotational

wavepacket, this property can be plotted as a function of pulse delay time (see Fig. 15(d) and (e)). For convenient comparison
to the experiment, the 〈cos2θ〉 axis runs in the reverse direction, as the experiment probes ‘anti-alignment’ with respect to
the aligning pulse (i.e. the pump pulse is perpendicular to the detection axis and the probe pulse parallel). The FFT of the
temporal evolution model then gives the relative amplitudes of the beats considered earlier in Fig. 14(a) and (b).
These wavepacket models can be compared to the plots in Fig. 15(a)–(c), which are for a pump-probe experiment carried

out using the same experimental technique as in Section 5, where the pump pulse is perpendicular to the detection axis
and the probe is parallel. The PD and low energy CE yields may be compared with those in Fig. 7, displaying established
vibrational wavepacket dynamics. However, here a significant yield of high energy CE (>5 eV per deuteron) is also observed,
and the integrated yield of this high energy band is plotted in Fig. 15(c). The integrated yield has, noticeably, no vibrational
characteristics present! This is because the majority of the data in this high energy band is displaying CE imaging of the
D2 molecule where the fragments are at high energy due to the small internuclear separations at which CE occurs. This
becomes clear when one considers the electronic surfaces in Fig. 3, where the D2 bond in v = 0 exists at smaller R than the
D+2 ion. This direct CE imaging technique is therefore used to image an impulsively created rotating wavepacket, and the
small extraction aperture of the system acts to probe<2 degrees angular acceptance at these high energies of>5 eV.
Therefore, in this particular experiment, rotational wavepacket motion is being probed orthogonally to the initial align-

ment axis, where a peak is effectively a measure of anti-alignment and a dip infers orientation along the initial alignment

15 Using spherical polar coordinates, θ is the polar angle and for an isotropic distribution symmetry is assumed about the azimuthal angle φ, and thus
〈cos2θ〉 =

∫
cos2θdΩ/

∫
dΩ = 1

2

∫ π
0 cos

2θsinθdθ = 1
3 .
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Fig. 15. Vibrational and rotational wavepacket signatures in 12 fs pump-probe studies on a D2 target. The vibrational dynamics from experimental studies,
in plots (a) and (b), sit on a backgroundmodulation due to rotational effects. By comparison with simulations of rotational wavepacket alignment in (d) D2
and (e) D+2 (measured by 〈cos

2θ〉) for a 12 fs and 2× 1014 W cm−2 pulse, it can be seen that the rotational effects are characteristic of the D2 molecule, in
keeping with Fig. 14. The 〈cos2θ〉 axis is plotted in reverse direction for convenient comparison to the experiment, whichmeasures wavepacket orientation
perpendicular to the alignment axis, by probing orthogonal to pump direction. (c) The integral of the high energy products (>5 eV) arises solely from CE
of the D2 system (at small R) and displays excellent correlation with D2 rotational theory. This implies that the pump pulse can create either a vibrational
wavepacket in D+2 or a rotational wavepacket in D2 , with the probe imaging both wavepackets via PD or CE.

axis. The peak followed by a dip in the 550–600 fs region in Fig. 15(c) is thus a retrieval of the initial alignment conditions
and this is the rotational revival, due to the re-phasing of the rotational beats.
Comparison of the wavepacket theory and the experimental yield serves to further confirm the periodic D2 signatures,

rather than D+2 . The revival should occur at (2Bc)
−1 and for D2 this is∼550 fs. Since the revival time interval is the time taken

to return to initial conditions, this can be measured as the centre of the peak-dip near t = 0 to the centre of the peak-dip
at the revival and this time is clearly consistent with the (2Bc)−1 value. At around 270–300 fs in both experiment and D2
theory there is another revival-like structure for the rotational wavepacket. This structure implies that the molecule is first
orientated along the alignment axis (dip in the signal) and then perpendicular to the alignment axis (peak in the signal). The
degree of alignment is of the same magnitude as the revival, but it is not strictly a full retrieval of initial conditions in the
temporal progression. Occurring after 12 (2Bc)

−1, it is the half revival of the rotational wavepacket. Other fractional revivals
can be seen as smaller modulations in the 〈cos2θ〉 value, at 14 and

3
4 multiples of the revival time.

Now having fully characterised the presence of D2 rotational motion (and the lack thereof of periodic coherent D+2
rotations), Fig. 15 can be used to address what is a complex aspect of such pump-probe experiments. From the analysis
of the data presented in this report, it appears that the pump pulse can create either a coherent rotational wavepacket in D2
or a coherent bound vibrational wavepacket in D+2 . The probe pulse can access either wavepacket by CE or by PD. For the
vibrating D+2 wavepacket, direct PD or CE images the vibrating D

+

2 ion. For the rotating wavepacket, CE and PD occur after
the intermediate stage of D+2 (or by direct recollision induced ionisation of D2 to give CE products).
So, the experimental yield that is observed appears to be effectively due to two separate experimental ensembles where

the separate vibrational studies of D+2 [24,70] and rotational studies of D2 [26,27] make use of the same imaging channels
(referred to as PD and CE in this article). It is therefore difficult to experimentally isolate the D+2 vibrating wavepacket from
the D2 rotational wavepacket imaging. One possibility is to make some background subtraction of the purely rotational
contribution, as found in the higher energy CE fragments, from the lower energy CE and PD yields. This has been done
elsewhere [24] and provides a useful approximation to extracting isolated signatures of D+2 vibrations from the data.
However, this method does not strictly direct the dynamics or isolate the wavepacket motion occurring in the experiment
but rather selectively extracts desired signatures from the data. Nonetheless, in the experimental work reported to date the
rotational background has been much smoother and slowly varying than the vibrational data and thus has not significantly
clouded the elucidation of the vibrational dynamics [24,70,71].
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Fig. 16. Rotational wavepacket motion in D2 over a picosecond (ps) time range. (a) Simulated wavepacket alignment for a 12 fs pump pulse. Experimental
observations for aligning pulses of 12 fs, 40 fs and 100 fs durations are shown in (b), (c) and (d) respectively. The probe pulse was 12 fs in each case. The
data points were taken in steps of 3 fs and the 3 point average is plotted (solid line in each plot) to guide the eye, displaying good correlation with the
simulated progression of wavepacket motion.

It is important to stress that this is not to say there are no rotational effects in the D+2 ion, rather that there are no periodic
retrievals of alignment. Indeed, one may notice that the PD yield in Fig. 15 appears to be particularly dipped around the first
50 fs, more so than at any later times where D2 alignment is retrieved. This effect may be due to transient alignment of
D+2 [42], where the aligning pulse induces an initial rotational motion but there is no consequent revival due to the broad
distribution of active vibrational states, eachwith their own rotational constants. That is, the D+2 ion is created in such a large
range of vibrational states, each with an associated range of rotational states, that the range of ro-vibrational contributions
may in fact average out to give an effectively isotropic distribution. Thus rotational motion can occur in the D+2 ion, but it is
not coherent and thus no periodic signatures are retrieved. This is consistent with results seen in [24,42].
Also, the rotating D2 that has been observed appears to vibrate incoherently, although it should be noted that coherent

vibrational motion can be initiated in D2 if shorter pulses [99,100] are used.
It has been shown in this section that the rotational wavepacket dynamics in D2 can be isolated from vibrational

signatures by observing high energy Coulombexplosion fragments and this has been shown tomatchwellwith the predicted
wavepacket dynamics. This can be further studied by varying the duration of the pump pulse and keeping the probe fixed to
image the rotational wavepacket structure, providing results as shown in Fig. 16. The pulse durationwas stretched using the
technique discussed in Section 7, resulting in lower peak intensities for longer pulse durations. In the figure, a three point
averaging has been applied to display the solid lines on each plot of experimental data.
It is very interesting to observe that the initiation of coherent rotational wavepacket motion in D2, can be achieved with

up to 100 fs pulses. This may be a little surprising given that such rotational wavepacket motion has only been resolved
in detail relatively recently,and this was achieved with <15 fs pulses [26,27,42]. However it follows that the limitation in
achieving these observations previously was actually in the probe pulse duration required to take an ultrafast snapshot of
the rotating structure.
From the data shown here, there has been a clear indication of rotational wavepacket structure and the underlying

dynamics are nowwell understood. As the temporal evolution of wavepacket dynamics has been themain focus, the degree
of alignment has not been directly extracted from the experimental data but the comparison with the 〈cos2θ〉 plots shows
excellent agreement. The results shown here are consistent with a recent study of D2 alignment using 12 fs pulses [24] and
in two other recent studies 10 fs [26] and 8 fs [42] aligning pulses have been used. In [24,26] the pulse peak intensities were
2×1014Wcm−2 and in [42] the intensity was 3×1014Wcm−2. The latter two studies have directly sought ameasure of the
〈cos2θ〉 parameter, returning maximum values of∼0.41 and 0.36 respectively. This is consistent with the results in Fig. 16,
where the longer pulse duration of 12 fs is simulated to provide amaximal alignment upwards of 0.4. Therefore, the 8 fs pulse
appears to provide less impulsive alignment as the field is not on for long enough, and the longer pulse durations provide
slightly improved alignment. However it is important to stress that themaximum degree of alignment is still relatively small
compared to larger, more polarisable molecules where impulsive alignment provides a very clear scheme for ensemble
alignment (for example see [95]). Nonetheless, it is a significant achievement that the coherent rotational motion of this
fundamental fast molecule has now been induced and imaged in a time-resolved experiment; owing especially to the short
probe pulse duration.
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Fig. 17. ‘Quantum carpet’ of an impulsively aligned D2 rotational wavepacket. (a) Experimental observation. The angle between the pump and probe
pulses was varied to selectively image different angular sections of the wavepacket. (b) Quantum model of temporally evolving angular dependence of
wavepacket with respect to the 12 fs alignment pulse. In (a) and (b) the colourscale represents the yield and probability density, thus providing good
comparison between experiment and theory. Low yield/probability is represented by black, to purple and then the values increase across the visible
spectrum to the higher yields being shown as red.

12. Angular dependence of D2 rotational wavepackets

Even though the degree of molecular alignment may be small, the structures of alignment and rotational revivals can
be clearly resolved in the experiments. In the data shown in this article, the wavepacket probing was carried out along the
TOFMS detection axis, thus imaging only a slice of a few degrees of the molecular ensemble.
The full angular dependence of the impulsively induced rotational wavepacket can be measured by manipulating the

relative orientation of pump and probe pulses, availing of the small angular acceptance of the TOFMS. By keeping the
probe pulse polarisation in the plane of the detector, the resulting high energy CE fragments will provide imaging of the
wavepacket. The pump pulse polarisation may then be rotated to some angle θ with respect to the probe axis. Thus the
probe will be imaging the wavepacket at an angle θ to the initial alignment axis. By rotating θ through a full range of values
a full picture of the angular dependence of the wavepacket can be retrieved.
The results from an experimental implementation of this technique are shown in Fig. 17 and comparedwith a theoretical

distribution, the so-called ‘quantum carpet’. This technique has been recently demonstrated [27] and provides excellent
characterisation of the rotational wavepacket in D2. The particular example shown in Fig. 17 is for a 12 fs aligning pulse and
is shown around the region of the first half revival. The vertical cut through the colourmap at θ = 90 degrees is equivalent
to the high energy CE yield in Fig. 15 between 220 and 340 fs. The colourscale runs from the low yield/probability being
represented by black/purple with values increasing across the visible spectrum to the higher yields being shown as red.
Thus at 270 fs there is strong probability of orientation along the initial alignment direction and low probability of alignment
orthogonal to pumppulse orientation. At around310 fs this distributionhas then shifted to nowgive an enhancedorientation
orthogonal to the alignment direction (90 degrees) and a suppressed probability of alignment at 0 degrees. The repetition
of the data through 180 degrees to 360 degrees provides a useful eye guide for comparison to theory, providing excellent
agreement and further characterising the fast rotational wavepacket motion.

13. Vibrational excitation of D2

In the aforementioned recent pump-probe studies of D2 [26,27,42], rotational wavepacket motion has been identified
but there has been no indication of coherent vibrations in D2. There is, however, a recent exception to this where signatures
of vibrational motion in the neutral molecule have been observed [99].
First, it is instructive to note that at room temperature, the D2 molecule is in its ground vibrational state v = 0, and in

the absence of any external interaction there is clearly no coherent vibrational motion. We recall that in order to induce a
dynamic coherent wavepacket, it is desirable to create a superposition of states on a sub-vibrational timescale. For example,
in D+2 it has already been seen that vibrational wavepacket excitation can be initiated via ultrafast tunnel ionisation where
the projection of D2 (v = 0) onto the 1sσgD+2 surface results in a broad superposition of vibrational states. It is the relative
evolution of the phases of these eigenstates that leads to the motion of the wavepacket and indeed the de-phasing and
revival dynamics that have been discussed in this report. In D2 however, it is not initially clear as to how one may initiate a
coherent wavepacket in an analogous manner and, as will now be discussed, an alternative mechanism (to ionisation) may
occur to excite the wavepacket.
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In a pump-probe experiment reported by Ergler et al. [99], D+2 ions and D
+ ions (from the D+ D+ dissociation channel)

were detected as a function of pump-probe delay across a time range in excess of 1 ps, using two 7 fs pulses with peak
intensities at 4 × 1014 W cm−2. Across the full time range, the D+2 yield was found to continually oscillate with a period
of 11.10 fs and the yield of D+ ions was conversely modulated with the same periodicity. This period is fascinatingly
consistent with the spectroscopic frequency difference between v = 0 and v = 1 in D2, which corresponds to a timescale
of 11.14 fs [101].
Recalling the discussion in Section 9, it therefore appears that the oscillation in the experimental data is due to a ‘beating’

between these two eigenstates. Indeed, if one were to explicitly evaluate Eq. (4) (page 25) for a superposition of just two
eigenstates, it is clear that a single frequency will govern the subsequent wavepacket motion, given by the frequency
difference of the two states. So from this experimental evidence, it appears that a dynamic wavepacket can be induced
through vibrational excitation of D2, into a superposition of v = 0 and v = 1, but how does this occur?
A recent theoretical study led to a proposed mechanism for this, through ‘lochfraß’ [100] (the German word for eating a

hole or pitting corrosion). In this innovative article, the authors assert that wavepacket formation in the neutral molecule
can occur due to a ‘pronounced dependence of the strong-field ionisation rate on the internuclear distance’. Basically, for the
pump pulse interaction under appropriate conditions the probability of ionisation to D+2 increases towards larger R values
and this interaction acts to modulate the D2 wavepacket, effectively shifting the remaining population towards smaller
R. After the ultrafast pump pulse interaction, the wavepacket that remains on the ground electronic surface of D2 is no
longer exclusively in the v = 0 eigenstate and now resides in a coherent superposition of v = 0 and 1. Thus a vibrational
wavepacket will subsequently execute oscillations back and forth across the groundstate electronic surface of D2. The probe
pulse interaction then tracks this motion back and forth across the potential, where the yields are modulated with the
periodicity of the wavepacket oscillation.
Since the wavepacket oscillates with a single frequency, a viable application for future pump-probe studies in the gas

phase would be to use the D2 oscillation for precision timing. This could be conducted for any pump-probe study in the
gas phase, where a small amount of D2 gas could be mixed in with the target and thus the oscillation in D+2 yield would
provide a known reference timescale (i.e. an fs ‘molecular’ clock). Further to this, the lochfraß mechanism also provides a
more general scheme for initiating vibrational wavepackets in neutral molecules beyond the hydrogen diatomics (e.g. in hot
I2 molecules [102]).

14. Future outlook

This report has conveyed key aspects of recent pump-probe experiments which have provided time-resolved mapping
of molecular wavepacket dynamics in hydrogen molecules, using ultrashort femtosecond laser pulses. These studies have
enabled wavepacket motion to be initiated then, following evolution in a field-free environment, to be tracked as a function
of time, with results providing rich information about the molecular dynamics.
In the past few years, other strides have been made in studies of these fundamental molecules in intense laser fields. For

ionisation and fragmentation events there have been detailed investigations of pathways and energetics for both neutral
targets (e.g. [28–31]) and ion beams (e.g. [34–39]). Beyond this, other exciting advances are now being made in short pulse
studies of imaging/controlling molecular dynamics.
In recent experiments, the laser-induced electron re-collision process has been utilised as a probe of molecular evolution

in the presence of the laser field. A re-colliding electronwavepacket effectively provides a sub-cycle (attosecond) probe that
can image H+2 (or D

+

2 ) bond evolution via fragmentation or via high-harmonic generation. The former technique is dubbed
the ‘molecular clock’ scheme and was developed by Niikura et al. [52,53] in the group of Corkum and Villeneuve at the NRC
(Ottawa), with a useful complementary discussion given in [103]. The latter techniquewas pioneered by Baker et al. [55,104]
in the group ofMarangos and Tisch at the Blackett laboratory, Imperial College (London) and has been allocated the acronym
‘PACER’, standing for ‘probing attosecond dynamics by chirp-encoded re-collision’. A useful review of molecular imaging
using re-colliding electrons is given in [105], where tomographic imaging [106,107] of molecular structure is also discussed,
as well as the aforementioned re-collision techniques for temporal evolution studies.
These innovative re-collision techniques provide excellent information on molecular evolution, but are naturally

restricted to observing dynamics which occur in the presence of a strong driving field. A proposed extension to the PACER
technique is to first excite the molecule with a pump pulse, allow it to evolve field-free, and then use a probe pulse to
generate high-harmonics which provide a measure of wavepacket autocorrelation [108]. This would enable high-harmonic
techniques for tracking longer term wavepacket evolution. This is an interesting prospect but will not necessarily retrieve
any significant information on wavepacket dynamics that has not already been elucidated in the pump-probe schemes
outlined in this report.
An elegant progression from the mapping of wavepacket dynamics reported here, would be to demonstrate coherent

ultrafast control over the wavepacket motion. Intense-field induced control over the vibrational superposition has been
proposed [84], where theoretical studies have established schemes for non-destructive manipulation of wavepacket
amplitudes and phases; therein coherently controlling the wavepacket motion. This is in the spirit of existing coherent
controlmethods (e.g. see [109–111]) but is being carried out atmuch higher laser intensities and on a previously inaccessible
timescale. The superposition may be vibrationally cooled [84] or driven towards tailored distributions such as a single-state
population [83] or a two-state superposition [79]. A so-called ‘quantum chessboard’ has been used to provide an overview
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of the range of outcomes for such intense-field control and, in particular, highlights the ability to create either exclusively
even or exclusively odd states [66]. Althoughmuch consideration has been given to techniques for implementing such state-
selective control [82], experimental verification has remained difficult to achieve [113]. It should be noted in this context
that control of the nuclear (vibrational) wavepacket has been demonstrated to an extent, through selective dissociation of
the molecule [47,69,112].
Perhaps a more notable form of wavepacket control is the ability to guide the electron, where one interesting scheme

is to seek localisation of the electron on a chosen nucleus during the molecular break-up. A landmark experiment by Kling
et al. [49], in a research collaboration between the groups of Vrakking (Amsterdam) and Krausz (Garching), has provided
proof-of-principle evidence for such control and this has stimulated significant theoretical interest [114–117] in optimising
the ability to steer the electron localisation. Indeed for studies in hydrogen diatomics, this is a process that should benefit
significantly by availing of the nuclear wavepacket properties that have been discussed in this report. This a promising area
of study and should see significant advances in the next few years, building on the work reported here.
Such schemes that have been established and fine-tuned in fundamental systems will also find applications in larger

molecular targets. Spectral pulse shaping techniques are currently providing experimentalists with an adaptive tool
[118,119] for targeting the cleavage of specific chemical bonds (e.g. in amino acids [120]) and shorter pulse durations may
even enable ultrafast electron transport processes to be studied [121]. This builds on the existing application of femtosecond
lasers in gas-phase chemistry [122] and other pump-probe spectroscopy studies [123]. Such studies in larger molecular
systems showparticular promise in the context of new laser and X-ray technology and it is inmolecules of biological interest
that some of the most significant benefits promise to be realised.
Prior to this, it will be of paramount importance to establish fundamental mechanisms by testing out new laser

technology on fundamental molecular targets. Moreover the new sources for ultrafast X-ray pulses [124,125] and high-
harmonic attosecond pulses [126–129] promise to probe hydrogen diatomics with wavelengths comparable to the nuclear
separation and on timescales comparable to the electronic motion. For example, an extremely attractive extension to the
work reported here would be to probe the D+2 vibrational wavepacket with an attosecond pulse, as proposed in [89], leading
to potentially unprecedented resolution in the imaging of the wavepacket. With ongoing advances in laser technology such
progress should be realised in the near future. Indeed, the ‘ultrafast’ progress in this field of research is epitomised by a
few articles published during the proof stage of this report. There has been new insight into dissociative double ionisation of
D2 [132], the use of an attosecond pump pulse in D+2 wavepacket studies [130] and the application of vibrational wavepacket
dynamics in few-cycle pulse studies of electron localisation [133,134].
We fully expect that the hydrogen diatomicswill continue to act as a crucial test-bed for formative studieswith new laser

technology and that they will be subjected to further intensive time-resolved studies using few-cycle CEP-locked IR pulses
and XFEL/attosecond pulses. Advances in ultrafast pulse technology promise the next exciting step forward in time-resolved
molecular dynamics; imaging and controlling the motion of the electron.
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