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Abstract: The importance and use of text extraction from camera based coloured
scene images is rapidly increasing with time. Text within a camera grabbed image can
contain a huge amount of meta data about that scene. Such meta data can be useful for
identification, indexing and retrieval purposes. While the segmentation and recognition
of text from document images is quite successful, detection of coloured scene text is a
new challenge for all camera based images. Common problems for text extraction from
camera based images are the lack of prior knowledge of any kind of text features such
as colour, font, size and orientation as well as the location of the probable text regions.
In this paper, we document the development of a fully automatic and extremely robust
text segmentation technique that can be used for any type of camera grabbed frame be
it single image or video. A new algorithm is proposed which can overcome the current
problems of text segmentation. The algorithm exploits text appearance in terms of
colour and spatial distribution. When the new text extraction technique was tested
on a variety of camera based images it was found to out perform existing techniques
(or something similar). The proposed technique also overcomes any problems that can
arise due to an unconstraint complex background. The novelty in the works arises
from the fact that this is the first time that colour and spatial information are used
simultaneously for the purpose of text extraction.
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1 Introduction

The term document in no longer confined to scanned pages and any camera based

image can be subject to operations like text information extraction (TIE) for

applications such as optical character recognition (OCR), image/video indexing,

mobile reading system for visually challenged persons etc. TIE is one of the

most important aspects of traditional document processing and new challenges

have surfaced with camera based coloured scene images. TIE from camera based

scene images is a very difficult problem because it is not always possible to

precisely define the features of text in a coloured scene image due to the wide

variations in possible formats; for example, geometry (location and orientation),

colour similarity, font and size. Moreover, camera based images can be subject to

numerous possible degradations such as, blur, uneven lighting, low resolution and

contrast which makes it more difficult to recognise any text from the background

noise.

There are two main areas of research in the area of text retrieval that

are popular amongst researchers. One is OCR and other is text segmenta-

tion. Recent development in the OCR techniques shows very high accuracy

[Agrawal and Doermann 2008, Bieniecki et al. 2007, Kunte and Samuel 2007] in

text recognition for well segmented characters or words. However its perfor-

mance can be degraded by the presence of background noise. This is the main

reason for the growing demand [Laine and Nevalainen 2006] for good text seg-

mentation techniques. It has to be noted that text segmentation alone can not

solve the requirement unless the segmentation information is used by the OCR.

In this research the use of any kind of OCR information is strictly avoided

which makes the techniques presented here useful as a preprocessing step be-

fore using OCR. Indeed the use of different fonts, size, colour etc. are not the

major constraint for OCR to perform as required. Moreover, many researchers

have done multilingual OCR for identifying characters from the union of the al-

phabet sets of two different languages [Peng et al. 2006, Chau and Hsing 2002,

Jawahar and Kumar 2003]. To promote this feature of the OCR it is very much

required to have a good text segmentation technique independent of language

specific tuning. The set of techniques proposed here are developed without any

kind of language specific information.

The accuracy of a text segmentation technique can be measured using a

function of false positive and false negative error. The amount of text that has

not been recognised counts as a false negative error and the inclusion of back-

ground noise is counted a false positive error. False negative error also creates

inconsistency in run-time training based OCR. To reduce the false negative error

this paper proposes a novel technique of use the spatial and colour information

together. In brief this paper is organised as follows. Section 2 describes relevant

past research. The techniques proposed in this paper for text extraction are de-
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tailed in Section 3. Section 3.1 details new colour information can be extracted

from the image for text segmentation. Section 3.2 and 3.3 mainly describe the

preprocessing steps required for text segmentation. Here novel methodologies

for edge enhancement are proposed that are particular useful for camera based

document processing. Section 3.4 details how the spatial information is utilised

for text segmentation. The novelty of this research is that colour features alone

can not be used to extract the text region. Rather meta data which is later

merged with the spatial features to segment the text region. Section 3.5 and 3.6

are mainly for postprocessing which includes regrouping of the text blocks and

noise removal. Section 4 contains experimental results followed by a conclusion

in Section 5.

2 Past Research

Due to the immense potential TIE has for commercial applications, research in

this area for camera based colour scene images is being pursued both in academia

and industry. There are many reports in the literature regarding different tech-

niques that researchers are pursuing to overcome the current challenges. The

survey paper by Jung et al. [Jung et al. 2004] provides a good overview of dif-

ferent techniques. Generally the TIE techniques can be broadly divided into

two classes; i) region based and ii) texture based methods. Region based meth-

ods are bottom up approaches where connected components (CC) or edges are

found on the basis of their perceptive difference with the background. This is

followed by merging the CCs or edges to get text bounding boxes. Some of the

CCs and edge based methods are described in [Liu et al. 2005, Jain and Yu 1998,

Lee and Kankanhali 1995, Messelodi and Modena 1992, Zhong et al. 1995]. The

second broad class of techniques are known as texture based methods. The ba-

sic understanding for texture based methods is that typically text in an im-

age has distinct textural properties that distinguish it from the background.

Some of the representative methods are given in [Bae and Kin 1999, Jung 2001,

Li et al. 2000, Wu and Manmatha 1999]. Different tools used for texture analy-

sis include the Gabor filter, Fast Fourier Transform and wavelets.

Tianqiang et al. [Tianqiang et al. 2008] proposed a technique to find out

the text blocks based on the a 2-D feature vector derived from the image. Af-

ter getting the fixed blocks they have normalised the feature and used min-

max clustering to classify the blocks. Once the classified pixel blocks are clus-

tered they used connected component analysis to find CCs. The did not con-

sider those images where the text is tilted. Moreover this method is not very

suitable for detecting the multi font text blocks simultaneously. Colour based

text segmentation technique from the camera images is used by Thillou et al.

[Thillou and Gosselin 2005] and they faced the main problem associated with
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their method is the lack of the special algorithm. Their method is very much

dependent on the colour of the text and the accuracy of text detection degrades

with the lesser chromaticity. Ma et al. [Ma et al. 2007] tracked the text block

in video considering that text are fixed in video whereas background is moving.

Then they calculated the text stroke features for the text. Their method is very

good for retrieval of the subtitle from the video where the position of the proba-

ble text, font, colour everything is fixed. However, it is very much dependent on

the tuned parameter and may not suitable for still images and videos that con-

tain different variation of texts. A hybrid colour-based segmentation approach

has been taken by Fie et al. [Fei et al. 2008] to segment the text. Colour seg-

mentation is done first followed by a gradient segmentation for extracting the

text for a specific application. Their method is not robust for detecting multi

font texts as well as extracting text from complex background.

3 Proposed Work

In spite of the source and quality of an image and a lack of knowledge about the

language used within the image, humans can easily identify written information

from a video or an image. It is quite interesting and important in our research

that humans first extract the text and then try to recognise its lingual meaning.

In this research, we aim to exploit some of the properties of text which is common

among different languages. The major advantage of our work is that it is optical

character recognition independent which is not the case for most of the research

described in Section 2. Written text has generally some distinct property that

can help humans to correctly locate it on camera based images (still or video)

[Chowdhury et al. 2009]. Even lack of familiarity with the alphabets for different

languages does not create a problem for such recognition. A few of the properties

are listed.

1. Easily distinguishable text colour that is significantly different from the back-

ground.

2. Boundaries of the characters are smooth, that is, there are not many pro-

trusions.

3. For a character, in a single row scan there exits at least one colour band

covering the characters stroke-width.

These three observations have led us to develop a new technique for extraction

of text from an image. A detailed description of how to segment the colour

chains belonging to text within an image is given in Section 3.1. Cameras tend

to have variable resolution and different focal points, in some cases the edges

of the text within the images may be blurred. To enhance such edges locally
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an edge enhancement technique was used. This is explained with examples, in

Section 3.3. This edge enhancement technique does not depend on the spatial

relation of the text. Sometimes this edge enhancement technique can not perform

well because of the coarse texture is present in the scene. In the region of the

coarse texture, intensity values in all the colour planes demonstrate frequent and

periodical variation in small scale. This create frequent gradient changes in the

colour planes which does not suit to our edge enhancement technique. To avoid

the effect of the coarse texture we have smoothen the coarse texture throughout

the image that is described in Section 3.2. Typically, an image should have an

coarse textures removed and then the edges should be “de-blurred” (Section 3.3)

before the analysis detailed in Section 3.1 is carried out.

The unique approach of our technique is to correlate the colour based seg-

mentation methodology and the spatial distribution based pattern detection

which is not prominently reported in any other research. Individually, colour

segmentation and spatial distribution based pattern detection are two consecu-

tive processes and the later one is carried out once it is fully segmented from the

colour domain to binary domain. In our approach we have merged these two and

either segmented the colour image in only the horizontal direction and matched

the pattern of this segmented portion (Section 3.4) in the vertical direction or

vice-versa. Following this, it is then possible to regroup probable text blocks,

this is detailed in Section 3.5. This is then followed by the removal of non text

block in Section 3.6. Thus this research work is different from other approaches.

3.1 Colour Chain Segmentation

One very interesting fact about all kinds of written characters invented by human

and used by all the people in this world, is that they can be written using a set

of strokes by a pointing device which may be pen, pencil or piece of wood. In

mathematics the term stroke is a vector having a guided direction. The meaning

of stroke is that there should a narrower width perpendicular to the direction

of the stroke. Here in this research we are interested about that stroke of the

pointing device. If the stroke is in horizontal direction then the stroke width will

form along the vertical direction and for vertical stroke, stroke width will be in

the horizontal direction. For any angle in between the horizontal and vertical

direction the stroke will have both horizontal and vertical components. Here we

have tried to find out the possible stroke width of the characters. As there is no

prior knowledge of the text location in the image, stroke needs to be searched

in the whole image. To link consecutive pixels in the same direction, colour

chains are segmented from that image by exploiting the general text properties

described earlier. Which are easily distinguishable text colour, smooth boundary

of the text and having a stroke-width of the same colour.
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Let us define a colour image F as a two dimensional function of three colour

values that range from 0 to (L − 1). FR(i, j), FG(i, j) and FB(i, j) represents

the red, green and blue colour component of ith row and jth column position

pixel. The colour euclidean distance between two pixels with (i1, j1) and (i2, j2)

coordinates is E((i1, j1), (i2, j2));

E((i1, j1), (i2, j2)) =

√ ∑
∀X, X∈{R,G,B}

[FX(i1, j1)− FX(i2, j2)]
2 . (1)

For segmenting the colour chains, the threshold values for checking colour

similarity is kept at 30% in each colour plane and the euclidean distance among

two colour values is kept at 45% of the farthest possible euclidean distance

(
√
3L). It has to be noted that the colour chains are segmented from the image

in both of the horizontal and vertical direction separately. These two results of

orthogonal analysis will be merged in Section 3.5. Now consider two consecutive

pixels (i1, j1) and (i1, j1+1) along the same row. These two pixels will be assigned

to the same chain if the following conditions are satisfied;

|FX(i1, j1)− FX(i1, j1 + 1)| < 0.3L ∀X, X ∈ {R,G,B} (2)

E((i1, j1), (i1, j1 + 1)) < 0.45(
√
3L) . (3)

A visual representation of colour chains is shown in the Figure 1(c). Consec-

utive colour chains in the same row have been labelled with alternative black

and white runs. Figure 1(a) illustrates the original image with a marked region.

Figure 1(b) and (c) are the magnified images of the marked region and colour

chains into that region.

(a) (b) (c)

Figure 1: (a) Camera image with a marked region (b) Details of the marked

region (c) Details of the colour chain segmentation result in the marked region
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3.2 Coarse Texture Removal

In the process of colour chain segmentation some difficulties may be encountered

because of smooth transitions at the edge of character components e.g. due to

image blurring. An image may suffer from blur, it can also contain coarse texture

where coarse texture is defined by the small periodical variation of the intensities

in different colour planes. Our proposed edge enhancement works on the gradient

and it requires a prominent gradient for enhancing the edges. Coarse textures

can create problems when measuring the actual gradient of the object of interest.

Thus it is necessary to reduce any coarse texture in the image.

In our technique coarse texture is removed in each of the red, green and blue

colour planes of the image. As described earlier, colour chain segmentation is

done separately in both of the horizontal or vertical directions, coarse texture

also needs to be removed in the same direction. Assuming segmentation in the

horizontal direction, let us define the horizontal gradient value function GV X
H

and horizontal gradient sign function GSX
H on a particular colour plane X. We

may write;

GV X
H (i, j) = FX(i, j)− FX(i, j + 1) ∀X, X ∈ {R,G,B} (4)

GSX
H (i, j) =

⎧⎨
⎩

−1 GV X
H (i, j) < 0

0 GV X
H (i, j) = 0 ∀X, X ∈ {R,G,B} .

1 otherwise

(5)

To find the coarse texture, we need to determine a consecutive pair of points

where the changes of the gradient value is either positive to negative or nega-

tive to positive. For coarse texture removed in the horizontal direction, let us

assume that such pair of points are based at (i, j1) and (i, j2) (j1 < j2) where

the condition is GSX
H (i, j1) = GSX

H (i, j2) and at least one of the following two

conditions will hold

GSX
H (i, j1 − 1) = GSX

H (i, j2 − 1) = −GSX
H (i, j1) (6)

GSX
H (i, j1 + 1) = GSX

H (i, j2 + 1) = −GSX
H (i, j1) . (7)

Consecutive pair means that there should not be any other point (i, j3) such that

(j1 < j3 < j2) for which the above conditions are true. From the well known

Roll’s theorem, it can be claimed that there exists one point (i, j4) (j1 < j4 < j2)

such that any of the following conditions satisfies

GSX
H (i, j1) = GSX

H (i, j4 − 1) �= GSX
H (i, j4) (8)

GSX
H (i, j1) = GSX

H (i, j4 + 1) �= GSX
H (i, j4) . (9)

Then it is possible to determine that there is a coarse texture in between (i, j1)

and (i, j2) if the equation Eq.10 and either of the equations among Eq.11 and
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Eq.12 holds;

−0.08L < (GSX
H (i, j1)−GSX

H (i, j2)) < 0.08L (10)

−0.08L < (GSX
H (i, j1)−GSX

H (i, j4)) < 0.08L (11)

−0.08L < (GSX
H (i, j2)−GSX

H (i, j4)) < 0.08L . (12)

If the above conditions satisfy then it may be concluded that the coarse texture is

detected in between the points (i, j1) and (i, j2). To remove this coarse structure

all the intermediate pixels (i, j3) such that (j1 < j3 < j2) are replaced with

linearly interpolated values of FX(i, j1) and FX(i, j2) based on the distance.

3.3 Edge Enhancement

Prior to colour chain segmentation it is necessary to perform edge enhancement

to be performed in the image before. This is really a preprocessing operation

to ensure there are to make the sharp transitions at the edges of any text or

object within the image which will aid the detection. Popular edge enhancement

techniques like the sobel filter enhances the edge using the intensity informa-

tion of a pixel eight neighbour pixel values. In our case this is not sufficient as

edges are continuously changing with a small gradient. In some applications the

stabilised inverse diffusion equation is used by Pollak et al. [Palloak et al. 2000]

can be used to enhance the edges. This algorithm is good for images where the

number of different regions are known a priory, which is also not applicable in

this research.

Thus we propose a two pass enhancement technique for the enhancement of

the edges. In the first pass, all the fluctuating but prominent gradient transi-

tions will be enhanced. This is known as light edge enhancement (LEE) and the

objective is to find a set of consecutive candidate points and enhance the edge

between them. LEE needs to be operated in the same direction that we want to

segment the colour image. In LEE, the first step is to obtain the set of candidate

points thus, it is necessary to consider all points in the raster scan direction.

To obtain a set of candidate points, start from a position (i, j) and store

the initial gradient sign value in SR, SG, SB . Continue to check the gradient

until there is no other point (k, l) consist of at least one colour plane Y (Y ∈
{R,G,B}), for which |FY (i, j) − FY (k, l)| ≥ 0.3%L. At any point (p,q) the

gradient checking condition for continuing accumulation in the candidate points

is GSX(p, q) = SX or |GV X(p, q)| < 0.05L where (X ∈ {R,G,B}). Once

this condition is not fulfilled, LEE stops and starts a new search from the next

point. On availability of a set of successful and consecutive candidate points we

find the point which is in the middle of the total colour distribution among the

candidate points in the Y plane which has the maximum change in colour value

between the maximum and minimum points. This middle point will come within
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the maximum and minimum colour valued points in Y plane. Using this point as

a gate we change all the colour values in minimum side with the minimum value

and with the maximum value in maximum side. Thus the edge information is

significantly enhanced. Figure 2(a) describes where LEE is required and Figure

2(b) illustrates the outcome of LEE.

(a) (b) (c) (d)

Figure 2: (a) (b) Input and result of LEE and (c) (d) Input and result of HEE

Next, on completion of the LEE, heavy edge enhancement (HEE) will be

carried out. The main difference between HEE and LEE is that HEE needs a

strictly positive or negative gradient throughout the candidate pixels for all three

colour planes. The condition for accumulating the candidate points for HEE is

GSX(p, q) = SX where (X ∈ {R,G,B}). After finding the candidate points, en-

hancement of the edge will be achieved using the same technique implemented

for the LEE. It is also necessary to find the colour mean point among the colour

distribution in the candidate points. The purpose of HEE is to find the consec-

utive points where the gradient is strictly of same sign for a colour plane. All

three colour planes need to follow this condition. Figure 2(c) describes where

HEE is required and Figure 2(d) is the outcome after HEE.

These edge enhancement techniques are used as a preprocessing step on the

camera images. An added advantage of this edge enhancement technique is that

it is also useful to remove or reduce motion blur from camera image sequences.

That allows us to treat images from the still camera and frames from the video

images in the same manner.

3.4 Spatial Distribution Based Pattern Detection

After the colour chain segmentation is performed on the enhanced edge image,

the next step is to link the chains vertically to get a two dimensional spatial

colour component. A number of features that have been observed on the vertical

distribution of the horizontal chains for a particular character are listed.

1. In a single row there exits at least one colour chain.

2. Horizontal chains cover the horizontal continuity of the characters.
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3. The size of the chains that are positioned vertically one after another, has

mainly three types of relation for different reasons such as:

(a) Almost of same size; This can be related to the same stroke width of a

character or the same length of a protrusion.

(b) Continuous change in size; The main reason behind this is circular bend-

ing in the character.

(c) Sudden change in size; this only occurs when there are protrusions that

come out of the character

4. The average colour values of two chains that are positioned one after an-

other vertically are almost the same unless written with high contrast colour

mixtures; this is not very common.

Based on these observations, horizontal chains are linked vertically to from a

two dimensional object. Let us number the chains chronologically 1 to N and

define three functions LC, RC and WC which represents the left most and right

most column positions and width of a chain. The average red, green and blue

colour values of the kth (1 ≤ k ≤ N) chain is denoted as AR(k), AG(k) and

AB(k). The function MIN selects the minimum value among a set of values.

For two vertical neighbour chains a and b (1 ≤ a, b ≤ N), the presence of a

vertical overlap can be established by either of (LC(a) ≤ LC(b) ≤ RC(a)) or

(LC(b) ≤ LC(a) ≤ RC(b)). If there is an overlap then the amount of vertical

overlap of a and b chains can be calculated by a function OV where,

OV (a, b) = MIN((RC(a)− LC(b)), (RC(b)− LC(a))) . (13)

If there is no vertical overlap among a and b then OV (a, b) = 0. The euclidean

colour distance function of the average colour of the two chains (a and b) is

defined as EC; where

EC(a, b) =

√ ∑
∀X, X∈{R,G,B}

[AX(a)−AX(b)]2 . (14)

To get a set of groups representing the characters fully or partially, we have

imposed two sets of conditions to link the selected chains vertically. Selection

of the chains are made on the basis of their widths. Chains having width more

than the width of largest possible character (WLC) are rejected. For any selected

chain c (1 ≤ c ≤ N), it is necessary that WC(c) ≤ WLC where, WC(c) is the

width of the chain c. This is to remove noise from the output and it is justified

as this whole process is carried out without having any resolution information.

Two further sets of conditions can be used to satisfy the observations 3a and

3b mentioned in this section. If a and b (1 ≤ a, b ≤ N) have to satisfy the first
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condition then there has to be a significant vertical overlap between them; such

that

OV (a, b) > 0.8MIN(WC(a),WC(b)). (15)

The second set of condition (Eq.16, Eq.17 and Eq.18) is used so that the flat-

tened part of the characters can be identified, for example to allow for bending.

Here, in addition to the first observation (1) with more relaxation, we have used

the average colour distance among the chains to exploit the observation number

4.

OV (a, b) > 0.5MIN(WC(a),WC(b)) (16)

|AX(a)−AX(b)| < 0.3L ∀X, X ∈ {R,G,B} (17)

EC(a, b) < 0.45(
√
3L) (18)

The output from this process is a set of candidate groups that contains

vertically linked chains. It is now necessary to restrict the number of candidate

groups before further processing is carried out. Any candidate group which has

a smaller number of chains than the smallest possible character (HSC) are

ignored. Now restriction of the candidature is the number of chains present in

that group. For each group the number of chains present are determined. This is

given by the function GC(m) where m is the group number. Thus the criterion

to be a candidate group is GC(m) ≥ HSC.

3.5 Regrouping of the Probable Text Blocks

In this part of work, all the candidate groups are used to form a two dimensional

matrix I which has the same dimension as the input image. For any position q,

if it is part of any chain belonging to a candidate group then we assign I(q) = 1

else I(q) = 0. Now using the methods described in Sections 3.1, 3.2 and 3.3,

vertically instead of horizontally a new set of vertical chains are obtained. Let

us define P as the number of vertical chains. Then let us determine the topmost

position TC(p) and bottom most position BC(p) for each chain where p is the

chain number and 1 ≤ p ≤ P .

Now with a vertical ortho-raster scan on I we find all the gaps on the series

of 1s or all the protrusions on the series of 0s having length less than HSC. All

the gaps of 0 are filled with 1 and all the protrusions are removed by 0. This

step is important to remove miss detection or some false extra detection among

the probable text bands.

The initial groups of chains GC will now be distorted and we need to regroup

these using the matrix I as a template. Using another matrix J of same size as

the input image, at any point q, J(q) = 1 if

XC = q | ∃XC, XC ∈ {LC(s), RC(s), TC(t), BC(t)} (19)
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where, (1 ≤ s ≤ N) and (1 ≤ t ≤ P ) otherwise J(q) = 0. Thus the matrix J will

contain all the transition points for both of the horizontal and vertical chains.

In Figure 3(a) an image is shown whilst its j matrix is illustrated in Figure 3(b).

Here the original image has a mark region for further description. If there are

multiple characters forming a text side by side then there are some additional

characteristics for that group of characters that can be observed such as:

1. If the characters are thin and the density of the characters are high then the

density of the number of chains in a particular region increases.

2. If there are many characters side by side then there exists repetitions of the

chains whose average colour value is similar to one another.

3. Spatial characteristics of the chains due to inter character space is almost

similar to that of characters.

It is possible to regroup the chains using the connectivity obtained from the

matrix I and chain density of transition points (1) present the matrix J . In

the new set of the groups, all the connected points having 1 in matrix I and

having similar density of 1 in matrix J , will get grouped. Different densities of

the transition points are shown in Figure 3(c) which is the magnified J matrix of

the region marked in Figure 3(b). Let us consider that U number of new groups

are formed and kth (1 ≤ k ≤ U) new group has density of transitions points

(obtained from matrix J) TD(k). All the groups have some spatial characteristics

based on the two dimensional spread of the member points. Denote the height

and width of the spread of member points and existence of the kth group as

HG(k) and WG(k) and EF (k). Then in the initial state EF (k) = 1 (∀k, 1 ≤
k ≤ U).

(a) (b) (c)

Figure 3: (a) Camera image (b) Horizontal and vertical transition points with a

marked region (c) Transition points detail of the marked region

All the groups are then checked and a group x (1 ≤ x ≤ U) will be removed

if any of the values in HG(x) or WG(x) is small and have a value lower than
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TD(x). This is done by exploiting the observation made on 1 and 3. Removal

of a group x is noted by making EF (k) = 0. Here the threshold values are

obtained easily if we consider that in most of the cases the aspect ratio of the

character bounding box varies within 0.5 to 2. And it is obvious that for any of

the horizontal or vertical scan line there should be at least two transition points

to define the boundary.

3.6 Removal of Non Text Blocks using Repetition Feature

Here our aim is to exploit the observation 2 made on Section 3.5. Towards that

goal we use each of the groups x (1 ≤ x ≤ U) which are the outcome Section 3.5

and not removed yet (EF (x) = 1). Using the points inside that group as mask,

we are recalculating horizontal chains as we have done previously on Section

3.1 on the edge enhanced image obtained from Section 3.3. Let us number the

chains those come out from a particular group chronologically 1 to Q. Denote

average red, green and blue colour values of the kth (1 ≤ k ≤ Q) chain by AR(k),

AG(k) and AB(k) as it was done previously in Section 3.4. Also denote width

of the chain and euclidean colour distance function of the average colour of two

chains by WC, EC consecutively. Now in each pair of the horizontal chains a

and b (1 ≤ a, b ≤ Q) come in single row scan, check whether the average colour

distance follow these similarity conditions,

|AX(a)−AX(b)| < 0.05L ∀X, X ∈ {R,G,B} (20)

EC(a, b) < 0.07(
√
3L) . (21)

For a group x (1 ≤ x ≤ U) that contains all the chains y which are satisfying

the above mentioned condition; add there width WC(y) into CN . Let the sum

of the all chains TW (TW =
∑

WC(y) ∀y, 1 ≤ y ≤ Q). Now remove the group

x (1 ≤ x ≤ U) for which the following conditions are satisfied

HG(x)

WG(x)
< 0.5 (22)

CN

TW
< 0.5 . (23)

Removal of a group x will make the value of EF (x) to 0. All the remaining

groups y for which EF (y) = 1 will be considered for the intended text block of

the image.
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4 Experimental Results

In order to test the developed algorithms, they were applied to approximately 400

images. Some of these images were taken from the ICDAR’03 Robust Reading

competition data set ([ICDAR 2003]). In addition we used samples from our own

collection of images and video frames. The images utilised were varied in nature

and as such this presented a very robust test for the newly developed algorithms.

That is the text within the sample images were varied in terms of colour, size,

font and orientation. It was found that for the sampled images, we achieved a

94% success rate of correctly identifying text within the image. In the other 6%

of cases, the text within the images was incorrectly identified as background.

This generally occurred when the text within the image was faint and as such it

was very difficult to determine a prominent gradient at the edges of the text.

In addition, some incorrect identification of text was also evidenced. In these

cases, part of the background to the image was identified as text. This occurred

in 4% of the images, however in the other 96% the background was correctly

classified. In most of the cases of misdetection a logo that is present in the image

is detected as text.

Image Number of Execution time (s)

size (pixel) tested images mean mode variance

110592

(384 x 288) 25 0.3 0.3 0.1

307200

(640 x 480) 172 0.8 0.7 0.5

1228800

(1280 x 960) 52 2.7 3.3 2.0

1920000

(1600 x 1200) 70 3.7 4.7 2.9

Table 1: Statistical analysis on the execution time

For each of the test images, the execution time of the algorithm was also

recorded. The results are shown in Table 1. It can be seen that the time for the

complete analysis per image is low and therefore suitable for many applications.

In this experiment the code was written in the C language and processed using

a standard PC with Core 2 Duo 2.2GHz CPU and 2GB RAM. It is observed

that execution time linearly increases as the size of the image under analysis

also increases. For a small image of approximately 100K pixels, the execution

time is as low as 0.3s whereas it takes almost 8.8s to process an image of size
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(a) (b) (c) (d)

Figure 4: (a) (c) Still and video camera image (b) (d) Detected text regions
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∼ 3000K pixels. It is also observed that execution time increases for a complex

scene where frequent changes in colour are present in the image. A sample of

the end results are illustrated in Figure 4. Overall, these results are extremely

encouraging and illustrate the fact that when colour and spatial information

are simultaneously considered together, they provide a robust and fast way of

extracting text from colour images.

5 Conclusion

This paper presents a novel technique for extracting text from colour camera

based images. A number of processes are applied to a give image. Initially any

coarse texture is smoothed out. Then LEE and HEE algorithms are applied to

the images so that any edges within the image are more prominent. The coarse

texture removal and edge enhancement are simply pre-processing operations that

are applied to the images before the text segmentation and greatly aid in text

segmentation. Then colour and spatial information within the image is used to

group and detect probable text within this images. It may be noted that the

thresholds used in the algorithm are not very rigid and sensitive. Reasonable

variation of the threshold values are possible without appreciable degradation in

the final results.

These algorithms represent an extension to the state of the art since they

use both spatial and colour information simultaneously to correctly identify text

within an image. With currently available text segmentation techniques it is a

challenge to extract text which can be very different in terms of colour, size, font

and orientation. However, we have shown through the application of our novel

techniques to 400 images, that they work very robustly and effectively when

extracting different variations of text. Indeed a 94% success rate was achieved

for text extraction from images. In the 6% of cases that text was not correctly

extracted, the text was usually very faint in nature, meaning that it would be

extremely difficult for any type of detection technique to recognise it. Some

misidentification of text also occurred in that in 4% of cases, background infor-

mation was wrongly classified as text. Again, this mostly happened whenever

there was a logo in the background and this was then classified as text. In the

future we will look at resolving this misidentification. However, currently we

have developed text extraction algorithms that work very effectively when try-

ing to extract text of different colour, size, font and orientation from camera

based images. Finally, we claim that the novelty of this work is the blending of

the colour feature and spatial distribution together for text extraction. We have

also used a good edge enhancement technique well suited to different types of

scene analysis.
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