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Band Parallelism in CASTEP: Scaling to More Than 1000 Cores
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ABSTRACT: CASTEP is the UK’s premier quantum mechanical materials modeling code. We describe
how the parallelism is implemented using a 3-layer hierarchical scheme to handle the heterogeneously struc-
tured dataset used to describe wave functions. An additional layer of data distribution over quantum states
(bands) has enhanced the scaling by a factor of 4-8, allowing many important scientific calculations to effi-
ciently use over a thousand cores on the HECToR XT4 service.
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1 Introduction

CASTEP[I] is a density-functional theory[2] program
for calculating the groundstate electronic charge den-
sity of periodic systems of electrons and nuclei. It is
widely used in materials science, chemistry, physics,
engineering and, increasingly, molecular biology re-
search, in both industrial and academic research in-
stitutions.

The main computational effort in a CASTEP cal-
culation is the solution of a set of generalised Kohn-
Sham[3] eigenvalue equations corresponding to dif-
ferent sampling points (‘k-points’) of the reciprocal-
space Brillouin zone of a periodic simulation cell,

Hy by, (F) = Epge Sitb (F) (1)

where Hj, is the Hamiltonian at k-point k, {ty(7)}
are the eigenstates, known as bands, {Ey;} are the
corresponding band-energies (i.e. the eigenvalues),
and S, is the overlap operator required when using
ultrasoft pseudopotentials to describe the atoms.

The Hamiltonian is not a fixed operator but con-
tains terms that depend on the electronic charge
density n, which is given by

n) = Y g [low@PaE @)
bk

where fpi is the occupancy of band b at k-point k.
Unless the system is spin-polarised, each band can
hold up to two electrons; thus for an insulating sys-
tem with N, electrons, the lowest %Ne bands are

fully occupied (fpr = 2) and all higher bands are
unoccupied (fpr = 0), so do not contribute to the
density.

Since Hj, = Hy[n], the equations for different k-
points are not completely independent, but interact
via this electronic charge density n(r). For the peri-
odic systems CASTEP is designed to simulate, the
density shares the same periodicity as the simula-
tion system and so it is natural to express it in a
Fourier basis. The basis functions are plane-waves
whose wave-vectors are reciprocal lattice vectors of
the simulation cell, the so-called G-vectors. The
bands themselves need not be quite periodic, but
they can always be written as the product of a con-

stant phase factor ¢*7™ and a periodic function:

Uy (7) = €' 7 (Z capie’ .F> _ ZCGbkei(G+k),f’
G G
(3)

It is these arbitrary phases, the ‘k-points’, that we
sample, approximating the integral in equation
by a summation over discrete k-vectors drawn uni-
formly from the first Brillouin zone.

The summation over G-vectors in equation [3] is
truncated so that only plane-waves whose G-vectors
satisfy |é + E| < Geutogs are included in the basis
set; thus the G-vectors of the included plane-waves
lie within a sphere in reciprocal-space, centred on
the origin. Care must be taken to ensure that all
computed properties are converged with respect to
both the k-point sampling and Geutofy-
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The aim of this computation is to compute the
N, bands with the lowest eigenvalues (where Ny is
usually slightly more than %NC) in order to deter-
mine the groundstate of the system — that is, the
state which has the lowest energy. Once the ground-

state has been determined, the density n is the ground-

state electronic charge density which, together with
the bands ¥y, can be used to compute almost any
chemical, optical, mechanical or electronic property
of the system. In this way programs such as CASTEP
have been used successfully to predict new crystal
structures, interpret NMR spectra, find new cat-
alysts, investigate corrosion and crack propagation
and develop new drugs, amongst many other appli-
cations.

1.1 Computational implementation

In the plane-wave basis, each band is completely
defined by the complex coefficients {cgpr}. All of
the bands together, across all of the k-points, make
up the total Kohn-Sham wavefunction. CASTEP is
written in Fortran 95, and it is this wavefunction
that is the fundamental data object. CASTEP’s
wave module defines this as a derived datatype, a
simplified version of which is given below:

type, public :: wavefunction
complex(kind=dp), dimension(:,:,:) :: coeffs
integer, dimension(:) 11 waves_kp
integer : nbands
integer : nkpts

end type wavefunction

where the coeffs array holds all of the complex co-
efficients cgpi, is allocatable, and is dimensioned:

wvinycoeffs(1:max_waves,1:nbands,1:nkpts)

The wave module also contains subroutines to per-
form basic operations on wavefunction data objects,
such as addition, dot-products, orthogonalisation and
SO on.

Thus for a given k-point, each band is a vector of
length max_plane waves=Ng, and the Hamiltonian
operator is a matrix of size Ng X Ng.

Since the number of plane-waves can be O(100, 000)

or more, the Hamiltonian matrix is too large either
to store or apply explicitly; however it may be ex-
pressed as the sum of three terms,

H= HKE + Hlocal + Hnl (4)

where Hkpg is diagonal in the plane-wave basis (G-
space); Hjocal is diagonal in real-space (and is the

term which depends on the density n); and Hy, is a
low-rank correction. Each of these three terms uses
only O(Ng) storage.

Whenever CASTEP has to apply the Hamilto-
nian to the bands, it applies Hxg and Hy, then
Fourier-transforms the bands to real-space to apply
Hiocal, and then back-transforms to G-space to re-
cover Hiy in the plane-wave basis.

Since the Hamiltonian is so large, diagonalising
it directly is too expensive to be practical, and yields
far more eigenstates than the lowest few we require;
hence the search for the groundstate is an itera-
tive procedure to compute just the lowest N, eigen-
states. A trial set of bands is improved by convert-
ing the eigenvalue problem into a minimisation prob-
lem, and computing an appropriately preconditioned
gradient[4]. CASTEP then seeks an improved set of
eigenstates in the space spanned by the initial trial
set and these preconditioned gradient directions.

In the density mixing (DM) methodology[5] this
improvement of the approximate eigenstates is per-
formed for a fizred Hamiltonian. A new density is
then constructed from the improved eigenstates, but
rather than using this directly, CASTEP employs a
density mixer to produce a new estimate for the true
groundstate density (see Figure[l)). Finally the new
Hamiltonian is constructed, and the process is re-
peated until the change in the total energy of the
system falls below a given threshold.

‘ Guess density }

—

Construct H

Y

Construct density
o
o}

Is energy change | _
less than E_tol?

e

Write out density,
bands etc.

Y

Diagonalise H
to get new bands
-

Figure 1: Diagram showing the basic CASTEP self-
consistent field (SCF) cycle for the density mixing
algorithm.
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1.2 Existing parallel strategies

Some CASTEP calculations involve computing prop-
erties from several related groundstate calculations,
e.g. path-integral molecular dynamics simulations.
Such calculations are trivial to parallelise, since each
groundstate calculation is completely independent
of the others. At this crude level of parallelism
CASTEP creates a ‘task farm’, and gives a differ-
ent groundstate calculation to each ‘farm’. Aside
from the occasional load-balancing issues, these cal-
culations scale perfectly at this level of parallelism,
but only certain kinds of calculation can exploit it;
of more interest, therefore, is the parallelisation of
the basic CASTEP groundstate calculation, which
is the focus of this work.

Since the bands at different k-points are almost
independent of each other, it is natural to distribute
the data over the k-points. Calculations scale al-
most perfectly with this distribution of data. As the
size of simulation system is increased the Brillouin
zone, which is a region of reciprocal space, decreases.
Since it is this Brillouin zone that the k-points sam-
ple, the number of k-points required for a given accu-
racy also decreases with increasing system size, and
for large systems Ny is O(1). This means that on
HPC machines it is rarely possible to distribute the
data and workload sufficiently using k-point paral-
lelism alone.

A further distribution strategy used by CASTEP
is to distribute the data by the G-vectors. Since the
number of plane-waves is often large, and grows ap-
proximately linearly with simulation cell size, this

enables efficient data distribution and load-balancing.

The 3D G-vector grid is distributed by columns, so
that each processing element (PE) holds one or more
complete columns of the data. The 3D Fourier trans-
form is then performed as three 1D Fourier trans-
forms, with an explicit data transposition in between
each transformation. Unfortunately these transpo-
sitions involve all-to-all communications across the
PEs containing the G-vectors, and these communi-
cation costs limit the number of PEs that may be
used efficiently.

In this way the PEs in a parallel computation
are arranged logically in a 3D PE grid, with tasks
farmed along one axis, k-points distributed along
another, and G-vectors distributed along the third
axis. By combining both k-point and G-vector paral-
lelism CASTEP has demonstrated excellent scaling
properties from 1 to O(100) PEs across many differ-
ent computer architectures. Calculations capable of

using the task farming parallelism can extend this
trivially to O(1000) PEs.

1.3 Computational Costs

The dominant costs for CASTEP simulations of large
systems are the orthogonalisation of the trial bands
to each other, which is necessary in the iterative di-
agonalisation scheme to prevent all the trial bands
from collapsing to the one with the lowest eigen-
value. Similar operations are also used to diagonalise
the Hamiltonian in the subspace of the current trial
bands. These operations involve computing an over-
lap matrix between all pairs of bands, which scales as
NngNk for a system with Ng G-vectors, N, bands
and Nj k-points. This operation is distributed nat-
urally over G- and k-points, with only a single re-
duction over G-vectors required to ensure all PEs
have the complete overlap matrix for each of their
k-points. Ng and N, both grow linearly with sys-
tem size but Ny, decreases, and for very large systems
Ny = 1; thus the asymptotic scaling with system size
is cubic.

Once the overlap matrix has been computed for
a given k-point, it is used to compute an appropri-
ate band-transformation matrix. Depending on the
desired operation this may require matrix inversion
or diagonalisation, but in either case the operations
scale as NE’. This work is not distributed over the
G-vectors, only the k-points, so as larger and larger
systems are studied these operations will start to
become expensive. In CASTEP these operations
are performed using standard LAPACK subroutine
calls, and in this work Cray’s LibSci version 10.2.1
was used.

Once the appropriate transformation matrix has
been computed, the transformation is applied to the
bands. This operations also scales as Nngsz, but
is distributed naturally over the G-vectors and k-
points with no communications required between PEs.

The Fourier transforms are carried out using con-
ventional Fast Fourier Transform (FFT) libraries,
and the time to FFT the whole wavefunction scales
as Ng In (Ng)NpNg. Although the scaling with Ng
and N, is favourable compared to that of orthog-
onalisation, the all-to-all communications required
for the data transpositions limit the number of PEs
that can be used efficiently.

The length of the FFTs in CASTEP is typically
small, and even for large simulation cells it will usu-
ally be O(100); however the total number of FFTs
required in a simulation can be extremely large. The
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vast number of messages coupled with their short
length means that in CASTEP these communica-
tion stages are usually latency-bound, rather than
bandwidth-bound. In this work FFTW 3.1.1 was
used throughout.

Because of the problems with the all-to-all com-
munications, CASTEP’s communication in the trans-
pose stage has been optimised for machines with
multiple PEs per node[6] by partitioning the commu-
nications explicitly into intra-node and inter-node.
In this scheme the PEs on each node are split into
sub-groups, and one PE in each sub-group is desig-
nated the master PE. This master PE gathers the
data from all PEs within the same sub-group. The
inter-node phase then handles the global data ex-
change, but this now involves only the master PEs,
rather than all PEs. Finally the master PEs broad-
cast the exchanged data to the other PEs in their
sub-groups.

For small numbers of nodes the overhead of per-

forming multiple communication phases is prohibitive,

but as the all-to-all communications start to domi-
nate the improved scaling of this method more than
makes up for the additional cost. For nodes with
several PEs the flexibility in choice of the size of the
sub-groups allows for maximum performance taking
account of both fast internal communication and op-
timal inter-node message size. All of the work pre-
sented here was carried out on the HECToR XT4,
which has only two PEs per node at present.

2 CASTEP Performance on the
XT4

All program development and benchmarking was per-
formed with the CASTEP 4.2 codebase, which was
the most recent release of CASTEP at the com-
mencement of this work. The code was compiled
with version 3.0 of Pathscale’s fortran compiler, and
linked with Cray’s LibSci 10.2.1 and FFTW 3.1.1.
CASTEP uses MPI for its parallel communications.
All development and testing was performed on the
HECToR XT4.

The performance of CASTEP 4.2 was measured
using two benchmarks from the standard CASTEP
benchmark suite: a 33-atom titanium nitride simu-
lation (which also contains a single hydrogen atom);
and a 270-atom aluminium oxide slab calculation.
Neither benchmark exploits the task-farming paral-
lelism.

Figure [2] shows the performance of CASTEP for
the TiN benchmark on the HECToR XT4 using both
the one-phase (SMP=1) and multi-phase (SMP=2)
communication modes. This benchmark has 8 k-
points, and so scales near-perfectly from 1 to 8 PEs.
Beyond 8 PEs CASTEP has to distribute the data
and workload by G-vector in addition to k-point,
which means each 3D Fourier transform now requires
3 1D FFTs with 2 transpositions. This change in al-
gorithm accounts for the sharp loss in performance
from 8 to 16 PEs, but if we allow for this drop then
the calculation scales well up to 128-256 PEs. There
are approximately 11,000 plane-waves for this calcu-
lation, so allowing for the 8-way k-point parallelism,
128-256 PEs corresponds to about 350-700 plane-
waves per PE.

Figure[3|shows the performance for the aluminium
oxide slab benchmark. This benchmark has only 2
k-points, but 88,000 plane-waves and the memory
limitations were such that it could not be run on

fewer than 16 PEs of HECToR.

3 Band Parallelism

The main data object in CASTEP is the wavefunc-
tion, which contains the data for all of the bands at
all k-points. The array of coefficients

wvinjcoeffs(1:max_waves,1:nbands,1:nkpts)

is already distributed over the plane-waves and the
k-points; the aim of this work is to distribute the
data and workload by bands as well. The PEs will
now be arranged in a 4D logical grid, and the Ng x
Ny x Ny, coefficients array for the bands will be com-
pletely distributed.

3.1

CASTERP is written in modular Fortran 95, and the
details of the communications are abstracted by the
comms module. A new communicator was defined
in this module (along with the basic operations in-
volving this communicator), and support for BLACS
contexts was also added to enable the use of ScalLA-
PACK elsewhere in the code.

Aside from the comms module, the modular struc-
ture of CASTEP meant that the non-trivial code
changes were restricted to just 2 of the 54 modules:
the algor module, which handles matrix inversion
and diagonalisation; and the wave module, which

Implementation
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Figure 2: Execution time and corresponding speed-
up for the 33 atom TiN benchmark on the HEC-
ToR XT4, using the default communication pattern
(SMP 1) and the multi-phase communications (SMP
2) in the FFT. This calculation is performed at 8 k-
points, and shows near-linear scaling in this regime.

handles the band data itself and basic operations on
it.

The changes to the algor module were straight-
forward. Using the BLACS contexts provided by the
comms module, each LAPACK call was replaced by
its ScaLAPACK counterpart.

The band data in the wave module was distributed
in a simple round-robin fashion to facilitate load bal-
ancing. If the bands are distributed over B PEs,
each PE 4 holds all data for band ¢, and every Bth
band from there onwards. Most of the data asso-
ciated with the bands, from the eigenvalues to the
Fourier coefficients themselves, are distributed nat-
urally in this fashion.

Constructing the band-overlap matrix (required

for orthogonalisation) involves computing dot-products
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Figure 3: Execution time and corresponding speed-
up for the 270 atom AlyO3 slab benchmark on the
HECToR XT4, using the default communication
pattern (SMP 1) and the multi-phase communica-~
tions (SMP 2) in the FFT. This calculation is per-
formed at 2 k-points.

between every pair of bands. With the bands dis-
tributed amongst the PEs, this now requires all-
to-all communications amongst those PEs with the
same G-vector and k-point data. Once the band-
overlap matrix is constructed, the appropriate trans-
formation is computed using the ScaLAPACK sub-
routines in algor. These overlap and transforma-
tion matrices are always distributed over the fastest
index, such that each PE contains all of the trans-
formation data required to transform its own band
data.

3.2 Testing

The changes to many of the CASTEP modules were
trivial, and needed little testing. The changes to
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the wave module were rather more extensive, and
difficult to test in isolation. In order to test and
debug these modules, a short CASTEP calculation
was run in serial to create a wavefunction and den-
sity in a CASTEP .check file, and then the cal-
culation was restarted from that checkpoint file in
serial and band-parallel modes. Because both jobs
started from the same known point the calculations
could be compared in detail, right down to individ-
ual wavefunction coefficients where necessary. The
serial and band-parallel calculations gave computed
eigenvalues which only differed by O(10~14)eV; as
this is the same order as machine precision (e) for
double-precision arithmetic on the XT4, this may be
attributed to rounding errors.

4 Results

4.1 Aluminium oxide benchmark

With the new distribution over bands as well as G-
vectors and k-points, the performance and scaling of
CASTEP was improved significantly. Using 8-way
band parallelism, CASTEP calculations now scale
effectively to between four and eight times more PEs
compared to CASTEP 4.2 (see ﬁgure on the stan-
dard aluminium oxide slab benchmark. Indeed this
benchmark can now be run on 1024 PEs with almost
50% efficiency, which equates to over three PEs per
atom.

4.2 Immidazolium chloride

Immidazolium chloride is a room-temperature ionic
liquid, and a 408 atom simulation cell was constructed
in order to simulate its behaviour over time using
CASTEP’s molecular dynamics capabilities. Unfor-
tunately CASTEP 4.2 was too slow for this to be
practical, which made this system an ideal test case
for the new parallel scheme.

The immidazolium chloride simulation has over
130,000 plane-waves and only a single k-point, which
restricted CASTEP 4.2 to G-vector parallelism. The
results for CASTEP 4.2 and the new band-parallel
version are shown in figure |5} this system could only
be run on 64 PEs or more of HECToR due to mem-
ory limitations. It can be seen clearly that although
performance of the band-parallel CASTEP was sig-
nificantly worse for 64 and 128 PEs, its greatly im-
proved scaling means substantial speed-ups even up
to 1024 PEs, despite the lack of k-point parallelism.
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| |
%4 128 256 512 1024
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- 5

Speed-up (wrt 16 PEs)
o0 ;
f e
|
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1 1 | 1
16 32 64 128 256 512 1024
No. PEs

Figure 4: Comparison of CASTEP scaling for the
new band-parallel CASTEP 4.2 (using 8-way band
parallelism) and the original CASTEP 4.2, for 10
SCF cycles of the Al,O3 slab benchmark. Parallel
speed-up was measured relative to the 16 PE calcu-
lations.

In particular the reduction in simulation time to 16
minutes on 1024 PEs means that long molecular dy-
namics simulations may now be possible on this sys-
tem.

4.3 Performance analysis

In the immidazolium chloride test, the performance
of the band-parallel CASTEP is substantially poorer
than that of CASTEP 4.2 for smaller numbers of
PEs. This is attributable to two main factors: lim-
itations ScaLAPACK; and limitations in the band-
transformation code.

Almost all of the overlap matrices computed by
CASTEP are either Hermitian, or positive definite,
and when inverting or diagonalising these matrices
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Figure 5: Comparison of CASTEP scaling for the
new band-parallel CASTEP 4.2 (using 8-way band
parallelism) and the original CASTEP 4.2, for 20
SCF cycles of the immidazolium chloride system.
Parallel speed-up was measured relative to the 64
PE calculations.

these properties are exploited by the LAPACK sub-
routines to improve performance greatly. Unfortu-
nately ScaLAPACK lacks analogues of many of these
subroutines, and when running in band-parallel mode
the general matrix subroutines must be used instead.

A similar limitation is found in CASTEP’s own

band-transformation subroutines. The inverting trans-

formations computed by LAPACK from the positive-
definite overlap matrices during orthogonalisation
are always triangular, so CASTEP 4.2 can exploit
this to save a factor of 2 when applying this unitary
rotation. When the bands are distributed amongst
the PEs however, exploiting this property of the
transformation becomes more difficult.

The band-parallel scaling of CASTEP is limited
by two factors: all-to-all communications; and load

balancing. The band-transformations required for
orthogonalisation mix all of the bands, so that fol-
lowing the transformation of each PEs local data,
each PE has contributions for every other PE. This
requires all-to-all communications and, as expected,
this becomes costly as the bands are distributed over
more and more PEs.

The load balancing issue is a subtle problem.
As CASTEP improves the bands iteratively, some
bands converge faster than others. When a band is
deemed to have converged, CASTEP 4.2 stops cal-
culating preconditioned gradients for them so that
at any point CASTEP is only expending effort on
the unconverged bands. However it is not possible
to predict a priori which bands will converge slow-
est, so when CASTEP is run in band-parallel mode,
the performance is limited by the PE with the largest
number of unconverged bands. When each PE holds
a large number of bands the convergence properties
tend to average out, but as the bands are distributed
over more and more PEs this load imbalance can be-
come a severe problem.

5 Conclusions

The original goal of the work was to improve the
scaling of CASTEP with PEs on the XT4 to en-
able ordinary groundstate calculations to be run on
0O(1000) PEs. This has been achieved by implement-
ing band-parallelism on top of the existing CASTEP
parallel strategies, coupled with efficient use of ScalLA-
PACK for linear algebra.

The considerable computational resources of XT4
machines such as HECToR, coupled with these de-
velopments in CASTEP, should enable accurate plane-
wave DFT calculations on a far greater scale than
has been possible to this point.
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