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Abstract

Cross-lingual information retrieval (CLIR) involving the Chinese language has been thoroughly studied in the general language domain,

but rarely in the biomedical domain, due to the lack of suitable linguistic resources and parsing tools. In this paper, we describe a

Chinese-English CLIR system for biomedical literature, which exploits a bilingual ontology, the “eCMeSH Tree”. This is an extension

of the Chinese Medical Subject Headings (CMeSH) Tree, based on Medical Subject Headings (MeSH). Using the 2006 and 2007 TREC

Genomics track data, we have evaluated the performance of the eCMeSH Tree in expanding queries. We have compared our results to

those obtained using two other approaches, i.e. pseudo-relevance feedback (PRF) and document translation (DT). Subsequently, we

evaluate the performance of different combinations of these three retrieval methods. Our results show that our method of expanding

queries using the eCMeSH Tree can outperform the PRF method. Furthermore, combining this method with PRF and DT helps to

smooth the differences in query expansion, and consequently results in the best performance amongst all experiments reported. All

experiments compare the use of two different retrieval models, i.e. Okapi BM25 and a query likelihood language model. In general, the

former performs slightly better.
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1. Introduction

Most studies on Chinese-English CLIR are focussed on the

newswire domain, since linguistic resources and parsing

tools designed for this domain are readily available. In con-

trast, there is a lack of comparable resources and tools for

the biomedical domain. In this paper, we describe our ap-

proach to biomedical Chinese-English CLIR, using a bilin-

gual MeSH-like ontology to expand queries. To our knowl-

edge, this constitutes the first effort at tackling this problem.

Resources based on the Medical Subject Headings (MeSH)

ontology have been widely applied in information retrieval

(IR) tasks, for example, Guo et al. (2004), Lu et al. (2009),

Abdou and Savoy (2007), Qin and Feng (1999), and Li et al.

(2001). However, the Chinese translation of MeSH, i.e. the

Chinese Medical Subject Headings (CMeSH) ontology, has

rarely been used in CLIR tasks, not only because it is not

freely available, but also since CMeSH lacks synonymous

terms and term weights, both of which can help to improve

retrieval performance. We developed the eCMeSH Tree

(Wang and Ananiadou, 2010), which extends the CMeSH

Tree by incorporating both synonyms and term weights.

In this study, we explore the utility of the eCMeSH Tree

in improving the performance of Chinese-English CLIR,

through the expansion and translation of queries.

The performance of our approach is compared with two

other methods of improving CLIR, i.e. query expansion

based on pseudo-relevance feedback (PRF) and document

translation (DT). Our results demonstrate that retrieval us-

ing the eCMeSH Tree can outperform the PRF method. Ad-

ditionally, we investigate the improvements in retrieval per-

formance that can be obtained when the three methods are

combined in different ways. Our experiments show that the

best results are achieved when all three methods are used in

combination.

All experiments are conducted using both a probabilistic

model (Okapi BM25) (Robertson et al., 1992) and a lan-

guage model (query likelihood language model (Ponte and

Croft, 1998) with Jelinek-Mercer smoothing (Zhai and Laf-

ferty, 2001)). The Lemur toolkit 1 has been used to con-

struct the retrieval system. The document collection is the

2006 and 2007 TREC Genomics Collection. We compare

the differences in retrieval performance attained when man-

ual and automatic word segmentation are applied, and dis-

cuss the potential drawbacks of using the PRF and DT ap-

proaches.

2. Related work

Biomedical CLIR is challenging due to the complex and

inconsistent terminology used in biomedical text. Previ-

ous approaches aimed at improving biomedical IR tasks

(including CLIR) can be summarised as follows:

1http://www.lemurproject.org/

1148

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by The University of Manchester - Institutional Repository

https://core.ac.uk/display/10009258?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


Linguistic approaches Several attempts have been made

to improve biomedical CLIR through the incorpation

of various resources, such as MeSH terms (Abdou and

Savoy, 2007; Hersh et al., 2007), UMLS (Hersh et al.,

2007), the Gene Ontology (Hersh et al., 2007), and

Entrez gene database (Hersh et al., 2007). In addi-

tion, a number of studies have investigated how the

linguistic processing steps involved in CLIR can be

adapted to the biomedical domain. The steps include

tokenization strategies (Jiang and Zhai, 2007; Tri-

eschnigg, 2010), stemming (Zhou and Yu, 2006), and

techniques to process numbers, hyphens and parenthe-

ses in biomedical texts (Büttcher et al., 2004).

Feedback approaches Relevance feedback methods have

been used to develop high-performance biomedical IR

(Lin, 2008; Yin et al., 2009; Smucker, 2006; Huang et

al., 2007).

Improvement of retrieval models Several approaches

have concentrated on enhancing retrieval models

by adjusting parameters or integrating additional

processing. Abdou and Savoy (2006) evaluate both

the Okapi BM25 model and the InB2 probabilistic

model derived from the Divergence from Randomness

paradigm and they conclude that the latter model

performs better than the Okapi model. Trieschnigg

et al. (2010) take a cross-lingual IR perspective to

monolingual biomedical information retrieval. They

view the mismatch between terms used in a query and

terms used in relevant documents in the monolingual

IR task as a cross-lingual matching problem.

Some of the major problems faced by CLIR systems op-

erating on the Chinese language concern out-of-vocabulary

(OOV) words and translation ambiguity. In terms of at-

tempts to solve the OOV problem, Zhang et al. (2005) pro-

pose an approach that exploits the juxtaposition of English

text and Chinese text on the web, while Lu et al. (2002)

find web pages written in different languages that have hy-

perlinks pointing to a common page, in order to find po-

tential translations of words. Yang and Li (2002) success-

fully mine parallel Chinese-English documents from the

Web to find the appropriate translations for OOV words,

and Chen and Nie (2000) process aligned English-Chinese

documents from the Web. To address the problem of trans-

lation ambiguity, Gao et al. (2002) apply an improved

co-occurrence approach to disambiguate dictionary-based

translation. Zhang et al. (2005) use a hidden Markov model

(HMM) with distance factor and window size to facilitate

disambiguation. Zhang et al. (2000) use a mutual informa-

tion value matrix to select an English translation, instead of

looking up the translation in a Chinese-English dictionary.

3. The eCMeSH Tree

3.1. Overview of CMeSH

CMeSH is published by The Institute of Medical Informa-

tion of the Chinese Academy of Medical Sciences, and

consists of three parts: a Chinese translation of MeSH,

traditional Chinese medical subject headings, and Special

Classification for Medicine of China Library Classification.

CMeSH includes only the translations of each MeSH head-

ing term, its scope note, which consists of several short sen-

tences, and some of the entry terms. To date, there has been

little research on improving the performance of CLIR using

CMeSH terms. Qin and Feng (1999) used CMeSH terms

to improve the indexing quality of Chinese abstracts from

1977 concerning family planning and gynecology. Li et al.

(2001) developed a monolingual information retrieval sys-

tem with the help of CMeSH terms. The reasons that very

few studies have explored the use CMeSH to improve IR

are likely to be as follows: 1) MeSH terms do not have term

weights assigned to them. As the Chinese translation of the

original MeSH, CMeSH inherits this limitation. Moreover,

2) in CMeSH, each English MeSH heading term has one

and only one Chinese translation. Furthermore, only a sub-

set of the entry terms has been translated, and some of the

entry terms belonging to the same tree node are assigned

the same Chinese term.

Table 1 illustrates the MeSH Tree terms and their counter-

parts in the CMeSH Tree. The text before each semicolon

is a term, while the part after the semicolon corresponds to

the node number in the tree; the relations between terms

are represented by the nestedness of the tree node numbers.

The translated CMeSH entry terms are not shown in the

table, since we use the version of the CMeSH tree that is

freely available on the Internet (See Section 3.2.), which

only provides heading terms.

Dementia;C10.228.140.380 痴呆;C10.228.140.380

AIDS Dementia Complex;C10.228.140.380.070 艾滋病痴呆复合征;C10.228.140.380.070

Alzheimer Disease;C10.228.140.380.100 阿尔茨海默病;C10.228.140.380.100

. . . . . . . . . . . .

The MeSH Tree The CMeSH Tree

Table 1: Sample MeSH Tree terms and corresponding

CMeSH Tree terms

In order to enhance the utility of the CMeSH Tree as a re-

source to improve biomedical IR system, we previously ex-

tended the original CMeSH Tree with synonyms of terms

and term weights (Wang and Ananiadou, 2010). We refer

to this extended tree as the eCMeSH Tree.

3.2. CMeSH Extension Algorithm

Our previous work (Wang and Ananiadou, 2010) provides

a detailed discussion of the algorithm used to extend the

CMeSH Tree. In the current study, we have enhanced the

algorithm, by adding mutual information (MI) filtering af-

ter C-value (Frantzi et al., 2000) extraction, as shown in

Figure 1, and by connecting MeSH entry terms to eCMeSH

Tree terms, as exemplified in Figure 2. The reason for in-

troducing MI filtering is so that irrelevant characters that

are affixed or suffixed to some of the terms extracted by

C-value method are removed.

Figure 1 shows the workflow used to extend the CMeSH

Tree. Firstly, the English MeSH Tree terms are aligned with

terms extracted from the version of the CMeSH Tree that is

freely available on the Internet 2. This consists of a list of

2http://www2.chkd.cnki.net/kns50/Dict/
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Figure 1: The workflow of extension of CMeSH Tree

Chinese keywords, most of which are translations of orig-

inal English MeSH terms. However, the online version of

CMeSH contains some terms that do not appear in the orig-

inal MeSH. Terms that have not been aligned are ignored in

subsequent processing steps. Secondly, using each pair of

aligned terms as search terms, relevant documents in both

English and Chinese are retrieved using Google. Thirdly,

the retrieved Chinese documents are processed to extract

alternative translations (i.e. synonyms) of the original term,

through sequential application of the following: a) linguis-

tic rules (discussed below), which identify text segments

potentially containing synonyms, b) C-value (Frantzi et al.,

2000), which extracts candidate translations from the iden-

tified text segments, and c) mutual information filtering,

which refines the candidate translations by removing af-

fixes or/and suffixes of terms. Fourthly, the frequencies

of each English term and Chinese translation in the doc-

uments retrieved by Google are calculated; term weights

are computed according to these frequencies, using Equa-

tion 1. Finally, using the information gathered from the

steps above, the CMeSH Tree is extended to form the new

eCMeSH Tree. Figure 2 provides an example of a node in

the eCMeSH Tree. Each node includes equivalent heading

terms in both languages (shown in boxes). Each heading

term has several synonyms. For Chinese, these are the syn-

onyms that were automatically extracted using the steps de-

scribed above, together with their calculated weights. For

English, we have added the MeSH entry terms, which were

not included in the original CMeSH Tree.

The linguistic rules used to identify potential synonyms of

Chinese terms are extensions of standard regular expres-

sions. Definition rules are firstly used to define a number

of sets of keywords that may indicate the suffixes or affixes

dict_list.aspx?firstLetter=A (accessed on

02/03/2011)

of Chinese terms. Then, two layers of rules are applied to

determine both boundaries of potential terms, using these

keyword sets. Finally, the characters between boundaries

are extracted as synonymous terms.

wct =

{

w + 1.0 if fct > fet > 0,

w otherwise.

w = e−e
−

log10 ( (fct + 0.5)/(fet + 0.5))

2

(1)

where wct the Chinese term weight

fct the frequency of the Chinese term

fet the frequency of the English MeSH

heading term, which is the equivalent

of that Chinese term

Figure 2: An example of eCMeSH Tree

4. CLIR Using Individual Methods

This section provides details and results of the experiments

conducted to evaluate the impact of the three individual

methods introduced above (i.e. query expansion using both

the eCMeSH Tree and PRF, and the DT method) on the

performance of CLIR. Prior to performing the experiments,

the queries from the 2006 and 2007 TREC Genomics tracks

were manually translated into Chinese and then segmented

into words using both manual (Manual WS) and automatic

(Automatic WS) methods. Automatic WS was carried

out using BaseSeg (Zhao et al., 2006). After segmenta-

tion, query terms were filtered using the following rules:

1) terms without Chinese characters, such as P53, are re-

tained in the query; 2) words including punctuation, like the
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names of organic compounds, such as “1-(4-氟苯基)-1,3-

二氢-5-异苯并呋喃腈” (citalopram), are retained as query

terms; otherwise, 3) punctuation like “;” (semicolon), “。”

(full-wide stop mark), “,” (half-wide comma), and so on is

erased from the query terms; and 4) terms are removed if

they are not nouns or noun phrases, verbs (except link and

auxiliary verbs), or adjectives.

Unless otherwise stated, documents in the document col-

lection are processed by removing HTML tags, and then in-

dexed using a word indexing policy. Okapi BM25 (abbrevi-

ated as “BM25”) and the query likelihood language model

(abbreviated as “LM”) are applied to all experiments. Ex-

perimental results are measured in terms of mean average

precision (MAP). Bold numbers indicate the best perform-

ing method within each set of experiments.

To statistically determine whether or not a given retrieval

approach is better than another, we applied a two-sided t-

test; the null hypothesis H0 states that all the retrieval meth-

ods being tested are equivalent in terms of performance.

The significance level α is equal to 5%. Retrieval meth-

ods whose performance is significantly different from the

baseline approach are marked with “*”.

4.1. Baseline

The baseline system uses an online bilingual dictionary,

“the Google and Kingsoft Dictionary 2.0” 3, henceforth re-

ferred to as “the Dictionary”, to translate Chinese query

terms into English. No expansion of queries is used. The

translation policy is as follows: 1) If a term has more than

one entry in the Dictionary, only the first entry is selected as

the translation of that term. 2) Terms without translations

are ignored.

The results of baseline experiments are illustrated in Ta-

bles 3 and 4 and marked as “Baseline”. In the experi-

ments which evaluate the performance of PRF methods, il-

lustrated in Table 2, the baseline experiment is PRF with

the Dictionary (marked as “PRF-D”). The percentages in

brackets in each of the tables show the difference in perfor-

mance of the various experiments from the baseline exper-

iments.

4.2. Query Translation Using CMeSH Tree terms

In order to evaluate the improvement attained when using

the eCMeSH Tree terms, it is firstly necessary to determine

the retrieval performance obtained when using the original

CMeSH Tree terms. In this set of experiments, the original

CMeSH Tree terms are used to translate (but not expand,

since the original CMeSH Tree terms do not include Chi-

nese synonyms) the Chinese query terms into their English

equivalents using the following criteria: 1) If a Chinese

term is found in the CMeSH Tree, then its corresponding

English MeSH heading term is used to replace this Chinese

term. 2) If a term cannot be found in the CMeSH Tree, then

the Dictionary is used to translate it. 3) If several terms in

the query have identical translations, then duplicate trans-

lated terms are removed. 4) All untranslatable Chinese

terms are ignored, but acronyms or abbreviations written

in Latin characters within the original Chinese query are

retained.

3http://g.iciba.com

In Tables 3 and 4, the results of the experiments conducted

using the original CMeSH tree are indicated as “CMeSH”.

4.3. Query Expansion Using the eCMeSH Tree

Experiments exploiting the eCMeSH Tree involve query

expansion, according to the following criteria: 1) If a Chi-

nese query term is found in the eCMeSH Tree, any Chinese

terms belonging to sibling and child nodes are sorted into

a list according to their term weights; the top 20 terms are

selected and added to the original query along with their

weights. 2) Terms which are not found in the eCMeSH

Tree are ignored, except for those without Chinese charac-

ters, which are retained in the query, given their likelihood

of representing terms. 3) Query terms without a weight

(e.g. acronyms written in Latin characters) are assigned a

term weight of 1/N , where N is the total number of query

terms (after the word filtering step and before expansion) in

a given query.

After expansion, queries are translated using the eCMeSH

Tree and the Dictionary: 1) If a Chinese term is found in

the eCMeSH Tree (either as “heading term” or one of its

synonyms), then its English counterparts in the eCMeSH

Tree are used to replace this Chinese term. These coun-

terparts consist of the equivalent English “heading term”

and all of its “entry terms”. 2) If a term cannot be found

in the eCMeSH Tree, then the Dictionary is used to trans-

late it. All translations listed in the Dictionary will be in-

cluded in the new query; each translation is assigned the

term weight of the original term. 3) If several terms in

the query have identical translations, then duplicate transla-

tions are removed. 4) All untranslatable terms are ignored.

Two sets of experiments were performed, one in which

query terms were assigned weights from the eCMeSH tree,

as described above (shown as “eCMeSH-W” in Table 3 and

4), and one in which term weights were ignored (shown as

“eCMeSH-N” in Tables 3 and 4).

4.4. Query Expansion Using Pseudo-Relevance

Feedback

In this set of experiments, the eCMeSH Tree is not used;

rather, as a baseline, the Dictionary is used to translate

the Chinese query terms into English using a term-by-term

translation policy. This baseline is compared to the results

obtained when the CMeSH Tree and the eCMeSH Tree are

used to carry out the translation. The initial term weight of

each term is assigned as 1/N , where N is the total number

of query terms in a certain query (after the word filtering

step and before expansion).

Pseudo-relevance feedback (Xu and Croft, 1996) provides

an automatic approach to analysing the most relevant doc-

uments from those returned by an initial search. The PRF

functionality built into Indri, the index and retrieval engine

of the Lemur toolkit, is applied to expand the translated

English query terms. We select the top 50 documents re-

turned by Indri at the initial retrieval as those which are

most likely to be relevant to the original query, and the top

25 terms extracted from these documents (ranked based on

term frequencies) as the terms that will provide the most

useful expansion of the original query. The weights used to

adjust original query terms and the terms resulting from the
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BM25 LM

automatic WS manual WS automatic WS manual WS

PRF-D PRF-e PRF-C PRF-D PRF-e PRF-C PRF-D PRF-e PRF-C PRF-D PRF-e PRF-C

2006 0.2737 0.2390 0.2205∗ 0.3009 0.2771 0.2546 0.2765 0.2379 0.2193∗ 0.3178 0.2763 0.2539∗

(-12.68%) (-19.44%) (-7.91%) (-15.39%) (-13.96%) (-20.69%) (-13.06%) (-20.11%)

2007 0.1654 0.1275∗ 0.1085∗ 0.2154 0.1699∗ 0.1483∗ 0.1591 0.1268∗ 0.1079∗ 0.2123 0.1691∗ 0.1477∗

(-22.91%) (-34.40%) (-22.52%) (-31.15%) (-20.30%) (-32.18%) (-20.35%) (-30.43%)

Table 2: Effects of resource quality on retrieval performance of query expansion using PRF

application of the relevance feedback method are both 0.5.

Other parameters of Indri’s PRF are configured using their

default values.

Our results show that the performance of query expansion

using PRF depends on the quality of the linguistic resources

that are used to translate queries. We have conducted ex-

periments to compare the retrieval based on PRF using dif-

ferent linguistic resources: the Dictionary (abbreviated as

“PRF-D” in Table 2), the eCMeSH Tree terms (“PRF-e”),

and the CMeSH Tree terms (“PRF-C”). The results are

shown in Table 2, illustrating that the best retrieval perfor-

mance is achieved when the Dictionary is used to translate

the terms. A possible reason for this result is that the Dictio-

nary contains appropriate translations for query terms that

are not domain specific. However, it should be noted that

using the eCMeSH Tree to perform translation obtains bet-

ter results than when the original CMeSH Tree terms are

used. Since the use of the Dictionary achieves the best re-

sults, the PRF experiments shown in Tables 3 and 4 use the

Dictionary to perform the translation of the terms.

4.5. Document Translation

In these experiments, the Google translation service 4 is

used to translate the document collection into Chinese be-

fore retrieval. The translated Chinese documents are in-

dexed using the bigram indexing policy; thus the processed

queries are also separated as bigrams. These experiments

do not use dictionaries or ontologies to translate or ex-

pand the Chinese queries; moreover, no term weights are

assigned to the query terms. The results of document trans-

lation experiments are shown as “DT” in Tables 3 and 4.

5. CLIR Using Hybrid Approaches

We conducted a further set of experiments, in an attempt to

improve CLIR performance using hybrid approaches based

on combinations of the methods described in Section 4..

Query expansion using the eCMeSH Tree is combined with

PRF and DT in different ways, in order to evaluate their

respective contributions to CLIR.

The pre-processing of the document collection and query

sets used are the same as those described in Section 4., un-

less otherwise stated. Table 5 compares the retrieval perfor-

mance of these hybrid approaches.

5.1. Query Expansion Using the eCMeSH Tree and

Pseudo-Relevance Feedback

This two-stage query expansion approach is carried out as

follows: 1) The eCMeSH Tree is firstly applied to expand

4http://translate.google.com/

and translate queries, as described in Section 4.3., 2) PRF

is subsequently applied, as described in Section 4.4., to fur-

ther expand the query, using the Dictionary to translate the

terms.

In Table 5, this approach is denoted using “e+PRF”. This

experiment is taken as the baseline of the hybrid methods.

5.2. Query Expansion Using the eCMeSH Tree with

Document Translation

In this experiment, all the documents in document collec-

tion are first translated into Chinese and indexed using bi-

grams, as explained in Section 4.5.. Then, the eCMeSH

Tree is applied to expand Chinese queries; there is no need

to translate queries, because the document collection has

already been translated into Chinese. In Table 5, the re-

sults of this approach are denoted using“e+DT”, which are

compared with the results of “e+PRF”.

5.3. Query Expansion using the eCMeSH Tree and

Pseudo-Relevance Feedback with Document

Translation

Since the translated document collection is represented as

bigrams (see Section 4.5.), the results returned from Indri

are also bigrams, not terms. However, this hybrid method

requires individual terms, in order match them against

terms from the eCMeSH Tree. Thus, this set of experi-

ments uses a modified version of the PRF method described

in Section 4.4.. Here, the set of candidate terms is extracted

from the relevant documents using the same term extraction

algorithm used in creating the eCMeSH Tree (described in

Wang and Ananiadou (2010)), based on linguistic rules and

C-value term extraction. The top ranked 25 terms extracted

using this method, which do not appear amongst the terms

in the query expanded using the eCMeSH Tree, selected

from the top 50 relevant documents, are added to the origi-

nal queries. The tf-idf measure is used to calculate the ap-

propriate weights for final query terms chosen by the PRF

method. In Table 5, The results of these experiments are

denoted as “e+PRF+DT”. The results are compared with

those obtained using both the “e+PRF” method (shown us-

ing “△” in the table) and the “e+DT” method (shown using

“♦” in the table).

6. Discussion

6.1. Retrieval Improvements Obtained Using the

eCMeSH Tree

In Tables 3 and 4, the best retrieval performance achieved

using the eCMeSH method is 0.3058 for the 2006 Track

and 0.1901 for the 2007 Track. The performance of this
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Automatic WS Manual WS

Baseline CMeSH eCMeSH-N eCMeSH-W PRF DT Baseline CMeSH eCMeSH-N eCMeSH-W PRF DT

2006 0.2309 0.1976 0.2503 0.2647 0.2737 0.2985∗ 0.2622 0.2503 0.2857 0.3058 0.3009 0.3368∗

(-3.33%) (8.40%) (14.64%) (15.03%) (29.27%) (-4.54%) (8.96%) (16.63%) (13.04%) (28.45%)

(9.06%)D1 (11.93%)D1

2007 0.1353 0.0911∗ 0.1435 0.1415 0.1654 0.1800∗ 0.1735 0.1344 0.1813 0.1901 0.2154∗ 0.2305∗

(-32.67%) (6.06%) (4.58%) (22.25%) (33.04%) (-22.54%) (4.50%) (9.57%) (24.15%) (32.85%)

(8.83%)D1 (7.01%)D1

Table 3: Experimental results using Okapi BM25 for retrieval

Automatic WS Manual WS

Baseline CMeSH eCMeSH-N eCMeSH-W PRF DT Baseline CMeSH eCMeSH-N eCMeSH-W PRF DT

2006 0.2278 0.1935 0.2497 0.2390 0.2765 0.2791 0.2619 0.2418 0.2842 0.2925 0.3178 0.3216

(-15.06%) (9.61%) (4.92%) (21.38%) (22.52%) (-7.67%) (8.51%) (11.68%) (21.34%) (22.79%)

(0.94%)D1 (1.20%)D1

2007 0.1330 0.0789∗ 0.1341 0.1375 0.1591 0.1683∗ 0.1695 0.1154∗ 0.1799 0.1899 0.2123 0.2257∗

(-40.68%) (0.83%) (3.38%) (19.62%) (26.54%) (-31.92%) (6.14%) (12.04%) (12.04%) (33.16%)

(5.78%)D1 (6.31%)D1

Table 4: Experimental results using the language model for retrieval

method on the 2006 Track exceeded the performance of

the PRF method, when Okapi BM25 was used. Although

document translation and, in most cases, PRF, produce bet-

ter performance than the use of the eCMeSH Tree, they

suffer from a number of drawbacks, such as the follow-

ing: 1) Document translation is computationally expensive

and thus it is not suitable for cross-lingual information re-

trieval where documents are added or removed frequently,

or the content of documents is subject to change. Accord-

ing to our experiments, for example, it takes about four

months to translate entire the 2006 TREC document collec-

tion (162,259 articles, about 11.9GB) into Chinese, when a

computer equipped with a 1.44GHz Intel Dual Core CPU

and 3.0 GB memory is used. 2) The quality of the lin-

guistic resources that are used to translate queries plays

an important role in the CLIR performance of query ex-

pansion using PRF. Table 2 compares the retrieval perfor-

mance attained when different resources are applied to as-

sist query expansion when using PRF approach. According

to the table, the best performance is achieved when transla-

tion is carried out using the Dictionary on the 2006 Track

data (0.3009). When the eCMeSH Tree terms are applied

to translate Chinese queries into English, the retrieval per-

formance decreases by 7.91%, to 0.2771. However, since

there is a further considerable decrease in the retrieval per-

formance when the CMeSH Tree is used instead of the

eCMeSH Tree (15.39% less than when the Dictionary is

used), our results clearly show that the eCMeSH tree can

have a positive effect on retrieval performance. Whilst the

Dictionary may have a wider coverage of query terms that

are not domain specific, and hence achieves slightly supe-

rior performance to the eCMeSH tree when used on its own,

the eCMeSH tree can help to provide a greater number of

translations for domain specific terms. This is illustrated

by the higher retrieval performance (0.3304) obtained on

the same dataset when PRF using the Dictionary is com-

bined with the eCMeSH tree (e+PRF in Table 5). In Ta-

ble 5, it can be observed that the best performing hybrid

method is the combination of the eCMeSH Tree with PRF

and document translation. This achieves the best retrieval

results of all experiments on both the TREC 2006 Track

(0.3782) and the 2007 Track (0.2524). Moreover, it can be

observed from the table that the eCMeSH Tree smooths the

differences in performance between the PRF and the DT ap-

proaches. Consider the results obtained for the 2006 Track,

using Okapi BM25 and manual word segmentation. Table 3

shows that the difference in performance between the DT

and PRF methods (shown as “D1” in the table) is 11.93%.

However, after combining these approaches with the use of

eCMeSH Tree terms, the difference between “e+DT” and

“e+PRF” (marked as “D2” in Table 5) is 6.72%. In this

case, D2 is 43.67% smaller than D1, which further demon-

strates the valuable contribution made by the eCMeSH Tree

terms, in that they are able to reduce the differences in per-

formance between various approaches to CLIR. In all but a

few cases, the combination of the eCMeSH tree with doc-

ument translation (e+DT) results in improvements over the

combination of the eCMeSH tree with PRF (e+PRF). We

do not discuss the differences between the results obtained

using the “e+PRF+DT” and “e+PRF” configurations, be-

cause the PRF method described in Section 5.3., is differ-

ent from that used in the “e+PRF” experiment, described in

Section 5.1., meaning that a direct comparison is not possi-

ble.

6.2. Other Factors Effecting Retrieval

In the majority of our experiments show, Okapi BM25 re-

trieval model is slightly superior to the language model. For

instance, the retrieval performance achieved on the 2006

Track with the “eCMeSH-W” configuration, using man-

ual word segmentation, is 0.3058 with Okapi BM25 and

0.2925 with the language model. Thus, compared with the
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BM25 LM

Automatic WS Manual WS Automatic WS Manual WS

e+PRF e+DT e+PRF+DT e+PRF e+DT e+PRF+DT e+PRF e+DT e+PRF+DT e+PRF e+DT e+PRF+DT

2006 0.2953 0.2799 0.3018 0.3304 0.3526 0.3782 0.2941 0.2890 0.2973 0.3278 0.3239 0.3779

(-5.22%)D2 (2.20%)△ (6.72%)D2 (14.47%)△ (-1.73%)D2 (1.09%)△ (-1.19%)D2 (15.28%)△

(7.82%)♦ (7.26%)♦ (2.87%)♦ (16.67%)♦

2007 0.2095 0.2100 0.2172 0.2375 0.2401 0.2514 0.2064 0.2083 0.2103 0.2349 0.2366 0.2497

(0.24%)D2 (3.68%)△ (1.10%)D2 (5.85%)△ (0.92%)D2 (1.89%)△ (0.72%)D2 (6.30%)△

(3.43%)♦ (4.71%)♦ (0.96%)♦ (5.54%)♦

Table 5: Comparisons of hybrid approaches

language model, the use of Okapi BM25 improves the re-

trieval performance by 4.55%. However, in a small num-

ber of cases, the language model achieves superior perfor-

mance. This is the case for the 2006 Track data, when the

“PRF” method is used, in conjunction with manual word

segmentation, where the retrieval performance is 0.3178.

According to our experiments, the automatic segmentation

tool, which is trained using a newswire corpus, has a sig-

nificantly negative impact on the retrieval results, compared

to the use of manual segmentation. As an example, the re-

trieval performance of the “eCMeSH-W” configuration on

the 2006 Track data, using the language model, decreases

from 0.2925 (manual word segmentation) to 0.2390 when

automatic word segmentation is used, i.e. a drop in perfor-

mance of 22.38%.

Our experiments also show that the use of the weights as-

signed to the eCMeSH Tree terms helps to improve the

performance of CLIR. In Tables 3 and 4, a comparison

of the experiments using eCMeSH terms without weights

(eCMeSH-N) with those in which the weights are used

(eCMeSH-W) reveals that weights improve performance in

all cases.

All experiments illustrate that there is a significant differ-

ence between the retrieval performances on the 2006 Track

data and the 2007 Track data. For the the 2007 Track, the

queries consist of a set of short questions for a question

and answering task. In contrast, the queries in the 2006

Track are declarative sentences describing the information

request. After the application of filtering of the queries to

remove unnecessary words, the number of terms remain-

ing in the queries for the 2007 track is much smaller than

for queries in the 2006 Track, due to the removal of inter-

rogatives from the 2007 queries. Since the 2007 queries are

more diverse in terms of query types, and they are also more

general than the declarative sentences in the 2006 Track,

this makes retrieval more difficult, and leads to the drop in

retrieval performance on the 2007 Track.

7. Conclusions

In this paper, we have described the application of

a Chinese-English CLIR system to biomedical articles.

Query expansion using the eCMeSH Tree was compared

with query expansion based on pseudo-relevance feed-

back, and document translation. Different combinations

of these individual approaches to CLIR were also investi-

gated. In terms of individual methods, the overall retrieval

performance achieved using the eCMeSH query expansion

method is comparable to that of pseudo-relevance feedback

query expansion approach.

For the most part, the results achieved by the hybrid ap-

proaches are better than those achieved by individual ap-

proaches. Combining the two methods of query expansion,

i.e. the use of the eCMeSH Tree and pseudo-relevance

feedback, resulted in superior retrieval performance, com-

pared to the individual use of these methods. Furthermore,

when these two methods are further combined with docu-

ment translation, the best results amongst all experiments

are achieved.

Our experiments show that the strategy for segmenting

terms has a significant impact on the retrieval performance,

i.e. manual word segmentation significantly outperforms

the automatic approach. Since the automatic approach was

based on a segmenting tool trained on the newswire do-

main, further research in needed into adapting or devel-

oping segmentation tools for the biomedical domain. Fi-

nally, our results show that the Okapi BM25 model per-

forms slightly better than the language model.
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